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Abstract

In privacy-preserving machine learning, it is less obvious to verify correct behavior
of participants because they are not supposed to reveal their inputs in cleartext
to other participants. It is hence important to make federated machine learning
robust against data poisoning and related attacks. While input data can be related
to a distributed ledger (blockchain), a less studied input is formed by the random
sampling parties perform. In this paper, we describe strategies based on zero
knowledge proofs to allow parties to prove they perform sampling (and other
computations) correctly. We sketch a number of alternative ways to implement our
idea and provide some preliminary experimental results.

1 Introduction

Privacy preserving machine learning studies the learning of models without revealing sensitive data,
e.g., personal data of individuals. While a wide variety of techniques are emerging to accomplish
that goal, they often assume that participating agents are honest-but-curious, i.e., they assume
participants try to infer information from the data they see but honestly follow the prescribed protocol.
Unfortunately, in practice agents may be tempted to contribute incorrect data, as they don’t need to
disclose their inputs to the computation and may benefit from a biased end-result. Such behavior
is called data poisoning. The goal of such an attack could be to influence the process such that the
resulting machine learning model is biased in some way. Examples of this can occur in different
scenarios. Consider a group of store owners who collaboratively learn a model predicting in which
products a customer may be interested. They use privacy-preserving machine learning not revealing
any of their customer data nor any intermediate results. Now some store owners may be tempted to
introduce bias in the model. Intelligently biasing the collected statistics may make the model poor,
not signaling to other store owners that a certain customer may be interested in their products, while
the cheating store owner is the only one knowing the bias and able to correct for it to obtain good
predictions. As real-world examples, approaches have been reported to exploit social navigation
services [31] or influence Google’s algorithm to learn traffic density [34].

Zero-knowledge proofs (ZKPs) are cryptographic techniques that allow a party to prove statements
such as logical and arithmetic relations over private values. Such zero-knowledge proofs can be
used to prove that a party in a federated machine learning effort performs its computations correctly,
without disclosing its inputs or outputs. So if we could assume that all inputs and random numbers
an algorithm uses are correct, then if we are provided a zero-knowledge proof we can trust that the
output (the machine learning model) is correct, even if we don’t know the details of the computation.

The issue of verifying the correctness of input data is common and non-trivial. One important
approach consists of letting parties commit to their input data to ensure that the same values are used
when feeding the same variables as input to other algorithms. Letting parties commit to data has
applications in numerous other domains, e.g., in financial systems and blockchains [4}[29]. An option
to limit the effect of incorrect input is to require a ZKP that the input belongs to the correct domain
or that the inputs are consistent with each other. Fully guaranteeing input correctness may not always
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be possible, but similarly it is also not always possible in the non-private federated learning setting
either.

Key remaining challenges include (1) a need for progress in zero-knowledge proofs, e.g., for mathe-
matical relationships important for machine learning, (2) a need to guarantee that parties correctly
draw random numbers. For example, machine learning algorithms often need statistical relations and
probability distributions, e.g., the Poisson distribution or the error function. Also, differential privacy
often involves drawing random numbers to serve as noise, e.g., from the Laplace distribution or the
Gaussian distribution. If an adversary could decide the value of every number he is supposed to draw
randomly he could already bias some models significantly.

Methods to privately compute elementary functions using Secure Multiparty Computation have been
studied in [1} 3} [12} 24} 26] and used for machine learning in [23]]. While these secure multi-party
compuation approaches don’t disclose data, they assume that parties are honest (e.g., some require
the community to trust that a small set of servers don’t collude). Proofs of correct computation of
training of models have recently started to be studied in [18} 35]. However, these rely on the use of
integer-friendly activation functions and don’t provide complete privacy and security guarantees. To
the best of our knowledge, zero-knowledge proofs only have been applied in machine learning in a
limited way. Also, we are not aware of protocols that allow a party to prove it has correctly generated
a random Gaussian number.

To bridge this gap, we work towards verifiably correct sampling, i.e., protocols to let agents draw
random elements from probability distributions and prove to other agents that they did so correctly.
While doing so, we also provide advances in verifiability of relations involving transcendental
functions, which independently serve as a building block in robust machine learning.

In particular, as a first contribution we extend a classic technique for computing trigonometric and
exponential functions, CORDIC [33]], towards a zero knowledge proof strategy for relationships
containing such functions. Our second contribution is a protocol to collaboratively and provably
correctly sample a random number from a Gaussian distribution. This protocol is based on the
Box-Miiller method. This has a direct application in the Gaussian Mechanism used in Differential
Privacy. Our approximations achieve a precision of n fractional digits with O(n?) computations.
Finally, in a third contribution we adopt an argument of database lookup, which can be used to
prove correct sampling from arbitrary statistical distributions and to prove relationships more general
than those covered by our first contribution. This strategy requires, for a database of size M, O(M)
preprocessing (probability distribution description) and a constant cost per lookup (sample). We first
describe the problem, then sketch our ongoing work and conclude with ideas for future work.

2 Problem Statement

The notion of differential privacy [[14] has become the gold standard to measure the extent to which
an algorithm is private. In many applications, one wants to learn a model with training data of
multiple parties, each of which doesn’t want to reveal their own sensitive data to others. The simplest
and most secure strategy to learn in a privacy-preserving way is to use Local Differential Privacy
(LDP) [13L 120} 21} [22]], where first all parties add noise to their own data before sharing it. A clear
disadvantage is the large amount of noise (and the resulting poor accuracy of the learned model). In
an other popular strategy, known as central differential privacy (CDP), all parties send their data to a
trusted curator after which the latter computes the model and adds noise to it. While the amount of
noise needed here is much smaller (and the model more accurate), the main objection against this
approach is that one should be able to fully trust the curator. Various methods have been proposed to
achieve an accuracy comparable to CDP without the need to trust a curator. These are usually based
on encryption or shuffling [2, 18,16} [17] to avoid that parties can see sensitive data of other parties or
can learn which data belongs to which party. A major disadvantage shared by these methods (and
for that matter also by LDP) is that parties can to some extent poison their contributed data or the
noise they add to it without being detected. There exist a range of cryptographic tools to mitigate
this new problem. For example, commitments [30] allow one to commit to a piece of data without
revealing it. This technique is also used in blockchains for publicly registering information without
revealing it. While a value underlying a commitment could still be wrong, committing implies that in
all business a party does the same value must be used. As lying consistently over all data over a long
time is clearly more difficult, it decreases the opportunity for data poisoning.

We study the less explored question of verifiable random number generation. Suppose we have an
encrypted optimal model parameter F(#) and that we still need to add noise to it before it can be



decrypted and published. For the simplicity of explanation we will assume that 6 is a real number,
but our approach can easily be generalized to the case that 6 is a vector of real numbers. A common
approach exploits partial homomorphic encryption: an encryption F is partially homomorphic if
for all 2y and zo, D(E(x1) ® E(x2)) = x1 + x4 for the decryption function D and operation ®
in ciphertext space. Then, some party can sample noise 7 from some distribution D and compute
E(0+n) = E(0) ® E(n) after which decryption of the final result (6 + 7)) can proceed. The main
question now is how to ensure that the noise 7 can be kept secret while proving to all participating
parties that 7 is correctly sampled from D.

In our setting we assume that at least one party is honest but curious, and the others can collude. We
will focus on procedures to let a party draw an element from a distribution without revealing it while
proving that the sample was correctly drawn. We won’t require that the drawing party itself doesn’t
learn the drawn element. In summary:

Problem statement. Given n parties P;, P ... P,, and a probability distribution D, we want to find
for a generic party P; with i € {1,...n} a distributed algorithm A such that after its executions
(i) a number E'(n) has been published, (ii) only P; can infer the value of 7 and (iii) all parties are
convinced that n was drawn from D.

The problem is reasonably straightforward if D is the uniform distribution over the interval [0, L) for
some L > 0. Let 2; be a homomorphic encryption function for which only P; has the corresponding
decryption key. Let each party P; generate a random number r; uniformly over [0, L). Let each
party P;, publish Ej(r;). Then, P; can compute 7 = } . r; mod L, publish E;(r) and prove correct
computation by the homomorphic property E;(}_; ;) = ®;E;(r;) and a zero knowledge proof for
the modulo operation. It is easy to see that r is a uniformly sampled random number secret to all
parties except P;, if at least one party sampled a truly uniformly drawn number.

The problem becomes more challenging when D is not the uniform distribution, but is a normal
distribution or a Laplace distribution as would be needed in the Gaussian Mechanism or Laplace
Mechanism of differential privacy [[15]. An approach for arbitrary distributions is known as the
inversion method, which consists of sampling uniformly from the (0, 1) interval and applying the
inverse of the cumulative distribution function (CDF). Performing this in a verifiable way requires a
closed form for the inverse CDF, or a sufficiently good and efficient approximation schema. In case
D is the Gaussian distribution, a number of additional specialized methods are available:

e The Central Limit Theorem (CLT) approach, which consists of sampling repeatedly from
a uniform distribution and computing the average, which is simple but requires O(1/A?)
time for a root mean squared error A.

e The Box-Miiller method [6], that can obtain two Gaussian numbers from two uniform
samples by the application of a closed form formula, but involves the computation of a
square root, trigonometric functions and a logarithm.

e Rejection sampling methods, such as the polar version of Box-Miiller [25]] or the Ziggurat
Method [27] are efficient and highly accurate. While the former avoids the computation of
trigonometric functions and leads to an efficient verifiable implementation, the latter is uses
several conditional branches which are expensive to prove in zero knowledge and requires
an external method for sampling in the tails of the distribution.

e The inversion method for Gaussians involve the approximation of the inverse error function
erf*, which can be done with rational functions or Taylor polynomials.

e The recursive method of Wallace [32] is very popular for its efficiency, but requires as input
a vector of already generated Gaussian samples to generate an output vector of the same
size. Furthermore, samples from input and output vectors are correlated, which deteriorates
the statistical quality.

Generating uniformly distributed random numbers is cheap, and most above ideas for sampling
from other distributions use uniform sampling as a building block, together with various ways to
postprocess the resulting sample. Therefore we will discuss in the next section ways for P; to prove
to other agents that the performed postprocessing is correct.

3 Methodology Towards Verifiable Sampling

Cryptographic Tools. To prove properties over secret committed values, we use Zero Knowledge
Proofs [[19]. They allow a party to prove statements without revealing extra information. Here, we
consider the combination of Y-protocols [9] and the strong Fiat-Shamir heuristic 5] for its simplicity
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Figure 1: The required GEx for one sample against the MSE, for CRD+BM , CRD+PM and CLT.

and modularity. They can be used to prove arithmetic relations between private values [10] and and
disjunctions and conjunctions of these [[11]. To efficiently prove relations involving trigonometric,
exponential, logarithmic and/or square root functions in fixed precision, we use CORDIC and its
numerical approximation methods which only require simple operations. As opposed to some
alternatives (see [28]] for a comprehensive treatment) CORDIC [33] is an iterative method only using
additions, bit-shifts and a few multiplications. It suffices to provide a >-protocol proving its correct
execution. A naive implementation costs O(n?).

Statistical Distributions. As outlined in Section |2} proving correct sampling from a uniform distri-
bution is relatively easy and we can leverage it towards verifiable sampling from other distributions.
First, we provide an argument that we correctly draw an y ~ A/(0, 1). One strategy is to use the Box-
Miiller method [6], which defines in closed form a function £ : (0,1)2 — R? such that, if x and y are
uniformly distributed, then the components of f(z, y) follow a Gaussian distribution. f only requires
one evaluation of sin, cos, In and square root functions, for which we can use the CORDIC ZKP.
Alternatively, the Polar Method[25]], optimizes Box-Miiller to avoid the computation of trigonometric
functions using rejection sampling. We measured the amount of group exponentiations (GEx) needed
to prove a Gaussian sample using the CORDIC combined with Box Miiller (CRD+BM) and Polar
Method (CRD+PM) approaches and compared them to an implementation using the CLT approach
for several parameter values. For each setting we drew 107 samples and measured the Mean Squared
Error (MSE) from the ideal Gaussian CDF, see Figure E}

Now we consider the same ZKP but for an arbitrary statistical distribution D. A general method to
generate samples is by inversion of the cumulative probability function fp, which can be approx-
imated via table lookups. It consist on publicly precomputing a sufficiently large set of points of
s ! and later retrieve them evaluate the function. The main challenge is then to prove the correct
retrieval of an evaluation from its private index. For that, we use a well known Y-protocol to prove set
membership [7], i.e. x € S where x is private and .S is public. If S'is a set of table entries, this can
be easily adapted to the proof of retrieval we need. The preprocessing of the technique is exponential
in the required precision, but each sample requires a constant cost. Additionally, the preprocessing
step can be reused by other parties.

4 Conclusion and Future Work

We have presented novel methods combining zero knowledge proofs and strategies to compute or
sample from various functions to prove correct fixed precision calculation and correct sampling from
Gaussian and arbitrary distributions.

Multiple directions of future work remain. We mainly plan to work on decreasing the cost of sampling.
It would be interesting to investigate how intensively parties need to collaborate before it becomes
affordable to use the inverse error function lookup-table approach described at the end of Section 3]
We also want to experimentally compare with other numerical strategies which may offer a faster
convergence in terms of ZKP cost, which may be different from the cost when using plaintext. We
could also try to reduce the cost for larger amounts of random numbers by only randomly drawing a
seed and then let parties prove they correctly use a (sufficiently affordable) random number generator.

Acknowledgements. We thank Andreas Peter for its useful feedback and suggestions.
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