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Abstract

We derive an approximate coefficient of restitution (CoR) for a single bead impacting the ground when a constant external load acts upon the colliding body. Some of the main applications concern classical nonlinear viscoelastic models such as the Kuwabara-Kono model, Simon-Hunt-Crossley model, and Hertzian stiffness with linear damping, however the proposed approach applies to a wide class of nonlinear viscoelastic contact models. It is shown that suitable expansions allow to derive a computable expression of the CoR which provides accurate predictions for a valuable range of external loads, viscosity coefficients and impact velocities.
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1 Introduction

Impacts in multibody systems are highly nonlinear phenomena whose modelling has attracted numerous researchers since a long time [1–4], see the preface in [5] for a short historical summary. There are several ways to classify impact models within gross classes, as:

1. Single impacts, \textit{i.e.}, a single collision occurs without any overlap with foregoing or next collisions.
2. Multiple impacts, \textit{i.e.}, several collisions occur simultaneously in the system.

or as [6]:

1. Algebraic (zero-order) models which assume instantaneous collisions between perfectly rigid bodies, and relate post- and pre-impact velocities through a so-called restitution rule.
2. First-order dynamics following the Routh and the Darboux-Keller approaches, where the normal contact force impulse is used as a new time-scale.
3. Second-order dynamics which rely on compliant models of lumped flexibilities and dampings (linear or nonlinear spring-dashpot rheological models), through assemblies of various basic components: elastic, viscoelastic, frictional, fractional elastic, viscoplastic, \textit{etc}.

In a Lagrangian framework, simultaneity of collisions means that the boundary of the admissible domain in the configuration space is attained at a co-dimension $\geq 2$ submanifold [5, Definition 6.1]. When contact compliance is taken into account, a multiple impact occurs each time several collisions overlap. In this work only single impacts are studied. Each of the above gross classes for single impacts can be refined into subclasses. One
major issue is the modelling of kinetic energy dissipation. Tangential dissipation is usually modelled using extensions of set-valued Coulomb’s friction, or tangential coefficients of restitution. As far as normal effects are concerned, several approaches have been proposed so far to take dissipation into account (here we restrict ourselves to single impacts):

1. linear viscosity (damping) [7, 8],
2. nonlinear damping as in the well-known Simon-Hunt-Crossley, Kuwabara-Kono, Tsuji-Tanaka-Ishida models or the Lankarani-Nikravesh approach [9, 10][5, section 2.2.2] [11],
3. phenomenological parameters like coefficients of restitution (CoR) for the zero and first-order dynamics models, the most popular ones being kinematic (Newton), kinetic (Poisson) and energetic CoRs,
4. varying stiffnesses in compression and expansion phases (the bistiffness Crook’s approach [12] [5, section 4.2.1.2]) [13],
5. plasticity effects (à la Johnson [14–16] [5, section 4.2.1.1]), Masin, Persoz and viscoelastoplastic assemblies with set-valued frictional elements [17–19],
6. adhesive effects with Dugdale or Lennard-Jones potentials [20] [5, section 4.2.2], body bulk vibrations (see [1, Chapter III] [15, Chapter 11] [5, section 4.2.4] for references) etc.

In addition, it should be remarked that these models and parameters are not independent, nor used independently one from each other. For instance it is known that parameters like CoRs in algebraic restitution rules are related [5, section 4.3.3.1], and this is also the case for first-order Darboux-Keller impact dynamics [21–24] [5, sections 4.3.5.3 and 4.3.6]. Also CoR may be used in rheological models to tune the dissipation parameters as in the Lankarani-Nikravesh approach and its many extensions and variants, see [9, 10] [5, Chapter 2].

Another research direction consists of determining the equivalent CoR to compliant rheological models: the obtained CoR can be used in algebraic models, hence introducing useful informations in the CoR (dependence on pre-impact velocity, on bodies’ masses, contact equivalent stiffness, contact equivalent viscous friction, plasticity parameters, contact area, etc), while keeping an overall rigid-body instantaneous collisions framework. This is usually not a straightforward task, and it has been the object of many investigations for all types of models, linear spring/dashpots, nonlinear Hertz-plastic piecewise-smooth models [14] [5, section 4.2.1.1] [15], and for nonlinear spring-dashpot Simon-Hunt-Crossley and Kuwabara-Kono models.

A common feature of (almost) all the models and analyses in the literature is that it is assumed, as a fundamental basic assumption, that all the forces which are applied on the colliding bodies at the impact time are negligible compared to the impact forces. Then exact or approximate expressions for the CoR can be derived. This is the case in particular for the Simon-Hunt-Crossley (SHC) [25, 26] and the Kuwabara-Kono (KK) [27] models, which are widely used in applications. Very few studies have analysed the same problem taking into account the effect of an external load on the impacting bodies (i.e., calling into question the fundamental assumption). Among these we may cite [28–31], which all conclude about the importance of considering external loads in certain circumstances. One of the main goals in this article is to study the effect of gravity or constant external force on the computed values of CoR for the Kuwabara-Kono model, thereby extending the fundamental results in [32–35]. The Kuwabara-Kono model stems from continuum mechanics [36–38] and therefore occupies a particular place in the class of rheological compliant spring-dashpot models. The provided theory applies, however, to different viscous nonlinearities than KK, in particular SHC, Hertzian spring with linear dashpot [7], or the Tsuji-Tanaka-Ishida model [11]. Approximate expressions for the CoR are given, and are shown through extensive numerical calculations to fit very well with the exact numerical solution, for a large range of external loads.

The article is organised as follows: the basic model is introduced in section 2. The algorithm for the exact computation of the CoR through the numerical integration of the dynamics is presented in section 3. Section 4 is devoted to the calculation of approximate expressions for the CoR: section 4.1 provides a first order expansion valid for small viscosity coefficients, section 4.2 deals with the case of small equivalent external load, section 4.3 deals with large external loads (and impacts with sticking), the accuracy of the approximation is improved in sections 4.4 and 4.5 by taking
into account high-order terms in the expansions. Section 4.6 compares the analytical approximations of the CoR to the reference values obtained by numerical time integration of the viscoelastic models. Section 5 summarizes the main steps which are needed to calculate the CoR approximations. Conclusions are provided in section 6, and useful calculations can be found in Appendices A, B, and C. Some non-essential components of this work have been skipped in this article, and are presented in the supplementary technical report [39].

2 Nonlinear viscoelastic impact model

Consider a system consisting of a single bead impacting the ground, as shown in Fig. 1. The mass of the bead is $m$ and the stiffness constant is $k$. The external load induced on the bead is given by the parameter $F$, such that $F > 0$ produces a compressive (downward) force on the bead according to Fig. 1. The external load $F$ is considered to be constant, which is a realistic assumption given that impact duration is typically very small. The displacement of the center of the bead in reference to the undeformed position is denoted by $x(t)$, such that the bead is in contact when $x(t) \leq 0$ and free when $x(t) > 0$. Then, based on a general viscoelastic model, the equation of motion of the bead is given by

$$m\ddot{x} = k \left[ (-x)^{\alpha}_{+} + \gamma_0 \frac{d}{dt} (-x)^{\beta}_{+} \right] - mg - F, \quad (1)$$

where $x_{+} = \max(x, 0)$. The initial conditions for (1) are $x(0) = 0$ and $\frac{dx}{dt}(0) = -v_0$ with $v_0 > 0$. The parameters $\alpha > 0, \beta > 0$ and $\gamma_0 \geq 0$ characterize the contact force behaviour: $\alpha$ is associated with the stiffness, whereas $\beta$ and $\gamma_0$ control the dissipation during the impact. In this study, we make the following assumption which guarantees that the dynamical equations are sufficiently smooth (at least Lipschitz continuous, see equation (6) below).

**Assumption 1** $\alpha \geq 1$ and $\beta \geq 1$. If the parameter values are chosen to be $\alpha = \beta = \frac{3}{2}$, the viscoelastic model (1) is known as the Kuwabara-Kono model [27], similarly if $\alpha = 3/2$ and $\beta = 5/2$, the Simon-Hunt-Crossley model [25, 26] is obtained. The case $\alpha = 3/2$ and $\beta = 1$ corresponds to Hertz contact with linear damping. In this work we will pay particular attention to these cases in numerical simulations, while our analytical study of the impact model (1) will be performed under the general assumption 1. The dynamics of (1) can be rescaled with respect to the time and length scales:

$$T = \left(\frac{m}{k}\right)^{\frac{1}{\alpha+1}} v_0^{\frac{1}{\alpha+1}}$$

and $\delta = v_0 T$ by setting $x(t) = -\delta u(\tau)$ with $\tau = \frac{t}{T}$. Then the scaled dynamics is given by

$$\frac{d^2u}{d\tau^2} + \gamma \frac{d}{d\tau} (u^\beta_{+}) + u^\alpha_{+} = \tilde{g}, \quad (2)$$

where

$$\gamma = \gamma_0 v_{0}^{\frac{2\beta}{1+\beta}} - 1 \left( \frac{k}{m} \right)^{1-\frac{\beta}{1+\beta}}, \quad (3)$$

and

$$\tilde{g} = \left( g + \frac{F}{m} \right) \frac{T^2}{\delta} = \left( \frac{m}{k} \right)^{\frac{1}{\alpha+1}} v_0^{\frac{2\beta}{1+\beta}} \left( g + \frac{F}{m} \right). \quad (4)$$

The initial conditions for the scaled equations of motion (2) are $u(0) = 0$ and $\frac{du}{d\tau}(0) = 1$. The dimensionless parameters $\gamma$ (rescaled dissipation constant) and $\tilde{g}$ (rescaled external force) both depend on the impact velocity $v_0$, and $\tilde{g}$ also depends on the external load $F$, as illustrated in Fig. 2 for the Kuwabara-Kono model ($\alpha = \beta = 3/2$). Figure 2(a) shows the relationship between $\gamma$ and the initial velocity $v_0$, where we can see that $\gamma$ increases with $v_0$ since $\beta > (\alpha + 1)/2$ in the Kuwabara-Kono model. Figure 2(b) shows
\( \ddot{g} \) versus the external load \( F \), for different values of \( v_0 \). Here we see that the specific value \( F = -mg \) balances the gravitational constant, and that decreasing the initial velocity \( v_0 \) increases the magnitude of the rescaled external force \( \ddot{g} \), which diverges in the limit of vanishing impact velocity.

Let us assume that the impact terminates at \( \tau = T_f > 0 \). The impact takes place for \( \tau \in (0, T_f) \), so the scaled displacement \( u(\tau) \) is positive while \( \tau \in (0, T_f) \) and \( u(T_f) = 0 \) at impact termination. The CoR for the impact can be expressed in terms of the scaled velocities as

\[
e = -\frac{du}{dT}(T_f) = -\frac{du}{dT}(0).
\]

Thus, the CoR for a given impact can be numerically evaluated by integrating the ordinary differential equation for the scaled dynamics given in (2) until \( \tau = T_f \).

Note that the vanishing of the contact force is sometimes used as an alternative condition for the end of collision, in order to avoid an attractive contact force near contact breaking when \( \gamma > 0 \) and \( \beta < \alpha + 1 \) (see e.g. [35]). In this work, we restrict ourselves to the classical condition of vanishing bead deformation \( u(T_f) = 0 \), and we derive analytical approximations of the CoR (5) for \( \alpha, \beta \geq 1 \) and a valuable range of dimensionless parameters \( \gamma \) and \( \ddot{g} \). The CoR obtained through numerical integration of (2) will serve as a reference to assess the validity of the analytical approximations. The next section discusses the method used for numerically integrating (2).

### 3 Calculation of the CoR by numerical time integration

The term \( \frac{d}{dT} u_+^{\beta} \) is not Lipschitz continuous for \( \beta < 2 \) and therefore can create difficulty with the numerical integration. As discussed in [40, 41], these issues can be circumvented with an appropriate choice of the dynamical variable. Hence, here we will consider the same change of variable, and rewrite (2) in terms of a new generalized velocity variable \( w \):

\[
\begin{align*}
\frac{du}{dT} &= w - \gamma u_+^\beta, \\
\frac{dw}{dT} &= -u_+^\gamma + \ddot{g}.
\end{align*}
\]

with the initial condition \( u(0) = 0 \) and \( w(0) = 1 \), which implies \( u'(0) = 1 \).

Solutions of (6) are computed for \( \gamma \geq 0 \) and \( \ddot{g} \geq 0 \). Time integration is performed using the ode45 solver of MATLAB (with absolute and relative error tolerances set to \( 10^{-14} \) and \( 10^{-10} \)). The dynamical equations have to be numerically integrated up to \( \tau = T_f \) to obtain the CoR of the bead, and the value of \( T_f \) is not a priori known. Whether the impact terminates or not depends on the parameter values \( \alpha, \beta, \gamma \) and \( \ddot{g} \).

If the impact terminates, the bead detaches at some time \( T_f \) such that \( u(T_f) = 0 \) and \( u'(T_f) \in [-1, 0] \), which leads \( e = -u'(T_f) \in (0, 1] \). This case is illustrated in Figure 3 for \( \alpha = \beta = 3/2 \), \( \gamma = 0.006 \) and \( \ddot{g} = 0.1 \). If \( \ddot{g} > 0 \), additional collisions will occur for \( \tau > T_f \) but we do not compute the solution in this time domain. Similarly, we do not examine the convergence of \( u(\tau) \) towards the equilibrium \( \ddot{u} = \ddot{g}^{\frac{1}{\gamma}} \) that occurs for \( \gamma > 0 \) and \( \ddot{g} > 0 \) when \( \tau \to +\infty \).

If the bead does not detach after the initial impact, one has \( u(\tau) \geq 0 \) for all \( \tau \geq 0 \), and \( \lim_{\tau \to +\infty} u(\tau) = \ddot{u} \) since necessarily \( \gamma > 0 \). In that case, the CoR of the bead is \( e = 0 \) and time integration will be stopped when \( (u, u') \) becomes very close to \( (\ddot{u}, 0) \). Note that the interval of time integration can be reduced when the convergence towards equilibrium occurs with oscillations, as illustrated in Fig. 4 (\( \alpha = \beta = 3/2, \gamma = 0.06 \) and \( \ddot{g} = 4 \)). Indeed, one can stop time integration if \( u(T_f) \in [0, \ddot{u}] \) and \( u'(T_f) = 0 \), since we have then \( u(t) \geq u(T_f) \geq 0 \) for all \( t \geq T_f \) and convergence to equilibrium occurs.

In summary, time integration is stopped at \( t = T_f > 0 \) either when \( u(T_f) = 0 \) or \( u'(T_f) = 0 \), or when \( \| (u - \ddot{u}, u')(T_f) \|_\infty < \varepsilon \), for some small threshold \( \varepsilon \) (we fix \( \varepsilon = 10^{-8} \)), leading to \( e = 0 \).

Note that for \( \ddot{g} > 0 \), the transition from the situation of Fig. 3 (\( e \in (0,1] \)) to the case of Fig. 4 (\( e = 0 \)) occurs when \( u(T_f) = u'(T_f) = 0 \) for a critical damping constant \( \gamma_c > 0 \), and the CoR
is a continuous decreasing function of $\gamma$ vanishing for $\gamma \geq \gamma_c$.

4 Analytical CoR approximations

The main goal of the paper is addressed in this section, where we derive a hierarchy of analytical approximations of the CoR, and compare them to numerical computations as described in the previous section. Henceforth we denote by an $O(\gamma^p)$ approximation and sections 4.2, 4.3 examine its simplifications when $\tilde{g}$ is either small or large. Sections 4.4 and 4.5 deal with $O(\gamma^2)$ approximations.

4.1 First order approximation of the CoR for small $\gamma$

In this section we derive a first order approximation of the CoR $e$ when $\gamma \approx 0$. Multiplying the equations of motion (2) by $\frac{du}{d\tau}$ gives for $u \geq 0$

$$\frac{d}{d\tau} \left[ \frac{1}{2} \left( \frac{du}{d\tau} \right)^2 \right] + \gamma \beta \left( \frac{du}{d\tau} \right)^2 u^{\beta-1} + \frac{d}{d\tau} \left( \frac{u^{\alpha+1}}{\alpha + 1} \right) = \tilde{g} \frac{du}{d\tau},$$

which if integrated from $\tau = 0$ to $\tau = T_f$ yields

$$e^2 = 1 - 2\gamma \beta \int_0^{T_f} \left( \frac{du}{d\tau} \right)^2 u^{\beta-1} d\tau. \quad (8)$$

This identity expresses the contribution of dissipative terms of (2) to the decrease of the coefficient of restitution $e$.

Let us now consider the scaled displacement $u_0(\tau)$ and time of detachment $T_0$ corresponding to the non-dissipative case $\gamma = 0$, in which equation (2) reads

$$\frac{d^2 u_0}{d\tau^2} + u_0^{\alpha} = \tilde{g},$$

with

$$u_0(0) = 0, \quad \frac{du_0}{d\tau}(0) = 1,$$

$$u_0(T_0) = 0, \quad \frac{du_0}{d\tau}(T_0) = -1.$$

Now assuming $\gamma \approx 0$, we have $u(\tau) = u_0(\tau) + O(\gamma)$ and $T_f = T_0 + O(\gamma)$. Consequently, equation (8) can be expanded as

$$e^2 = 1 - 2\gamma \beta \mathcal{I}_0(\tilde{g}) + \text{H.O.T.}, \quad (10)$$

where

$$\mathcal{I}_0(\tilde{g}) = \int_0^T \left( \frac{du_0}{d\tau} \right)^2 u_0^{\beta-1} d\tau.$$
Approximate CoR with external load

\[ \alpha = 1.5, \beta = 1.5, \gamma = 0.006, \text{ and } \bar{g} = 0.1 \]

**Fig. 3** Numerical integration of scaled dynamics for the parameters \( \alpha = \beta = \frac{3}{2}, \gamma = 0.006 \) and \( \bar{g} = 0.1 \): (a) Graphs of \( u(\tau) \) and \( u'(\tau) \), and (b) Phase-space plot of \((u(\tau), u'(\tau))\) (the stopping condition is shown in red). The bead detaches when \( u(\tau) \) vanishes with \( u'(\tau) < 0 \), leading to \( \epsilon \in (0, 1) \).

\[ \alpha = 1.5, \beta = 1.5, \gamma = 0.006, \text{ and } \bar{g} = 0.1 \]

**Fig. 4** Numerical integration of scaled dynamics for the parameters \( \alpha = \beta = \frac{3}{2}, \gamma = 0.066 \) and \( \bar{g} = 4 \): (a) Graphs of \( u(\tau) \) and \( u'(\tau) \), and (c) Phase-space plot of \((u(\tau), u'(\tau))\) (the stopping condition in shown in red). The bead does not detach and time integration terminates when \( 0 < u(\tau) < \bar{g}^{\frac{1}{2}} \) and \( u'(\tau) = 0 \), leading to \( \epsilon = 0 \).

We show in appendix A that

\[ I_0(\bar{g}) = 2 \int_0^{u_M} \left[ 1 + 2 \left( \bar{g}u_0 - \frac{u_0^{\alpha+1}}{\alpha+1} \right) \right]^\frac{1}{2} u_0^{\beta-1} \, du_0, \]

where \( u_M = u_0 \left( \frac{T_0}{2} \right) \) is the maximal compression in the absence of dissipation and satisfies

\[ \frac{1}{\alpha+1} u_M^{\alpha+1} - \bar{g}u_M = \frac{1}{2}. \]

Based on (13), we can observe that the maximal compression \( u_M \) depends on \( \bar{g} \) (henceforth we shall refer to \( u_M(\bar{g}) \) when using this dependency). In particular, the maximal compression \( u^*_M \) in the absence of external load is given by

\[ u^*_M = u_M(0) = \left( \frac{\alpha+1}{2} \right)^{\frac{1}{\alpha+1}}. \]

Taking the square root of both sides of (10), one obtains the following first order expansion for
small $\gamma$

$$e = 1 - \gamma \beta I_0(\tilde{g}) + \text{H.O.T.}, \quad (15)$$

where the integral $I_0(\tilde{g})$ is given by (12). An exact closed-form expression is unknown for this integral, but in the following sections we will introduce a number of analytical approximations (asymptotic behavior for small or large $\tilde{g}$, and approximation by a quadrature formula based on Chebyshev interpolation for arbitrary $\tilde{g}$).

### 4.2 CoR approximation for small $\tilde{g}$

We begin by approximating $e$ for $\tilde{g} \approx 0$, and perform a first-order Taylor expansion of (15) about $\tilde{g} = 0$,

$$e = 1 - \gamma \beta I_0(0) - \gamma \beta \tilde{g} \frac{dI_0}{d\tilde{g}}(0) + \text{H.O.T.} \quad (16)$$

Using Leibniz integral rule and equation (13), one obtains

$$\frac{dI_0}{d\tilde{g}} = 2 \int_0^u \left[ 1 + 2 \left( \tilde{g} u_0 - \frac{u_0^{\alpha+1}}{\alpha+1} \right) \right]^{-\frac{1}{2}} u_0^\beta du_0. \quad (17)$$

Setting $\tilde{g} = 0$ in (12) and (17) and using (14), expansion (16) finally reads

$$e = 1 - \gamma C_0 - \gamma \tilde{g} C_1 + \text{H.O.T.}, \quad (18)$$

with

$$C_0 = \beta I_0(0) = 2 \beta \int_0^u \left[ 1 - 2 \frac{u_0^{\alpha+1}}{\alpha+1} \right]^{\frac{1}{2}} u_0^{-1} du_0,$$

$$C_1 = \beta \frac{dI_0}{d\tilde{g}}(0) = 2 \beta \int_0^u \left[ 1 - 2 \frac{u_0^{\alpha+1}}{\alpha+1} \right]^{-\frac{1}{2}} u_0^\beta du_0.$$

We can notice that the definite integrals $C_0$ and $C_1$ can be rewritten in the form of Euler’s Beta Function

$$B(z, w) = \int_0^1 t^{z-1}(1-t)^{w-1} dt$$

which is defined for $w, z > 0$. Indeed, for all $x, y, \rho, \lambda \in \mathbb{R}$ with $\rho, \lambda > 0$ and $x, y > -1$, the following identity holds true

$$\int_0^{(1/\rho)^{1/\lambda}} t^x (1 - \rho t^y)^y dt = \frac{1}{\lambda \rho^{(x+1)/\lambda}} B \left( \frac{x+1}{\lambda}, y+1 \right). \quad (19)$$

Using the upper bound (14) of the integrals $C_0$, $C_1$ and identity (19), we find

$$C_0 = \beta \left( \frac{\alpha+1}{2} \right)^{\frac{\beta-\alpha}{\alpha+1}} B \left( \frac{\beta}{\alpha+1}, \frac{3}{2} \right),$$

$$C_1 = \beta \left( \frac{\alpha+1}{2} \right)^{\frac{\beta-\alpha}{\alpha+1}} B \left( \frac{\beta+1}{\alpha+1}, \frac{1}{2} \right). \quad (20)$$

Note that expansion (18) with the coefficient $C_0$ given in (20) was previously derived in [42] for $\tilde{g} = 0$ and $\alpha = 3/2$ (see also [28]).

Next, having obtained the first-order analytical approximation (18) of $e$ for small values of $\gamma$ and $\tilde{g}$, we will study the validity of this approximation against numerical time integration of (6) as described in section 3.

Figure 5 compares the CoR values computed using approximation (18) and the values obtained through numerical time integration, for $\alpha = \beta = 3/2$, $\tilde{g} \in [0, 10]$ and $\gamma = 10^{-4}, 10^{-3}, 10^{-2}$ from top to bottom. The approximate CoR (18) works well for $\tilde{g}$ small enough, for example close to the value $\tilde{g}_0 = 5.1224 \times 10^{-4}$ obtained using parameters from [43] (see the zoomed plots in panels 5(b)-(d)-(f)). However one needs a better approximation for larger values of $\tilde{g}$. In particular, in Fig. 5(e) the numerically calculated CoR vanishes above a critical value $\tilde{g} \approx 3.7$ (absence of bead detachment), a phenomenon which is not accurately captured by approximation (18).

In order to understand the connection between the value of $\gamma$ and the value of $\tilde{g}$ beyond which the bead doesn’t detach, we will derive in the next section an approximation of the CoR adapted to the case of large $\tilde{g}$.

### 4.3 CoR approximation for large $\tilde{g}$

and no-detachment condition

As seen in the previous section, it is relatively straightforward to derive an analytical approximation of the CoR for small values of $\tilde{g}$. However this approximation becomes highly inaccurate when $\tilde{g}$
Fig. 5 Change in CoR with respect to $\tilde{g}$ ∈ [0, 10] (left panels (a)-(c)-(e)) and $\tilde{g}$ ∈ [0, 1] (right panels (b)-(d)-(f)), with zoomed plots around $\tilde{g} = \tilde{g}_0 = 5.1224 \times 10^{-4}$ (value calculated using parameters from [43], for a 8mm diameter steel bead with $m = 2.05 \times 10^{-3}$kg, $k = 6.9716 \times 10^6$N/m², $v_0 = 0.246$m/s, $g = 9.8$m/s², and $F = 0$N). The other parameters are $\alpha = \beta = \frac{3}{2}$ and $\gamma = 0.0001$ (top panels (a)-(b)), $\gamma = 0.001$ (middle panels (c)-(d)), $\gamma = 0.01$ (bottom panels (e)-(f)). The numerically computed values of CoR are labelled Num. Integ. and the values obtained using approximation (18) are labeled Small $\tilde{g}$ Approx.
becomes large, hence a different CoR approximation is needed in this case.

In Appendix A, we derive from (10) for \( \tilde{g} \gg 1 \) the following expansion of the squared CoR

\[
e^2 \approx 1 - 2\gamma C \tilde{g}^{\left(\frac{\alpha}{2} + \frac{1}{\alpha} + \frac{1}{2}\right)}, \tag{21}
\]

with

\[
C = 2\sqrt{2} \frac{\beta}{\alpha} \left( \alpha + 1 \right) B \left( \frac{\beta + 1/2}{\alpha} \right)^2 \left( \frac{3}{2} \right).
\]

It is clear from (21) that the CoR \( e \) decreases as \( \tilde{g} \) increases. Moreover, for \( \alpha, \beta \geq 1 \) and small \( \gamma > 0 \), there exists \( \tilde{g}_c \gg 1 \) satisfying

\[
\frac{1}{\tilde{g}_c^{\left(\frac{\alpha}{2} + \frac{1}{\alpha} + \frac{1}{2}\right)}} \approx \frac{1}{2\gamma C}, \tag{22}
\]

such that \( e = 0 \) for \( \tilde{g} = \tilde{g}_c \) and \( e > 0 \) when \( 1 \ll \tilde{g} < \tilde{g}_c \).

Of course approximation (21) is only valid when the right side is nonnegative, i.e. for \( \tilde{g} \leq \tilde{g}_c \) when \( \gamma > 0 \). An interpretation of this condition is that when \( \tilde{g} \geq \tilde{g}_c \), the assumption of impact termination is violated, i.e. the bead sticks to the ground. This interpretation is consistent with our numerical simulations, where we observe that the bead does not detach if \( \gamma > 0 \) is fixed and \( \tilde{g} \) chosen large enough, as illustrated in Fig. 5(e). Therefore, using (22) one can approximate the smallest value \( \tilde{g}_c \) of \( \tilde{g} \) beyond which the CoR will remain zero. For example, for the Kuwabara-Kono model (\( \alpha = \beta = 3/2 \)), one finds \( C = 5\sqrt{2}/(5/2)^{1/2} B (4/3, 3/2) \approx 4.403986 \) which yields \( \tilde{g}_c \approx 0.30522 \gamma^{-6/11} \). Equivalently, for a given value of \( \tilde{g} \), (21) can also be used to approximate the smallest value \( \gamma_c \) of \( \gamma \) above which \( e = 0 \),

\[
\gamma_c \approx \frac{1}{2C} \tilde{g}^{\left(\frac{\alpha}{2} + \frac{1}{\alpha} + \frac{1}{2}\right)}.
\]

Condition (22) can work for any value of \( \alpha, \beta \geq 1 \). Figure 6 presents three different cases corresponding to \( \alpha = 3/2 \) and \( \beta = 1 \) (Hertz stiffness with linear damping, top panels), \( \beta = 3/2 \) (Kuwabara-Kono model, middle panels) and \( \beta = 5/2 \) (Simon-Hunt-Crossley model, bottom panels). Fig. 6(a)-(c)-(e) show the dependence of \( \tilde{g}_c \) on \( \gamma \in (0, 1] \). The analytical approximation (22) of \( \tilde{g}_c \) is compared to its numerical values obtained by time integration of the dynamical equations (using the bisection method to find the value of \( \tilde{g} \) that cancels the CoR). Fig. 6(b)-(d)-(f) show the relative errors of the analytical approximation with respect to numerically computed values.

We can see from Fig. 6 that when \( \gamma \) is small enough, the analytical approximation (22) of \( \tilde{g}_c \) closely matches the numerically computed values (see the zoomed plots for \( \gamma \in (0, 0.01] \)). This also confirms that the analytical approximation of \( e \) for large values of \( \tilde{g} \) given by (21) is correct. However, the analytical approximation of \( \tilde{g}_c \) becomes imprecise when \( \gamma \) increases, as shown in Fig. 6(b)-(d)-(f).

Whereas the CoR approximations derived so far linearly depend on \( \gamma \), higher order terms would be useful to increase their range of validity and describe the vanishing of the CoR in parameter regimes where \( \tilde{g} \) is not too large. In the next section, we will derive additional approximations of \( e \) that include an \( O(\gamma^2) \) term and can work in a larger parameter range.

### 4.4 CoR approximations including an \( O(\gamma^2) \) term

In order to make the CoR approximation valid over larger ranges of \( \gamma \) and \( \tilde{g} \), we need to include higher-order terms in the expansion. In this section we will introduce an additional \( O(\gamma^2) \) term leading to a CoR approximation of the form

\[
e = 1 - \gamma C_0 - \gamma \tilde{g} C_1 - \gamma^2 C_2 + \text{H.O.T.}, \tag{23}
\]

where \( C_0 \) and \( C_1 \) are the coefficients obtained in (18)-(20) and the quadratic coefficient \( C_2 \) needs to be determined. Approximation (23) corresponds to the second order Taylor expansion of \( e(\gamma, \tilde{g}) \) at \( (\gamma, \tilde{g}) = (0, 0) \). In section 4.4.1, we will consider the expansion obtained by Schwager and Pöschel [32, 35] for the Kuwabara-Kono model (\( \alpha = \beta = 3/2 \)) with no external force (\( \tilde{g} = 0 \)). Incorporating this \( O(\gamma^2) \) correction term, we will evaluate the departure of the new analytical approximation from the numerically computed CoR.

In section 4.4.2, we will derive a more general \( O(\gamma^2) \) expansion of \( e \) in terms of \( \gamma \), valid for all values of \( \tilde{g} \) and \( \alpha, \beta \geq 1 \),

\[
e = 1 - A_1(\tilde{g}) \gamma - A_2(\tilde{g}) \gamma^2 + \text{H.O.T.}, \tag{24}
\]
Fig. 6 Critical value $\tilde{g}_c$ of the rescaled external force above which the bead sticks to the ground, plotted versus the rescaled dissipation constant $\gamma \in (0, 1]$ (left panels (a)-(c)-(e)), for $\alpha = 3/2$ (zoomed plots with $\gamma \in (0, 0.01]$ are included). Top panels correspond to $\beta = 1$ (Hertz stiffness and linear damping), middle panels to $\beta = 3/2$ (Kuwabara-Kono model) and bottom panels to $\beta = 5/2$ (Simon-Hunt-Crossley model). Plots labeled Num. $\tilde{g}_c$ (Bisection Method) refer to the numerical values obtained by time integration of the dynamical equations, using the bisection method to find the value of $\tilde{g}$ that cancels the CoR. Plot labeled Approx. $\tilde{g}_c$ correspond to the analytical approximation (22). Right panels (b)-(d)-(f) display relative errors between the analytical approximation of $\tilde{g}_c$ and the numerically computed values for $\gamma \in (0, 0.3]$. 
without linearizing the CoR with respect to \( \tilde{g} \) (even though the linearized expansion (23) will be obtained as a byproduct for all \( \alpha, \beta \geq 1 \)). However, the coefficients \( A_1, A_2 \) will be defined by integrals which cannot be explicitly computed even in terms of special functions (unlike the coefficients \( C_i \) calculated using Euler’s Beta function). This will motivate further approximations discussed in section 4.5.

### 4.4.1 The Schwager-Pöschel CoR approximation

The CoR approximation obtained by Schwager and Pöschel [35] is a power-series expansion of \( e \) with respect to \( \gamma \), assuming no external force (\( \tilde{g} = 0 \)) and \( \alpha = \beta = \frac{3}{2} \). In this work we are only concerned with the expansion involving terms up to \( O(\gamma^2) \), which as per [35] (Eq. (36) and Table III) is given by

\[
e = 1 + a \mu \frac{\gamma}{\gamma_0} + b \mu^2 \frac{\gamma^2}{\gamma_0^2} + H.O.T.,
\]

where \( v_0 \) is the pre-impact velocity,

\[
a = -1.153448854, \quad b = 0.7982665553,
\]

\[
\mu = \frac{3}{2} \gamma_0 \left( \frac{k}{m} \right)^{\frac{1}{2}}.
\]

Using (3) for \( \alpha = \beta = \frac{3}{2} \), we obtain \( \gamma = \gamma_0 v_0 \left( \frac{k}{m} \right)^{\frac{1}{2}} \), hence we have \( \mu = \frac{3}{2} \gamma \gamma_0^{-\frac{1}{2}} \) and (25) becomes

\[
e = 1 + \frac{3}{2} a \gamma + \frac{9}{4} b \gamma^2 + H.O.T.
\]

Comparing (27) with (23) for \( \tilde{g} = 0 \), we notice that

\[
C_0 = -\frac{3}{2} a, \quad C_2 = -\frac{9}{4} b,
\]

and thus

\[
C_0 = 1.730173281, \quad C_2 = -1.7960997494. \quad (29)
\]

Expression (20) evaluated for \( \alpha = \beta = \frac{3}{2} \) yields

\[
C_0 = 1.730173287142 \quad \text{which agrees well with (29)}.
\]

Having now determined the value of \( C_2 \) in the expansion (23) for \( \alpha = \beta = \frac{3}{2} \), we will study the effect of the corresponding \( O(\gamma^2) \) term in the approximation.

Figure 7 shows how \( e \) varies with respect to \( \gamma \in [0, 0.1] \), for fixed values of \( \tilde{g} = 0, 0.05, 1 \) and 10. The CoR obtained via numerical integration of (6) is compared to the first-order approximation (18) and the \( O(\gamma^2) \) approximation (23). The corresponding absolute errors are displayed in Figure 8.

We observe that the inclusion of the \( O(\gamma^2) \) term improves the accuracy of the approximation of \( e \) when \( \tilde{g} = 0 \) (Fig. 7(a) and Fig. 8(a)), and for \( 0 < \tilde{g} \ll 1 \) with \( \gamma \) not too small (Fig. 7(b) and Fig. 8(b)). However, both approximations (18) and (23) fail when \( \tilde{g} \) is further increased (Fig. 7(c)-(d) and Fig. 8(c)-(d)). This is due to the fact that these approximations are derived by perturbation for \( \tilde{g} \approx 0 \). In the following section, we will derive a CoR expansion of the form (24) valid for arbitrary \( \tilde{g} \).

### 4.4.2 CoR expansion for small \( \gamma \) and arbitrary \( \tilde{g} \)

In this section, we derive an \( O(\gamma^2) \) expansion of the CoR \( e \) of the form (24) valid for arbitrary values of \( \tilde{g} \) and \( \alpha, \beta \geq 1 \). This will allow us to accurately approximate the CoR over a wider parameter range compared to previous approximations valid for \( \tilde{g} \approx 0 \) (expansion (23) derived for \( \alpha = \beta = 3/2 \) and expansion (18)).

We begin by considering \( u \) as a function of \( (\gamma, \tau) \), and consider equation (2) for \( u \geq 0 \),

\[
\frac{\partial^2 u}{\partial \tau^2} + \gamma \frac{\partial}{\partial \tau} \left( u^\beta \right) + u^\alpha = \tilde{g},
\]

with

\[
u(\gamma, 0) = 0 \quad \text{and} \quad \frac{\partial u}{\partial \tau}(\gamma, 0) = 1,
\]

where \( \gamma \in [0, T_f], T_f \) is the impact duration with \( u(\gamma, T_f) = 0 \) and \( \frac{\partial u}{\partial \tau}(\gamma, T_f) = -e \). The task at hand is to expand the CoR with respect to \( \gamma \approx 0 \) using identity (8), namely

\[
e^2 = 1 - 2\gamma \beta \mathcal{I}(\gamma, \tilde{g}),
\]

\[
\mathcal{I}(\gamma, \tilde{g}) = \int_0^{T_f} \left( \frac{\partial u}{\partial \tau} \right)^2 u^{\beta-1} d\tau.
\]

The integral function \( \mathcal{I}(\gamma, \tilde{g}) \) can be simplified, by first performing an integration by parts and then
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\[\text{Fig. 7} \quad \text{For the Kuwabara-Kono model} \quad (\alpha = \beta = 3/2), \text{comparison between the CoR values computed via numerical integration of (6) (plots labeled Num. Integ.), the } O(\gamma) \text{ expansion (18) (plots labeled Small } \tilde{g} \text{ Approx.), and the } O(\gamma^2) \text{ expansion (23) including the Schwager-Pöschel coefficient } C_2 \text{ in (29) (plots labeled SP Coeff.), for } \gamma \in [0,1] \text{ and (a) } \tilde{g} = 0, \text{ (b) } \tilde{g} = 0.05, \text{ (c) } \tilde{g} = 1, \text{ (d) } \tilde{g} = 10. \text{ Zoomed plots for } \gamma \approx 0 \text{ are included in each panel.}\]

Substituting \( \frac{\partial^2 u}{\partial \tau^2} \) from (30):

\[
\mathcal{I}(\gamma, \tilde{g}) = -\frac{1}{\beta} \int_0^{T_f} \frac{\partial^2 u}{\partial \tau^2} u^\beta d\tau = \frac{1}{\beta} \int_0^{T_f} u^\beta (u^\alpha - \tilde{g}) d\tau,
\]

noting that \( u(\gamma, 0) = u(\gamma, T_f) = 0 \).

Differentiating \( \mathcal{I}(\gamma, \tilde{g}) \) with respect to \( \gamma \), using the Leibniz integral rule and then substituting \( u(\gamma, T_f) = 0 \) leads to

\[
\frac{\partial \mathcal{I}}{\partial \gamma}(\gamma, \tilde{g}) = \frac{1}{\beta} \int_0^{T_f} \frac{\partial u}{\partial \gamma} \left[ (\beta + \alpha)u^{\beta + \alpha - 1} - \tilde{g} \beta u^{\beta - 1} \right] d\tau.
\]

Thus, the expansion of (32) for \( \gamma \approx 0 \) can be expressed in terms of (33) and (34),

\[
e^2 = 1 - 2\beta \mathcal{I}(0, \tilde{g}) \gamma - 2\beta \frac{\partial \mathcal{I}}{\partial \gamma}(0, \tilde{g}) \gamma^2 + \text{H.O.T.}
\]

The coefficient \( \mathcal{I}(0, \tilde{g}) = \mathcal{I}_0(\tilde{g}) \) was previously introduced in (11) and expressed as the integral (12). In Appendix B, we compute \( \frac{\partial \mathcal{I}}{\partial \gamma}(0, \tilde{g}) \)
Fig. 8 For the Kuwabara-Kono model (α = β = 3/2), absolute errors on the CoR e corresponding to the $O(\gamma)$ expansion (18) (plots labeled Small $\tilde{g}$ Approx.) and the $O(\gamma^2)$ expansion (23) (plots labeled SP Coeff.), for $\gamma \in [0, 1]$ and (a) $\tilde{g} = 0$, (b) $\tilde{g} = 0.05$, (c) $\tilde{g} = 1$, (d) $\tilde{g} = 10$. Errors are determined by comparison with direct numerical integration of (6).

(equations (B18) and (B20)) and deduce from (35) the following approximation of the CoR $e$:

**Proposition 1** A $O(\gamma^2)$ approximation of the coefficient of restitution $e$ is given by

$$e \approx \min \left( e_+, e_s \right),$$

where

$$e_+ = \max \left( 1 - 2 \beta I_0(\tilde{g}) \gamma + 2 \beta^2 I_0(\tilde{g}) Q_0(\tilde{g}) \gamma^2, 0 \right)^{1/2},$$

$$e_s = \max \left( 1 - \beta I_0(\tilde{g}) \gamma + \beta^2 I_0(\tilde{g}) \left[ Q_0(\tilde{g}) - \frac{I_0(\tilde{g})}{2} \right] \gamma^2, 0 \right).$$

The functions $I_0(\tilde{g})$ and $Q_0(\tilde{g})$ are integrals given by

$$I_0(\tilde{g}) = 2 \int_0^{u_M} \left[ 1 + 2 \left( \tilde{g} u_0 - \frac{u_0^{\alpha+1}}{\alpha+1} \right) \right] \frac{1}{2} u_0^{\beta-1} du_0,$$

$$Q_0(\tilde{g}) = \int_0^{u_M} \left[ 1 + 2 \left( \tilde{g} u_0 - \frac{u_0^{\alpha+1}}{\alpha+1} \right) \right] \frac{1}{2} u_0^{\beta-1} du_0,$$

where the maximal compression $u_M$ is solution of (13).

**Proof.** See Appendix B.
Approximations (37) and (38) have the same second order Taylor expansion at $\gamma = 0$

$$e = 1 - A_1(\bar{g}) \gamma - A_2(\bar{g}) \gamma^2 + \text{H.O.T.}, \quad (41)$$

with

$$A_1 = \beta I_0, \quad A_2 = \beta^2 I_0 \left( \frac{I_0}{2} - Q_0 \right). \quad (42)$$

In (36) we consider the minimum of the two approximations because we numerically observe that they tend to overestimate the CoR, and the best approximation depends on the parameter range (see [39]). Approximation (36) is theoretically valid for $\gamma \approx 0$ (since it follows from the perturbative expansion (35)), which corresponds to a standard parameter regime for the viscoelastic models (1). Our analysis does not provide an estimate of the maximal range of validity of (36), but for physical consistency the approximation must be used only in parameter ranges where (36) decreases with $\gamma$ (which is the case when $\gamma$ is small enough). In section 4.6, we will validate the CoR approximation by comparing (36) with a direct numerical integration of (6).

Now let us examine the result of Proposition 1 in the particular case $\bar{g} = 0$. We have seen in section 4.2 that the integral $I_0(0) = C_0/\beta$ can be computed using Euler’s Beta function $B$ and reads (see equation (20))

$$I_0(0) = \left( \frac{\alpha + 1}{2} \right)^{\frac{3}{\alpha + 1}} B \left( \frac{\beta}{\alpha + 1}, \frac{3}{2} \right). \quad (43)$$

Similarly, we find using (14) and (19)

$$Q_0(0) = \int_0^{\frac{\alpha + 1}{2}} \frac{1}{\alpha + 1} \left( 1 - 2 \frac{u_0^{\alpha + 1}}{u_0^{\alpha + 1}} \right)^{-\frac{1}{2}} du_0$$

$$= \frac{1}{2} \left( \frac{\alpha + 1}{2} \right)^{\frac{3}{\alpha + 1}} B \left( \frac{\beta}{\alpha + 1}, \frac{1}{2} \right). \quad (44)$$

Hence, if we substitute (43) and (44) into (41)-(42), we obtain for $\gamma \approx 0$

$$e_{|\bar{g} = 0} = 1 - \gamma C_0 - \gamma^2 C_2 + \text{H.O.T.},$$

with $C_0$ given in (20) and

$$C_2 = -\frac{\beta^3 (\alpha + 1) \gamma^{\alpha + 1}}{2 \pi^{\alpha + 1}} \left[ \frac{B \left( \frac{\beta}{\alpha + 1}, \frac{1}{2} \right)}{\pi^{\alpha + 1}} \right]^2. \quad (45)$$

For $\alpha = \beta = \frac{3}{2}$, we have previously checked that $C_0 \approx 1.7302$ agrees with the value derived in [35]. Similarly, we obtain $C_2 \approx -1.7961$ in agreement with (29), hence the CoR expansion (41) agrees with the $O(\gamma^2)$ expansion obtained in [35] for the Kuwabara-Kono model when $\bar{g} = 0$.

As a corollary of Proposition 1 (considering the limit case $\bar{g} \approx 0$), we obtain the CoR expansion (23) for arbitrary $\alpha, \beta \geq 1$. This result is summarized below.

**Proposition 2** Fix $\alpha, \beta \geq 1$. The second order Taylor expansion of the coefficient of restitution $e(\gamma, \bar{g})$ at $(\gamma, \bar{g}) = (0, 0)$ reads

$$e = 1 - \gamma C_0 - \gamma \bar{g} C_1 - \gamma^2 C_2 + \text{H.O.T.}, \quad (46)$$

with coefficients $C_i$ given in (20) and (45).

### 4.5 Approximate CoR in terms of Euler’s Beta function

The $O(\gamma^2)$ CoR approximation given in Proposition 1 involves integral functions $I_0, Q_0$ depending on $\bar{g}$ and defined in (39), (40). While these integrals can be expressed in terms of Euler’s Beta function in the limits $\bar{g} = 0$ and $\bar{g} \to +\infty$, an explicit form is unknown for fixed $\bar{g} \in (0, +\infty)$. In this section, we tackle this problem by constructing accurate approximations of (39), (40) as linear combinations of Beta functions for arbitrary $\bar{g} \geq 0$.

Since the maximal compression $u_M$ in the integrals (39) and (40) is an implicit function of $\bar{g} \in [0, \infty)$ defined via equation (13), it is convenient to introduce the new parameter $\theta \in [0, 1]$ defined through

$$\frac{u_M^{\alpha + 1}}{\alpha + 1} = \frac{1}{2\theta}, \quad (47)$$

so that (13) becomes

$$\bar{g}(\theta) = \left( \frac{2\theta}{\alpha + 1} \right)^{\frac{1}{\alpha + 1}} \left[ \frac{1}{2\theta} - \frac{1}{2} \right].$$

We have then

$$\theta = 1 \iff \bar{g} = 0, \text{ and } \theta \to 0^+ \iff \bar{g} \to +\infty. \quad (48)$$
With the change of variable $u_0 = u_M x$ in the integrals $I_0(\bar{g}(\theta))$, $Q_0(\bar{g}(\theta))$, one obtains
\begin{equation}
I_0(\bar{g}(\theta)) = \frac{2}{\sqrt{\theta}} \left( \frac{\alpha + 1}{2\theta} \right)^{\frac{\alpha}{\alpha + 1}} J_{\alpha,\beta}(\theta), \quad (49)
\end{equation}
\begin{equation}
Q_0(\bar{g}(\theta)) = \sqrt{\theta} \left( \frac{\alpha + 1}{2\theta} \right)^{\frac{\beta}{\beta + 1}} M_{\alpha,\beta}(\theta), \quad (50)
\end{equation}
with
\begin{equation}
J_{\alpha,\beta}(\theta) = \int_0^1 \left[ \theta + (1 - \theta)x - x^{\alpha + 1} \right]^{\frac{1}{2}} x^{\beta - 1} dx,
\end{equation}
\begin{equation}
M_{\alpha,\beta}(\theta) = \int_0^1 \left[ \theta + (1 - \theta)x - x^{\alpha + 1} \right]^{-\frac{1}{2}} x^{\beta - 1} dx,
\end{equation}
where we have used (47) and the identities
\begin{equation}
u_M = \left( \frac{\alpha + 1}{2\theta} \right)^{\frac{1}{\alpha + 1}}, \quad \bar{g} u_M = \frac{1 - \theta}{2\theta}.
\end{equation}
The integrals $J_{\alpha,\beta}(\theta)$ and $M_{\alpha,\beta}(\theta)$ can be expressed in terms of Euler’s Beta function when $\theta = 0$ and $\theta = 1$, but do not have a similar exact representation when $\theta \in (0, 1)$. However, we will be able to approximate these integrals as linear combinations of Beta functions.

We first note that the two families of integrals $J_{\alpha,\beta}(\theta)$ and $M_{\alpha,\beta}(\theta)$ are related, therefore we only need to approximate $M_{\alpha,\beta}(\theta)$ and use the resulting approximation to obtain $J_{\alpha,\beta}(\theta)$. Indeed, using the identity
\begin{align*}
\frac{\alpha + 1}{2\beta} M_{\alpha,\alpha + 1}(\theta) + \frac{\theta - 1}{2\beta} M_{\alpha,\beta + 1}(\theta) \\
= \frac{1}{2\beta} \int_0^1 x^{\beta} \left[ 1 - \theta - (\alpha + 1)x^\alpha \right] \times \left[ \theta + (1 - \theta)x - x^{\alpha + 1} \right]^{-\frac{1}{2}} dx
\end{align*}
and then integrating by parts, one finds
\begin{equation}
J_{\alpha,\beta}(\theta) = \frac{\alpha + 1}{2\beta} M_{\alpha,\alpha + 1}(\theta) + \frac{\theta - 1}{2\beta} M_{\alpha,\beta + 1}(\theta). \quad (52)
\end{equation}
The approximation of $M_{\alpha,\beta}(\theta)$ is described in the following Proposition.

**Proposition 3** Let $n$ be an odd integer. An approximation of the integral $M_{\alpha,\beta}(\theta)$ is given by the following quadrature formula based on Chebyshev interpolation:
\begin{equation}
M_{\alpha,\beta}(\theta) \approx \frac{c_0}{2} a_{0,0} + \sum_{2 \leq j \leq n-1, i \text{ even}} c_j a_{j,0}, \quad (53)
\end{equation}
where the terms $a_{j,k}$ involve Euler’s Beta function $B$ and are defined by induction as follows:
\begin{equation}
a_{0,0,\beta} = \frac{1}{\alpha + \beta + 1} B(\beta + 1, 1 + \frac{1}{2}), \quad (54)
\end{equation}
The coefficients $c_j$ ($j \geq 0$ and even) are defined by
\begin{equation}
c_j = \frac{4}{n + 1} \sum_{k=(n+1)/2}^n h_{\alpha,\beta}(x_k) \cos \left( j \pi \frac{2k + 1}{2n + 2} \right), \quad (55)
\end{equation}
where
\begin{equation}
h_{\alpha,\beta}(x) = \left( \frac{x^{1-\theta} - x^{\alpha + 1}}{\theta + (1 - \theta)x - x^{\alpha + 1}} \right)^{\frac{1}{2}}, \quad (56)
\end{equation}
and $x_k$ are Chebyshev nodes in the range $[0, 2]$.
\begin{equation}
x_k = \cos \left( \pi \frac{2k + 1}{2n + 2} \right) + 1, \quad 0 \leq k \leq n. \quad (57)
\end{equation}

**Proof.** See Appendix C. \qed

The idea of Proposition 3 is to replace the integrand $(x^{1-\theta} - x^{\alpha + 1})^{-1/2} x^{\beta - 1} h_{\alpha,\beta}(x)$ in (51) by a function of the form $(x^{1-\theta} - x^{\alpha + 1})^{-1/2} x^{\beta - 1} P(x)$ for some polynomial $P$ approximating $h_{\alpha,\beta}$, leading to an integral that can be expressed as a sum of Beta functions. The polynomial $P$ is constructed by interpolating $h_{\alpha,\beta}$ at Chebyshev nodes. The special cases $\theta = 0$ and $\theta = 1$ (corresponding respectively to the limits of infinite and vanishing $\bar{g}$) lead to $h_{\alpha,\beta} = 1 = P$, hence the approximation becomes exact in these limiting cases. The evaluation of the approximation (53) of $M_{\alpha,\beta}(\theta)$ requires computation of the terms $a_{j,k}$ using the recurrence relations in (54), following the scheme described in Table 1.

The integer $n$ corresponds to the degree of the polynomial interpolation and must be carefully selected. It must be large enough to obtain a precise approximation of the integral $M_{\alpha,\beta}(\theta)$, but small enough to avoid numerical instabilities. In [39], the validity of the approximation of $M_{\alpha,\beta}(\theta)$ is studied by comparison with numerical integral
computations. It is found that an order $n = 21$ works best and leads to accurate approximations. For example, for $\alpha = \beta = 3/2$ (Kuwabara-Kono model) the maximum relative error on $M_{\alpha,\beta}(\theta)$ is in the order of $10^{-4}$. This allow us to accurately approximate the integral $I_{\alpha,\beta}$ in (52) and the integrals $I_0$, $Q_0$ with (49), (50), leading to a precise approximation of the different terms in the CoR expansion (36). Consequently we shall fix $n = 21$ in the numerical results presented henceforth.

### 4.6 Numerical results

In this section we study numerically the validity of the $O(\gamma^2)$ approximation of the CoR $e$ given in Proposition 1. We fix $\alpha = 3/2$ (Hertz contact case) and consider three types of dissipation: linear damping $\beta = 1$ (Fig. 9), Kuwabara-Kono model $\beta = 3/2$ (Fig. 10) and Simon-Hunt-Crossley model $\beta = 5/2$ (Fig. 11). Additional results for the Tsuji-Tanaka-Ishida model $\beta = 5/4$ and the linear spring-dashpot model $\alpha = \beta = 1$ are available in the supplementary technical report [39].

For each model, we plot the CoR $e$ versus the rescaled dissipation constant $\gamma \in [0, 0.1]$. This is done for different values of the rescaled external load $\tilde{g}$, either vanishing, small, intermediate or large ($\tilde{g} = 0, 0.05, 1,$ and $10$). These graphs are completed by Tables 2, 3 and 4, where we indicate for each value of $\beta$ the maximal absolute error of approximation on $e$ within certain ranges of $\gamma$ (error graphs can be found in [39]). The range $\gamma \leq 0.1$ in (3) is appropriate for low velocity impacts involving various types of materials, see Fig. 2 for an example and [27, 40, 41] for estimates of $\gamma$ in the Kuwabara-Kono model. Similarly, assuming $\tilde{g} \leq 10$ in (4) accounts for a valuable range of external loads for low velocity impacts.

One can observe that the $O(\gamma^2)$ approximation (36) remains essentially unchanged if its integral coefficients $I_0(\tilde{g})$, $Q_0(\tilde{g})$ given by (39), (40) are directly numerically computed (graphs labeled Num. Coeffs.) or approximated by sums of Beta functions following the method of section 4.5 (graphs labeled Approx. Coeffs.). Indeed, the graphs corresponding to the two versions of the $O(\gamma^2)$ approximation almost coincide in Figs. 9–11. The direct numerical integration of $I_0(\tilde{g})$, $Q_0(\tilde{g})$ for $\tilde{g} > 0$ is performed using the ode45 solver of MATLAB (with absolute and relative error tolerances set to $10^{-8}$ and $10^{-7}$), using root finding option (event detection) to compute the upper bound $u_M(\tilde{g})$ [44]. Also, we recall that $I_0(0)$, $Q_0(0)$ can be calculated via Euler’s Beta function by formulas (43), (44) (graphs labeled Exact Coeffs.) and that their approximations in Section 4.5 become exact for $\tilde{g} = 0$ and $\tilde{g} \to +\infty$.

In addition, the accuracy of the analytical approximations of $e$ is determined by comparing
them to the CoR obtained by numerical time integration of (6) (graphs labeled Num. Integ.). From Fig. 10 for $\beta = 3/2$, one can see that the local approximation (46) (second order Taylor expansion of $e$ at $(\gamma, \tilde{g}) = (0, 0)$) is precise if $\tilde{g}$ is small (Fig. 10(a)-(b), graphs labeled SP Coeff.), and its accuracy is essentially equivalent to that of approximation (36) in Proposition 1 (for $\gamma$ not too small $[39]$). However, approximation (46) breaks down for moderate or large $\tilde{g}$, while approximation (36) remains valid in such parameter regimes (Fig. 10(c)-(d)).

More precisely, our computations show that for $\gamma \in [0, 0.1]$, the CoR approximation in Proposition 1 is very accurate when $\tilde{g}$ is either small or large (Fig. 9–11, panels (a)-(b)-(d)). In particular, when $\tilde{g}$ is large the critical dissipation $\gamma_c \ll 1$ above which $e = 0$ is very well approximated in panels (d). For intermediate values of $\tilde{g}$, the CoR approximation is not accurate for $\gamma \approx \gamma_c$ due to the fast cancellation of the numerical CoR (Fig. 10(c) and 11(c)), and we notice that the error increases with the dissipation exponent $\beta$. However, the approximation remains very precise when $\gamma \ll \gamma_c$ (see the insets in panels (c)). More quantitative information is given in error Tables 2–4. A general conclusion is that the analytical CoR formula (36) from Proposition 1 and section 4.5 accurately approximates the exact CoR of model (2) for a valuable range of parameters $\gamma$ and $\tilde{g}$.

5 Recapitulation

This section presents a brief summary of the method for computing the analytical CoR approximation of Proposition 1, for a single spherical bead undergoing impact in the presence of a constant external load. The fundamental set of quantities needed for this computation is given by:

$m$ : mass of the bead,

$k$ : stiffness constant in the nonlinear viscoelastic contact model (1),

$\alpha$ : exponent in the contact force versus displacement (deformation) in model (1) ($\alpha = 3/2$ for Hertz contact),

$\beta$ : exponent on the nonlinear dissipative term in model (1),

$\gamma_0$ : dissipation constant in model (1),

$F$ : constant external load on the bead,

$g$ : gravitational acceleration constant,

$v_0$ : impact velocity of the bead.

The first step is to combine the aforementioned parameters into the two dimensionless parameters

$$\gamma = \gamma_0 v_0^2 \frac{m}{\pi} \left( \frac{k}{m} \right)^{1-\beta},$$

and $\tilde{g} = \left( \frac{m}{k} \right)^{\frac{1}{\alpha+1}} v_0^{\frac{\alpha}{\alpha+1}} \left( g + \frac{F}{m} \right)$.

Then one computes the integrals $I_0(\tilde{g})$ and $Q_0(\tilde{g})$ defined in (39) and (40), involved in the $O(\gamma^2)$ approximation (36). These integrals can be either calculated numerically or analytically approximated. The steps for computing the analytical approximations of $I_0(\tilde{g})$ and $Q_0(\tilde{g})$ are listed below:

1. Solve for $\theta \in (0, 1]$, such that $\tilde{g} = \left( \frac{2\theta}{\alpha+1} \right)^{\frac{1}{\alpha+1}} \frac{1-\theta}{2\theta}$ (e.g. using the bisection method or Newton’s method).

2. Next to approximate the integral $M_{\alpha, \beta}(\theta)$ defined in (51), first choose a degree of interpolation $n$ (ideally $n = 21$) and use the analytical approximation (53) defined in Proposition 3 through formulas (54) and (55). The coefficients $a_{j,0}$ in (53) are obtained using the computation scheme described in Table 1.

3. Following the same procedure as in the previous step, compute $M_{\alpha, \alpha+\beta+1}(\theta)$ and $M_{\alpha, \beta+1}(\theta)$. Then use these values to compute $J_{\alpha, \beta}(\theta)$ according to (52).

4. Compute $I_0 = \sqrt{\theta} \left( \frac{\alpha+1}{2\theta} \right)^{\frac{\beta}{\alpha+1}} M_{\alpha, \beta}(\theta)$ and $Q_0 = \sqrt{\theta} \left( \frac{\alpha+1}{2\theta} \right)^{\frac{\beta}{\alpha+1}} M_{\alpha, \beta}(\theta)$.

Lastly, calculate the analytical approximation (36) of the CoR $e$ using the values of $I_0$, $Q_0$ and $\gamma$. The MATLAB implementation of the aforementioned method is available at [44] along with all numerical results presented in this article.

6 Conclusion

The goal of this study was to derive an approximate analytical expression of the coefficient of restitution (CoR) for a single bead impact, while considering the effects of a constant external force. We derived several expansions of the CoR based on a general nonlinear viscoelastic model and studied their accuracy with respect to calculations of CoR from numerical time integration. We
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\[
\gamma < \frac{1}{6}
\]

\[
\gamma > \frac{2}{5}
\]

\[
\gamma < \frac{3}{3}
\]

\[
\gamma > 9
\]

#### Table 2

<table>
<thead>
<tr>
<th>Types of ( L_0 ) &amp; ( Q_0 )</th>
<th>Exact ((43),(44))</th>
<th>Num. ((39),(40))</th>
<th>Approx. ((52),(53))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{g} )</td>
<td>( \gamma &lt; 0.02 ) &amp; ( \gamma \geq 0.02 ) &amp; ( \gamma &lt; 0.02 ) &amp; ( \gamma \geq 0.02 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( 5.39 \times 10^{-6} ) &amp; ( 6.57 \times 10^{-3} ) &amp; ( 5.39 \times 10^{-6} ) &amp; ( 6.57 \times 10^{-4} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( 5.63 \times 10^{-6} ) &amp; ( 6.89 \times 10^{-4} ) &amp; ( 1.32 \times 10^{-5} ) &amp; ( 7.26 \times 10^{-4} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( 6.82 \times 10^{-3} ) &amp; ( 1.77 \times 10^{-2} ) &amp; ( 1.32 \times 10^{-3} ) &amp; ( 1.85 \times 10^{-2} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Max. absolute errors within different \( \gamma \) ranges for \( \tilde{g} = 0 \), 0.05, and 1

#### Table 3

<table>
<thead>
<tr>
<th>Types of ( L_0 ) &amp; ( Q_0 )</th>
<th>Exact ((43),(44))</th>
<th>Num. ((39),(40))</th>
<th>Approx. ((52),(53))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{g} )</td>
<td>( \gamma &lt; 0.0011 ) &amp; ( 0.0011 \leq \gamma \leq 0.0051 ) &amp; ( \gamma &gt; 0.0051 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( 4.39 \times 10^{-7} ) &amp; ( 4.25 \times 10^{-3} ) &amp; ( 5.63 \times 10^{-13} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( 8.03 \times 10^{-3} ) &amp; ( 1.33 \times 10^{-2} ) &amp; ( 5.63 \times 10^{-13} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Max. absolute errors within different \( \gamma \) ranges for \( \tilde{g} = 10 \)

#### Table 4

<table>
<thead>
<tr>
<th>Types of ( L_0 ) &amp; ( Q_0 )</th>
<th>Exact ((43),(44))</th>
<th>Num. ((39),(40))</th>
<th>Approx. ((52),(53))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{g} )</td>
<td>( \gamma &lt; 0.00004 ) &amp; ( 0.00004 \leq \gamma \leq 0.00020 ) &amp; ( \gamma &gt; 0.00020 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( 3.83 \times 10^{-7} ) &amp; ( 9.67 \times 10^{-1} ) &amp; ( 2.84 \times 10^{-13} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( 8.57 \times 10^{-3} ) &amp; ( 2.50 \times 10^{-1} ) &amp; ( 2.84 \times 10^{-13} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Max. absolute errors within different \( \gamma \) for \( \tilde{g} = 10 \)

**Notes**: Integral coefficients \((39), (40)\) in \((36)\) are either approximated via formulas \((52)-(53)\) or numerically computed, using the exact formulas \((43), (44)\) in the special case \( \tilde{g} = 0 \) (*).
obtained first-order expansions with respect to the small dimensionless parameter $\gamma$ corresponding to a rescaled dissipation constant, both for small and large magnitudes of the rescaled external force $\tilde{g}$. This allowed us to derive a critical external force $\tilde{g}_c(\gamma)$ (or equivalently a critical damping $\gamma_c(\tilde{g})$) cancelling the CoR, and above which the bead does not rebound. In order to approximate the CoR over a larger range of $\gamma$ values, we derived a correction to the above approximation including a quadratic term in $\gamma$. We computed the quadratic coefficient for a general viscoelastic model, thereby generalizing a result of [32, 35] valid for the Kuwabara-Kono model and in the absence of gravity. This second-order CoR expansion improved the approximation for small $\tilde{g}$, but didn’t perform well for higher values (i.e. when the external force is large, or is finite with a small impact velocity). Hence, we derived an improved second-order expansion of the CoR with respect to $\gamma$, with coefficients given by integrals depending on a rescaled external force $\tilde{g}$ of arbitrary magnitude. Performing a numerical computation of the integral coefficients, we observed that this approximation of the CoR is very accurate for most parameter values. We further improved this result by providing an approximation of the integral coefficients in terms of Euler’s Beta function, while preserving the overall precision of the expansion of the CoR.

An interesting extension to this work would be to generalize the ($\tilde{g}$-dependent) second-order expansion in $\gamma$ from Proposition 1 to higher orders. For the Kuwabara-Kono model in the
Appendix A  \( \mathcal{O}(\gamma) \) expansion of the squared CoR and large \( \bar{g} \) limit

In this appendix we examine the \( \mathcal{O}(\gamma) \) expansion (10) of the squared CoR obtained for \( \gamma \ll 1 \):

\[
e^2 = 1 - 2\gamma\beta I_0(\bar{g}) + \text{H.O.T.}, \quad (A1)
\]

where

\[
I_0(\bar{g}) = \int_0^{T_f} \left( \frac{du}{d\tau} \right)^2 v_0^{\beta-1} d\tau \quad (A2)
\]

absence of gravity, this problem was addressed in [35] where an algorithm was provided to compute CoR expansions at arbitrary orders by induction. Such higher order expansions may be used (in conjunction with Padé approximants [33, 34]) to improve the CoR approximation when \( \gamma \) approaches the critical value \( \gamma_c \) from below, especially for intermediate values of \( \bar{g} \). Note that in this problem, complications can be expected for fractional powers \( \alpha, \beta \) due to the limited smoothness of the right side of (6) at \( u = 0^+ \). In addition, as in [35] when \( \beta < \alpha + 1 \), one could derive similar CoR approximations when the end of collision is defined by a vanishing repulsive contact force (i.e., \( u^{\alpha+1-\beta} + \beta\gamma u' = 0 \) at \( \tau = T_f \)) instead of a vanishing bead deformation \( u(T_f) = 0 \).
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Fig. 11 Comparison between the CoR computed via numerical time integration of (6) (label Num. Integ.) and the $O(\gamma^2)$ approximations given by (36), using the numerically computed integrals $I_0$ and $Q_0$ from (39) and (40) (label Num. Coeffs.) and the approximated integrals (49)-(50)-(52)-(53) (label Approx. Coeffs.). When $\tilde{g} = 0$, $I_0$ and $Q_0$ are calculated using (43) and (44) (label Exact Coeffs.). Results are shown for the viscoelastic model with $\alpha = 3/2$ and $\beta = 5/2$ (Simon-Hunt-Crossley model), for the cases: (a) $\tilde{g} = 0$, (b) $\tilde{g} = 0.05$, (c) $\tilde{g} = 1$, and (d) $\tilde{g} = 10$.

and $T_0 > 0$ corresponds to the end of impact in the absence of dissipation ($u_0(T_0) = 0$, $\frac{du_0}{d\tau}(T_0) = -1$). We shall simplify the integral coefficient (A2) for arbitrary $\tilde{g}$ and investigate the large $\tilde{g}$ limit.

Due to the symmetry $u_0 \left( \frac{T_0}{2} + \tau \right) = u_0 \left( \frac{T_0}{2} - \tau \right)$ about the maximal compression in the nondissipative case, we can rewrite the integral in (A2) as

$$I_0(\tilde{g}) = 2 \int_0^{T_0/2} \left( \frac{du_0}{d\tau} \right)^2 u_0^{\beta-1} d\tau.$$  \hspace{1cm} (A3)

Multiplying (9) by $\frac{du_0}{d\tau}$ and integrating from $\tau = 0$ yields the energy conservation equation

$$\frac{1}{2} \left[ \left( \frac{du_0}{d\tau} \right)^2 - 1 \right] + \frac{u_0^{\alpha+1}}{\alpha+1} = \tilde{g}u_0,$$

which can be used to solve for $\frac{du_0}{d\tau}$ in the compression phase,

$$\frac{du_0}{d\tau} = \left[ 1 + 2 \left( \tilde{g}u_0 - \frac{u_0^{\alpha+1}}{\alpha+1} \right) \right]^{1/2}. \hspace{1cm} (A4)$$

At the maximum compression one has $\frac{du_0}{d\tau}(T_0/2) = 0$, therefore the maximal deformation
\[ u_M = u_0(T_0/2) \text{ satisfies} \]
\[
\frac{1}{\alpha + 1} u_M^{\alpha + 1} = \tilde{g} u_M + \frac{1}{2}. \quad (A5)
\]
Considering the integral in (A3) and changing integration variable \((\tau \rightarrow u_0)\), we get using (A4)
\[
\mathcal{I}_0(\tilde{g}) = 2 \int_0^{u_M} \left[ 1 + 2 \left( \tilde{g} u_0 - \frac{u_0^{\alpha + 1}}{\alpha + 1} \right) \right]^{\frac{1}{2}} u_0 u_0^{-1} du_0. \quad (A6)
\]
Let us now investigate the large \(\tilde{g}\) limit. Equation (A5) yields
\[
\frac{1}{\alpha + 1} u_M^{\alpha + 1} \approx \tilde{g} u_M
\]
which suggests to introduce the new unknown \(y\) defined by
\[
u_M = \frac{1}{\alpha + 1} \tilde{g} \frac{1}{\alpha + 1} y. \quad (A7)
\]
Substituting \(u_M\) from (A7) back into (A5), we obtain
\[
\frac{1}{\alpha + 1} y^{\alpha + 1} - y = \frac{\epsilon}{2}, \quad (A8)
\]
where \(\epsilon = \frac{1}{\tilde{g}^{\frac{1}{\alpha + 1}} \alpha + 1}\) is a small parameter when \(\tilde{g} \gg 1\). This yields
\[
y = (1 + \alpha) \frac{1}{2} + O(\epsilon),
\]
\[
u_M = [\tilde{g} (1 + \alpha)]^{\frac{1}{2}} + O\left(\frac{1}{\tilde{g}}\right).
\]
In order to study the behavior of integral (A6) for \(\tilde{g} \gg 1\), we perform the change of variable
\[
u_0 = \frac{1}{\tilde{g}^{\frac{1}{\alpha + 1}}} y_0, \text{ which leads to}
\]
\[
\mathcal{I}_0(\tilde{g}) = 2 \tilde{g}^{\frac{\beta}{\alpha} + \frac{1}{2}}
\]
\[
\times \int_0^y \left[ \frac{1}{2} \left( y_0 - \frac{y_0^{\alpha + 1}}{\alpha + 1} \right) \right]^{\frac{1}{2}} y_0^{\alpha - 1} dy_0.
\quad (A9)
\]
When \(\epsilon \approx 0\), the integral (A9) can be approximated as
\[
\mathcal{I}_0(\tilde{g}) = 2 \sqrt{2} \tilde{g}^{\frac{\beta}{\alpha} + \frac{1}{2}}
\]
\[
\times \int_0^{(1 + \alpha) \frac{1}{2}} \left( 1 - \frac{y_0^{\alpha}}{\alpha + 1} \right) y_0^{\alpha - \frac{1}{2}} dy_0
\]
\[
+ \text{H.O.T.} \quad (A10)
\]
Now we can consider another change of variable \(t = \frac{y_0^{\alpha}}{\alpha + 1}\), which yields using (19)
\[
\mathcal{I}_0(\tilde{g}) = \frac{2\sqrt{2}}{\alpha} \left( \alpha + 1 \right)^{\frac{\beta + 1}{\alpha} - \frac{3}{2}} \tilde{g}^{\frac{\beta + 1}{\alpha} - \frac{3}{2}} B\left( \beta + \frac{1}{2}, \frac{3}{2} \right),
\quad (A11)
\]
Thus, substituting (A11) into (A1) yields the large \(\tilde{g}\) limit of the CoR
\[
e^2 \approx 1 - 2\gamma C \tilde{g}^{\frac{\beta}{\alpha} + \frac{1}{2} + \frac{1}{\alpha}}, \quad (A12)
\]
where
\[
C = 2 \sqrt{2} (\alpha + 1) \left( \frac{\beta}{\alpha} + \frac{1}{2} + \frac{1}{\alpha} \right) B\left( \beta + \frac{1}{2}, \frac{3}{2} \right).
\]

Appendix B    Proof of Proposition 1

In this appendix we establish the \(\mathcal{O}(\gamma^2)\) approximation of the CoR \(\epsilon\) stated in Proposition 1.

We start from the expansion (35) of \(e^2\), where the integral \(\frac{\partial}{\partial \gamma}(\gamma, \tilde{g})\) given in (34) needs to be computed at \(\gamma = 0\). This step quite technical, therefore we shall summarize the main steps of the computation and refer to the technical report [39] for details.

Let us denote by \(u_0\) the solution of (30)-(31) in the non-dissipative case \(\gamma = 0\) and consider the corresponding impact duration \(T_0\). In (35), we need to evaluate \(\frac{\partial}{\partial \gamma}\) for \(\gamma = 0\), so using (34) we can write
\[
\frac{\partial}{\partial \gamma}(0, \tilde{g}) = \frac{1}{\beta} \int_0^{T_0} u_0^{\beta + \alpha - 1} \left[ \left( \beta + \alpha \right) u_0^{\beta + \alpha - 1} - \tilde{g} \beta u_0^{\beta - 1} \right] d\tau,
\quad (B13)
\]
where we note \(u_0^{\beta}(\tau) = \frac{\partial}{\partial \gamma}(0, \tau)\). We need to compute \(u_0\) to further evaluate (B13). Differentiating (30)-(31) with respect to \(\gamma\) at \(\gamma = 0\), we obtain the linear non-homogeneous problem
\[
\frac{d^2 u_0}{d\tau^2} + \alpha u_0^{\alpha - 1} u_0 + \frac{d}{d\tau}(u_0^{\beta}) = 0,
\quad (B14)
\]
with
\[
u_0^{\beta}(0) = 0 \quad \text{and} \quad \frac{d u_0^{\beta}}{d\tau}(0) = 0.
\]
This problem can be solved using the variation of constants formula. One obtains after lengthy but straightforward computations (see the technical report [39]):

$$u_0' = -u_0' \int_0^\tau \frac{d}{ds}(u_0^\beta)u_1 ds + u_1 \int_0^\tau \frac{d}{ds}(u_0^\beta)u_0' ds,$$

(\text{B15})

where $u_0' = \frac{d u_0}{d \tau}$, $u_1$ is the solution to

$$\frac{d^2 u_1}{d \tau^2} + \alpha u_0^{\alpha-1} u_1 = 0,$$

(\text{B16})

$u_1(T_0/2) = (\tilde{g} - u_M^2)^{-1}$, $\frac{d u_1}{d \tau}(T_0/2) = 0$, (\text{B17})

and $u_M = u_0(T_0/2)$ satisfies (13) (hence $\tilde{g} - u_M^2 < 0$ in (B17)). Note that $u_0'$ and $u_1$ are independent solutions to the homogeneous problem (B16).

Substitution of (B15) in (B13) yields after lengthy algebraic manipulations (see [39])

$$\frac{\partial I}{\partial \gamma}(0, \tilde{g}) = -\beta I_0 Q_0,$$

(\text{B18})

where $I_0$ is given by (A3) and

$$Q_0 = -\beta^{-1} \int_0^{T_0/2} u_1 u_0^{\beta-1}[(\beta + \alpha)u_0^{\alpha} - \tilde{g}\beta] d\tau$$

$$= \beta^{-1} \int_0^{T_0/2} \frac{u_1}{u_0} \frac{d}{d\tau}(u_0^{\beta} u_0'') d\tau$$

(\text{B22})

(the second identity follows from (9)). This integral can be further simplified using the fact that

$$\frac{d}{d\tau} \left( \frac{u_1}{u_0} \right) = -\frac{1}{(u_0')^2}$$

(\text{B19})

and integrating twice by parts (see [39]), which yields finally

$$Q_0 = \int_0^{T_0/2} u_0^{\beta-1} d\tau.$$  

(\text{B20})

This integral can be rewritten in the form (40) by changing the integration variable ($\tau \rightarrow u_0$) and using (A4).

Now that $\frac{\partial I}{\partial \gamma}(0, \tilde{g})$ has been computed with (B18)-(B20), substitution into (35) yields the squared restitution coefficient

$$e^2 = 1 - 2\beta I_0 \gamma + 2\beta^2 I_0 Q_0 \gamma^2 + o(\gamma^2),$$

(\text{B21})

where $I_0, Q_0 > 0$ are given in (A3), (B20). Dropping the $o(\gamma^2)$ remainder in (B21) and taking the square root, one obtains the following approximation of the CoR

$$e \approx (1 - 2\beta I_0 \gamma + 2\beta^2 I_0 Q_0 \gamma^2)^{1/2}.$$  

(\text{B22})

For this approximation to be meaningful, it is necessary to have $1 - 2\beta I_0 \gamma + 2\beta^2 I_0 Q_0 \gamma^2 \geq 0$, and we shall set $e = 0$ if this condition is not satisfied. This leads us to an approximation $e \approx e_+$ valid for $\gamma \approx 0$, where

$$e_+ = \max \left( 1 - 2\beta I_0 \gamma + 2\beta^2 I_0 Q_0 \gamma^2, 0 \right)^{1/2}.$$  

(\text{B23})

Moreover, expanding the right side of (B22) at order 2 in $\gamma$ yields the simplified approximation

$$e \approx 1 - \beta I_0 \gamma + \beta^2 I_0(Q_0 - \frac{1}{2} I_0) \gamma^2$$

(\text{B24})

for $\gamma \approx 0$. We thus have another approximation $e \approx e_+$ at hand, given by

$$e_+ = \max \left( 1 - \beta I_0 \gamma + \beta^2 I_0(Q_0 - \frac{1}{2} I_0) \gamma^2, 0 \right) \right).$$

(\text{B25})

In numerical computations we observe that approximations (B22) and (B24) tend to overestimate the CoR, hence it is interesting to choose the smallest approximation. This leads us to consider

$$e \approx \min(e_+, e_s).$$

(\text{B26})

In particular, if $1 - 2\beta I_0 \gamma + 2\beta^2 I_0 Q_0 \gamma^2 \geq 0$ and (B24) is positive, (B26) corresponds to $e \approx e_s$ if

$$Q_0 - \frac{I_0}{2} \left( \beta(Q_0 - \frac{I_0}{2}) \gamma - 2 \right) \leq 0$$

and $e \approx e_+$ otherwise.

\section*{Appendix C Proof of Proposition 3}

In this appendix we derive the approximation described in Proposition 3 for the integral $M_{\alpha, \beta}(\theta)$ defined in (51).

We first note that $M_{\alpha, \beta}(\theta)$ at $\theta = 0$ and $\theta = 1$ can be expressed in terms of Euler’s Beta function
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notice that

over \([0, 1]\) is not uniform near \(x = 0\) and consider the Chebyshev interpolation points near \(x = 0\). For this purpose, we extend \(h_{\alpha, \theta}(x)\) by symmetry over the interval \([0, 2]\), defining

\[
\tilde{h}_{\alpha, \theta}(x) = \begin{cases} 
  h_{\alpha, \theta}(x) & \text{if } x \in [0, 1], \\
  h_{\alpha, \theta}(2 - x) & \text{if } x \in [1, 2],
\end{cases}
\]

and consider the Chebyshev interpolation points over \([0, 2]\):

\[
x_k = \cos \left( \frac{\pi}{2n+2} (2k + 1) \right) + 1, \quad 0 \leq k \leq n.
\]

We define \(p_n\) as the interpolation polynomial of \(\tilde{h}_{\alpha, \theta}\) at \(x_0, x_1, \ldots, x_n\) and perform the approximation

\[
M_{\alpha, \beta}(\theta) \approx \int_0^1 (x^{1-\theta} - x^{\alpha+1})^{-1/2} p_n(x) x^{\beta-1} dx.
\]

The interpolation polynomial can be conveniently expressed in the basis of Chebyshev polynomials, leading to

\[
p_n(x) = \sum_{0 \leq j \leq n} c_j T_j(x - 1),
\]

where \(0 \leq j \leq n\) (see e.g. [45], chapter 6)

\[
c_j = \frac{2}{n+1} \sum_{k=0}^n \tilde{h}_{\alpha, \theta}(x_k) \cos \left( j \pi \frac{2k+1}{2n+2} \right).
\]

Let us further assume \(n\) odd for simplicity. Thanks to the symmetry properties \(x_{n-k} = 2 - x_k\) and \(\tilde{h}_{\alpha, \theta}(x_{n-k}) = \tilde{h}_{\alpha, \theta}(x_k)\), the even coefficients \(c_{2p}\) in (35) simplify to (55) and the odd coefficients \(c_{2p+1}\) vanish.

Now having obtained the interpolation polynomial (34), we substitute its expression in the approximation (33) of the integral \(M_{\alpha, \beta}(\theta)\), which leads to

\[
M_{\alpha, \beta}(\theta) \simeq \sum_{0 \leq j \leq n-1, j \text{ even}} c_j a_{j, 0},
\]

with coefficients given by (55) and the case \(k = 0\) of

\[
a_{j, k} = \int_0^1 T_j(x-1) (1 - x^{\alpha+\theta})^{-1/2} x^{\beta+\theta/2-3/2+k} dx.
\]

One can compute the coefficients \(a_{j, k}\) by induction, given that

\[
T_{j+2}(y) = 2 y T_{j+1}(y) - T_j(y), \quad \text{for all } j \geq 0.
\]
Indeed, substituting (C38) in the definition of $a_{j+2,k}$, one obtains for all $j \geq 0$

$$a_{j+2,k} = 2(a_{j+1,k+1} - a_{j+1,k}) - a_{j,k}.$$ (C39)

Moreover, substituting $T_1(y) = y$ in the definition of $a_{1,k}$, we get

$$a_{1,k} = a_{0,k+1} - a_{0,k}.$$ (C40)

The recurrence is initiated with the values

$$a_{0,k} = \frac{1}{\alpha + \theta} B\left(\frac{\beta + k - 1/2 + \theta/2}{\alpha + \theta}, \frac{1}{2}\right).$$ (C41)

for $0 \leq k \leq n - 1$, which are obtained by substituting $T_0(y) = 1$ in the definition of $a_{0,k}$ and using (19). The recurrence procedure that determines coefficients $a_{j,k}$ for $0 \leq k \leq n - 1 - j$ is summarized in Table 1. One ends up with the values of $a_{0,0}, a_{0,2}, a_{0,4}, \ldots, a_{n-1,0}$ required to evaluate approximation (C36). Because of expression (C41) and the recurrence rule, the approximation (C36) consists of a linear combination of Beta functions.
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