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Abstract. In recent years, many papers have shown that deep learning
can be beneficial for profiled side-channel analysis. However, to obtain
good performance with deep learning, an evaluator or an attacker face the
issue of data. Due to the context, he might be limited in the amount of
data for training. This can be mitigated with classical Machine Learning
(ML) techniques such as data augmentation. However, these mitigation
techniques lead to a significant increase in the training time; first, by
augmenting the data and second, by increasing the time to perform the
learning of the neural network.
Recently, weight initialization techniques using specific probability distri-
butions have shown some impact on the training performances in side-
channel analysis. In this work, we investigate the advantage of using
weights initialized from a previous training of a network in some dif-
ferent contexts. The idea behind this is that different side-channel at-
tacks share common points in the sense that part of the network has
to understand the link between power/electromagnetic signals and the
corresponding intermediate variable. This approach is known as Transfer
Learning (TL) in the Deep Learning (DL) literature and has shown its
usefulness in various domains. We present various experiments showing
the relevance and advantage of starting with a pretrained model
In our scenarios, pretrained models are trained on different probe posi-
tions/channels/chips. Using TL, we obtain better accuracy and/or train-
ing speed for a fixed amount of training data from the target device.
Keywords: Side-channel analysis, profiling attacks, neural networks,
electromagnetic emanations, transfer learning

1 Introduction

Since its introduction at the end of the 90’s [14], the exploitation of side-channel
information observed from a cryptographic device has grown significantly. f Using
physical quantities such as time, heat, power, electromagnetic field, photon emis-
sion, sound, it is possible to recover secret data. Defenses against side-channel
attacks can be found in smart-cards, set-top boxes, video game consoles, or
smartphones for instance.

Profiled attacks are considered as the strongest type of side-channel attacks.
They are based on the principle that the attacker is able to derive a relevant
leakage model for the targeted device. Template attacks [5] are considered as op-
timal [10] and often the noise distribution is modeled as multivariate Gaussian.
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However, this approach may not be the most effective in practice due to some
limitations. Among them, the Gaussian model that may not be perfectly suited
or the spreading of the leakage points (e.g. due to some jitter) that may lead
to intractable computations for model estimation. A new trend in side-channel
analysis (SCA) is to explore the use of deep learning (DL) tools for profiled
attacks [20,2]. These tools may help in solving problems such as trace misalign-
ment, or high dimensional data in combination with masking countermeasures.
However, deep learning tools still require a sufficient amount of data to construct
relevant models, which may not be possible in particular scenarios.

Data augmentation [4] has been shown as a solution to cope with insufficient
amount of data in some contexts. On the downside, adding data increases the
amount of resources needed for both generating and processing this additional
data. In this paper, we investigate the opportunity of exploiting information
previously learnt from a different context to mount a new attack.

Traditionally, the dataset for profiling is assumed to come from a distribu-
tion identical to the one of the target device. In the research community, often
only one dataset is measured, which is then divided into profiling and attack-
ing datasets. Lately, the problematic of portability has been brought up and
investigated [6,3,8]. In these works, portability refers to the differences between
training and attacking dataset distributions and the consequences on the learnt
model. The differences investigated in these works mostly arise due to fixed key
alterations or variations in the manufacturing process of the device. The authors
show that indeed the impact of the differences in distribution are notably in the
effectiveness of the side-channel attack.

So far, the changes investigated could be mostly considered as minor com-
pared to scenarios tackled, for example, in the field of image classification or
computer vision. In the same context, transfer learning has recently3 gained at-
tention in the deep learning community [9], which allows to refine models that
have been built solving different – but still related – problems. These pretrained
models may allow to build accurate models for different tasks in a time-saving
way as less data and training may be required.

Following this path, we investigate if data coming from sources that are not
identical to the target dataset can actually benefit the side-channel attacker
or evaluator. In particular, we adapt the concept of pretrained models to the
side-channel community and extend the currently used attacker models. One
could argue that pretrained models could be open-sourced and available in the
community easily as it is done, for example, in the image classification domain.

In this paper, we investigate if using pretrained weights from different con-
texts, such as
– different EM probe positions,
– different side-channel sources (power instead of EM), and
– different devices,

could benefit an attacker/evaluator. We experiment both the naive approach
of directly using the pretrained model itself and the transfer learning approach

3 The concept itself has been already discussed in 1995 at NIPS [21].
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where the pretrained models are first fine-tuned for the new task with some
available labelled data. The latter one can be seen as initializing the network
weights with some application-dependent values.

2 State-of-the-art on deep learning techniques for SCA

First works using machine learning techniques in side-channel analysis showed
that Support Vector Machine (SVM) and Random Forest (RF) are effective
profiled side-channel attacks [17,12]. Particularly, when the size of the training
dataset is limited, SVM can be more efficient than Gaussian templates due to
the underlying estimation problem [11]. More recently, deep learning techniques
have shown to be even more advantageous in several settings. Using the ad-
vantages of deep learning in side-channel analysis is becoming a very “fruitful”
topic, with newly published works very frequently. Nevertheless, how to use the
full potential of deep learning for side channel analysis has not been developed
yet. One of the first works [20] showed that when an implementation is pro-
tected with a masking countermeasure, neural networks can reveal sensitive key
information even without the need of a higher order combination function [22]
or an additional step of point of interest selection. Shortly after the introduction
of deep learning techniques for side-channel analysis, a database of side-channel
measurements (called ASCAD) has been published [2] to facilitate comparable
research works in this direction. The database consists of EM measurements
of an AES-128 implementation protected with a masking countermeasure. Fur-
thermore, the authors provide a software tool to artificially add a random delay
countermeasure. Together with the database, the authors provide a study of
neural network architectures, parameter selection, and pretrained neural net-
work models. On the same lines as against masking countermeasures, neural
networks are extremely effective against random delay countermeasures [4].

To strengthen profiled side-channel attacks based on neural networks, recent
works showed techniques to further improve their attacking strength. The au-
thors [4] highlighted that data augmentation techniques, i.e., the addition of
artificial data, are significantly improving the success of an attack when shuf-
fling (jitter-based) protections are present. A practical parameter selection guide
is given by Maghrebi [19], i.e. the author provides some recommendations and
practical hints to either enhance the efficiency from an adversary’s perspective or
to strengthen the resistance of the cryptographic implementations against these
attacks from a security developer’s perspective. A follow-up on parameter selec-
tion has also been published by Zaid et al. [27] where authors try to find minimal
networks to greatly improve the training time at a negligible cost in terms of
final accuracy, which was further improved by Wouters et al. [26]. The influence
of weight initalizations on CNN has been compared in terms of guessing entropy
by Li et al. [18]. A realistic real-world study has been performed by Bhasin et
al. [3], and similarly by Das et al. [8], and by Wang et al. [25]. These works in-
vestigated the scenario when the profiling and attacking devices are different (to
some extent), which is relevant in practice, but not always studied in research. In
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addition the work [25] also investigate how cryptographic algorithm implementa-
tion diversity affects classification accuracy. In these works, researchers trained
MLP or CNN in order to study their performance on several chips of the same
device, and/or different keys, or different modes of operation. To overcome the
problem of overfitting to one specific device chip, the authors [3] trained on one
device, validated on a second device, and attacked on the third device. A different
approach was discussed by Das et al. [8], where the authors trained on multiple
chips of the same device to avoid influences from cross-devices dissimilarities.
Note that all these papers investigated simple devices running an 8-bit micro-
controller. In this paper, we consider another variability source also on more
complex devices. We investigate several devices, probe positions and types, and
we derive a workaround to diversity by fine-tuning a pretrained model (which
is known as “transfer learning” in the machine learning community). Transfer
learning has been shown to be successful in a simulated environment by Tha-
par et al. [24], where results show that transfer learning may help to lower the
requirement on the number of traces in the learning phase.

3 On transferring side-channel model knowledge

3.1 Approach

Profiled side-channel analysis requires a sufficient amount of representative data
in the learning phase, in particular, when using deep learning techniques. Fortu-
nately, the community has put forward open-source datasets and models trained
on these datasets recently. Naturally, the available data and pretrained models
may not correspond exactly to the conditions an attacker faces on the target de-
vice. This problem of data discrepancy between training and testing datasets or
data limitation of the training dataset is already known in other research fields
and is tackled, for example, with the concept of transfer learning using neural
networks. In particular, the idea of transfer learning is to transfer “knowledge”
from a previous task or on related data to reduce the complexity of the learning
on the actual suitable training dataset. Using this knowledge is simply achieved
by using the weights of an already trained network as initialization instead of
random weights according to some distributions. Seeing it from an implementa-
tion point of view, an attacker simply needs to download the pretrained model
and load it into his framework before starting the training. Then, when reusing
previously learnt models, the amount of data needed from the target device and
the training time can be reduced. Or to put it the other way around, with less
data it is possible to achieve higher effectiveness.

Transfer learning has shown to be efficient in several domains such as food
classification [13], illustration classification [16] and for saliency [15].

In SCA, the first publicly known pretrained model is the ASCAD model [2],
since then some other pretrained models have been published independently [27,26].

Remark 1 (Clone dataset). Conditions that are not identical between training
and attacking may not only come from device variations, but also from the
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measurement setup (as in our experiments later on). We therefore use the term
“clone dataset” instead of the state-of-the-art term “clone device” if we want to
refer to a dataset which is identical to the one in the attacking phase.

Depending on the available amount of data and the attack/evaluation con-
text, multiple choices are available for training. We define three different training
strategies that use throughout the paper:

Definition 1 (Training the model on a clone dataset). A (small) clone
profiling dataset is available. This clone dataset is obtained from a setup that is
identical to the attack dataset one (illustrated in Figure 1a and labeled as S0).

Definition 2 (Training the model on a different dataset). In this sce-
nario, possessing a clone dataset is not possible at all. One can only take advan-
tage of a pretrained neural network that has been trained on a related (but not
identical) setup (illustrated in Figure 1b and labeled as S1).

Definition 3 (Fine-tuning the pretrained model with a (small) clone
dataset). A (small) clone profiling dataset is available. This dataset is used to
fine-tune a model previously trained on some related setup (illustrated in Fig-
ure 1c and labeled as S2).

Remark 2. Training strategy in Definition 1 corresponds to the traditional pro-
filed attacker that has been originally introduced in the context of template
attacks. Definition 3 also corresponds to the traditional profiled view, however,
in here we additionally consider pretrained models from the outside. Assum-
ing only a limited clone dataset (without the knowledge of pretrained models)
has been investigated in recent works on side-channel attacks using machine
or deep learning. For instance, authors [4] suggest to use Data Augmentation
by generating new traces by the addition of noise (here temporal noise). Data
Augmentation is known as a relevant technique to deal with too small datasets,
however adding data increases the resource complexity.

(a) Strategy S0 using a
clone dataset; traditional
profiled attacker

(b) Strategy S1 using only
a pretrained model

(c) Strategy S2 using a pre-
trained model and a clone
dataset to finetune

Fig. 1: Training strategies.

In this paper, we do not consider variations due to the manufacturing pro-
cess of the chip, but differences arising from the measuring setup, side-channel
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information source, or from different devices (while still being close enough). We
investigate three main scenarios in our experiments.

1. The position and type of the EM probe differ between pretrained model and
target dataset.

2. The source of side-channel information differs between pretrained model and
target dataset. Here, we investigate the use of power consumption and EM.

3. The device differs between pretrained model and target dataset. In this work,
we consider the STM32Fx family as explained in more details later on.

3.2 CNN architecture

Thorough study of CNN was introduced by Benadjila et al. [2] and is commonly
called ASCAD network. Its architecture was chosen through exhaustive evalu-
ation of many design principles and parameters. The best performing network
(in their selection) is relying on the architecture of VGG-16 [23] with five blocks
and 1 convolutional layer per block, a number of filters equal to (64, 128, 256,
512, 512) with kernel size 11 (“same” padding), ReLU activation functions and
an average pooling layer for each block. The CNN has two final dense layers of
4 096 units. The network is illustrated in Figure 2. The weights of the network
are initialized with the “Glorot uniform” initializer. To conform to Benadjila et
al.’s use-case [2], we have selected time frames for each experiment to reduce the
input trace to 700 points based on the highest value of SNR.
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Fig. 2: ASCAD network

A fine-tuned and more efficient version of ASCAD was introduced by Zaid et
al. [27] where the authors show that their network outperforms the ASCAD net-
work while significantly reducing the network complexity. We label the network
as ASCAD++. It is composed of one convolutional layer with a number of filters
equal to 4 with kernel size 1 (same padding), one batch normalization layer, and
one average pooling layer. The network has two final dense layers of 10 units.
The network is illustrated in Figure 3a. As for the ASCAD network, we used the
Glorot uniform initializer for weight initialisation and the size of the time frame
for each of our experiments is equal to 700 points.

An enhancement of the ASCAD++ was given by Wouters et al. [26]. Authors
point out that the convolutional layer of ASCAD++ network acts as a normal-
ization and that it is useless on normalized inputs. Hence, this network does
not contain any convolutional layers. It is only composed of one average pooling
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(a) ASCAD++ network

P
o
o
li
n
g
1
D

F
la

tt
en

M
L

P

S
o
ft

m
a
x

(b) NoConv1 network

Fig. 3: Enhancements of the ASCAD network

layer, and has two final dense layers of 10 units. The network is illustrated in
Figure 3b. As ASCAD++ and ASCAD network, we use the network with the
Glorot uniform initializer and the size of the time frames for our experiments is
equal to 700 points. In the following section, this network is called NoConv1.

3.3 CNN training

Naturally, for S0 and S1, a large enough amount of data is needed to train the
neural network, because none of the parameters of both convolutional and dense
layers are fitted to the classification problem faced in side-channel analysis when
starting from a random initial state.

However, for S2, different strategies using transfer learning are available. For
example, an attacker could have only trained dense layers (thus freezing convo-
lutional layers) or could have reset some specific layers while keeping previous
parameters for other layers. Those strategies may permit to decrease the amount
of data needed to train the neural network. The parameters kept from the first
training may be better suited than a random initialization, thus getting the
starting point closer to a minimum in the search space. In addition, some strate-
gies where layers are frozen reduce the number of parameters to update in the
neural network, which may increase the training speed. We apply two strate-
gies on initial experiments: re-training the complete network during the second
step and freezing the convolutional layers4 (assuming that feature extraction is
similar from one context to another but only decision changes). Since both gave
similar results on our first runs, we decided to focus on retraining the full net-
work, since then we do not make any hypothesis (that could end up to be false
in some cases). Investigating deeply different techniques is clearly an interesting
extension of this work.

We used a similar amount of data across experiments. The choices have been
made i) to have most of the direct approaches leading to working attacks ii) to
show the data requirement drops when performing transfer learning, and iii) to
take into account that pretrained models are open-sourced from another party
that may have higher available resources than the attacker itself. The number
of traces used are hence:

4 if existent
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– 100 000 traces to pretrain a network on a dataset different than the clone
dataset,

– 12 500 traces for direct attacks, or to fine-tune a network.
In our experiments, we use a batch size of 128, and the number of epochs is

set to 100, for which we observed a convergence of the ASCAD network5. For
the ASCAD network, the optimizer is the RMSprop optimizer with a learning
rate equal to 1e-5 as introduced by Benadjila et al. [2]. For the ASCAD++
and NoConv1 networks, we used Adam optimizer with a learning rate equal
to 1e-5. We do not apply an early stopping criterion to stop the training of the
neural networks if it reaches a minimal loss error. We simply save the best model
according to the lowest (validation) loss error during the training.

3.4 Evaluation Metrics & Targeted Value

Experiments have been performed on first-order leakage from the output of the
AES substitution box (SBox) [7]. In Section 5 and Section 6 we use a simple
implementation of AES and target the Sbox output that is y = SBox(t⊕k) with
t being a plaintext byte and k a key byte. In Section 4, we collect datasets with
multiple probes for which the setup is similar to the one introduced by Benadjila
et al. [2]. We then chose the highest first-order leakage source that is the masked
output of the Sbox.2

To evaluate the amount of leakage, we use the signal-to-noise ratio (SNR).
Let X denote the captured side-channel measurement, let Y be the label that is
determined by the plaintext and the secret fixed key, then SNR gives the ratio
between the deterministic data-dependent leakage and the remaining noise, i.e.

SNR = Var(E(X|Y ))
E(Var(X|Y )) , where E(·) is the expectation and Var(·) the variance of a

random variable.
To evaluate the ability to retrieve the key, we use the guessing entropy (GE),

by computing the average rank of the secret key k∗ within a vector of key guesses.
In particular, the vector of key guesses gi,1, . . . , gi,|K| for the ith measurement
is calculated by mapping each key guess k to a label j with probability p̂i,j and
applying the maximum-likelihood principle over 1 to m measurements. The rank
is then the position of the secret key k∗ in the sorted vector of key guesses, where
the sorting is applied to the probabilities in descending order. In other words,
the guessing entropy gives the expected number of key guesses an attacker needs
to perform before he reveals the secret key.

Remark 3. In our experiments, we observed that in some cases, GE inversely
converges, i.e., instead of going down towards zero, it increases towards 255. We
(and others) have observed this effect already on other datasets and models, yet
this observation has not been published or explained. In our experiments, GE is
“inverted” as a straightforward solution when seeing this effect.
5 NoConv1 and ASCAD++ may require a larger number of epochs before convergence

and thus the guessing entropy might be still improvable using more epochs. An
extended evaluation on the convergence and the corresponding guessing entropies
will be provided on eprint.
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4 Transferring between EM probe position and type

In this section, we investigate transferring knowledge from a network trained on
a dataset obtained using a different probe type or position. The motivation for
this scenario is twofold.

First, when using EM as a side-channel source, the type of probe as well
as its exact position, i.e., location and angle, play a crucial role (see for exam-
ple [1]). In some situations, an attacker may not be able to precisely replicate
the measurement setup from training on the attacked device.

Second, from an evaluation lab point of view, this scenario is related to
the problematical duration of a fine-grained cartography. Leveraging transfer
learning between probe positions, it is then possible to decrease the acquisition
time since fewer traces are needed to train the network at each new position.
The methodology would be to acquire a lot of traces on a seemingly relevant
position to train a network, then to measure a few traces on each other position
and adapt the network using transfer learning.

Fig. 4: Multi-probe experiment setup Fig. 5: Measurement trace from each of
the three channels

For our experiments, we use a similar measurement setup and device as
introduced by Benadjila et al. [2], namely a raw AtMega8515 microcontroller on
the AVR STK500 platform6. We used the same AES-128 encryption than the one
from ASCAD, which is protected using a masking countermeasure. The compiler
optimization flag was set to -O0 but we did not embed the SOSSE operating
system. The chip frequency was set to 3.686MHz. Recall that for consistency
between experiments, we targeted the masked output of the Sbox while knowing
the output mask to target a significant first-order leakage. The measurements are
obtained using different Langer near-field EM probes (two RF-B 0,3-3 and one
RF-K 7-4) connected to 30dB amplifiers while the overall is having a bandwidth
maximum frequency of 3GHz. The signal was then digitized by an RTO2014

6 For ASCAD a smart-card embedding this micro-controller has been used.
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oscilloscope from Rohde & Schwarz having a bandwidth of 1GHz (thus being
the limiting link).

Fig. 6: SNR evaluation for each channel (from left to right: EM2, EM3, EM4)

We focused on the first AES round with a sampling frequency of 1Gs per
second and obtained traces containing 20K samples. We observed that the leak-
ages we obtained have a different location than the one reported by Benadjila
et al. [2], however, we obtained similar leakages for the most informative part of
the signal.

We show for example a measurement trace for each of the three channels in
Figure 5. The probes on channels 2 and 3 (EM2, EM3) are placed to capture data-
dependent leakage signals, whereas channel 4 (EM4) is capturing mostly noise7.
Moreover, EM2 and EM3/EM4 are different types of probes, which explains the
different amplitude as well. This is confirmed in Figure 6 showing the SNRs for
EM2, EM3, EM4. One can see that EM2 provides higher SNR levels then EM3
and EM4, however, the leakage positions in time are consistent. Note that, even
though EM4 is very noisy, one can still observe minor leakages.

4.1 Experimental results

Figure 7 shows the GE when targeting EM2, which is the channel with the
highest SNR value. On the left side, we see that the pretrained model of EM2
(even if limited in traces) is converging quickly towards zero, with ASCAD++
and NoConv1 being slightly more effective. Pretrained models on other EM
channels also succeed (even for EM4 which contains a high amount of noise),
again on these ASCAD++ is the most effective, closely followed by NoConv1.
On the other hand, using transfer learning is not improving the GE in most
cases.

Next, Figure 8 shows the GE when targeting EM3, which has a medium SNR
and is using the same probe type as EM4. Interestingly, a pretrained model on
EM4 is slightly more effective than using a model trained on EM3 when directly
used for attacking EM3. Again, ASCAD++ and NoCOnv1 are performing better
than ASCAD. When using transfer learning, the results are slightly improved
for the pretrained model of EM4, and improved for ASCAD using EM2.

7 Channel 1 was used for triggering.
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Fig. 7: Guessing entropy when targeting EM2

Fig. 8: Guessing entropy when targeting EM3

Fig. 9: Guessing entropy when targeting EM4

In Figure 9 we show the GE targeting EM4 that has the lowest SNR from
all three EM positions. Directly applying a pretrained model from EM3 using
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NoConv1 works sufficiently well, followed by ASCAD++ network from EM3,
and a pretrained model on EM4 using ASCAD. Interestingly, using directly
the pretrained model EM2, which is the channel containing the highest amount
of information, does not perform better than less informative channels. Using
transfer learning improves the result for EM3+NoConv1, EM3+ASCAD++,
EM3+ASCAD, and EM2+ASCAD.

Summary When targeting noisy channels, our results show that the performance
increases when using pretrained models on another channel with more available
data, compared to training a model that is identical to the one of the target
dataset (clone dataset) with less amount of data. In addition, on this dataset
which is related to the original ASCAD dataset, NoConv1 and ASCAD++ (that
have been fine-tuned on the ASCAD dataset) perform (slightly) better than the
ASCAD network. Even though these two architectures are very specific and
restricted, they still improve in some scenarios using transfer learning.

5 Transferring between Power and EM

In this scenario, we investigate the transfer between side-channels. The main
motivation for this experiment comes from the duality between power and EM
side-channels. Usually, measuring power consumption is achieved by adding a
resistor to a power line. This implies that the obtained values usually corre-
spond to all (or at least a big part of) the chip (including highly consuming but
unrelated features). On the contrary, EM may allow a more precise selection
of the leakage, but this induces a risk of not capturing all relevant signals or
introducing noise.

In some contexts, the attacker cannot add a resistor to the PCB of the
target and thus has to use an EM probe for attacking. On the contrary, he
may buy a clone device and build a dedicated card enabling power consumption
measurements. He may thus train on power beforehand to build a pretrained
model which makes use of all possible leakages, and then attack using EM where
only a part of the signal are available (depending on the probe position for
instance).

Again, from the evaluation lab point of view, this scenario is linked to the
cartography problem. EM source is more localized and may lead to better results
than power, but it needs a fine-grained cartography of the chip. First, training
a network with power speeds up the cartography as mentioned in the previous
experiment. Using power for a first training prevents from making a bad position
choice for the first acquisition run (with no signal or a too specialized one).

We use the chipwhisperer lite capture board combined with the CW308 UFO
board on STM32Fx target devices. Like in the previous setup, we measure the
beginning of an AES-128 encryption, where we used the TINYAES implementation
integrated in the chipwhisperer software. The chip frequency was set to 7.37MHz
and the measurements are sampled at 4×7.37 Ms/s. Power consumption is col-
lected through the measurement shunt on the CW308 UFO board. To capture
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EM signals, we used a Langer near-field EM probe (RF-U 5-2) connected to a
20dB amplifier.

(a) Electromagnetic emanation (b) Power consumption

Fig. 10: SNR evaluation for each targeted device

Figure 10a and Figure 10b show the SNRs obtained with EM emissions and
power consumption for each device. Depending on the device, we have different
SNR levels for power and EM emissions. However, the shapes corresponding to
power and EM are close to each other. The SNR values for power are higher than
for EM. Seemingly, the EM emission measurements contain more noise than the
ones from power. We expect that transfer learning can use the knowledge given
by power to improve the models to target EM.

5.1 Experimental results

We now compare the effectiveness of applying pretrained models against us-
ing transfer learning when targeting EM measurements and having available
pretrained models on power consumption. We consider the four previously in-
troduced devices (namely, F0, F1, F2, and F4).

In Figure 11 we plot the guessing entropy obtained when targeting device F0
with EM (F0em). On the left, one can observe that for all three neural networks
the attack does not converge within 1000 traces. When using transfer learning
(right side), i.e., using the weights obtained when training on power consumption
as initialization, all networks show a decreasing GE, whereas ASCAD is the most
effective network nearly reaching a GE of 0.

Figure 12 presents the results when attacking F1 with electromagnetic emis-
sion. Similarly as before, when applying pretrained networks directly (even when
using EM measurements), none of the networks seem to have a decreasing GE.
However, when updating the pretrained model with transfer learning, one can
observe that ASCAD is reaching a GE close to 0.
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Fig. 11: Guessing entropy when targeting F0em

Fig. 12: Guessing entropy when targeting F1em

Fig. 13: Guessing entropy when targeting F2em

Targeting F2em, Figure 13 shows that using a pretrained model on power
and the NoConv1 network results in converging GE towards 0, whereas the other
two networks trained on power as well as all networks on EM fail to decrease
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within 1000 traces. Interestingly, we see that in this scenario transfer learning
is very effective on all three networks, while ASCAD is the most effective one,
reaching a GE of 0 with less than 100 traces.

Fig. 14: Guessing entropy when targeting F4

On device F4, directly applying a pretrained model with the NoConv1 net-
work results in an effective attack converging towards GE 0 rather quickly, where
all other pretrained models and networks do not converge. When using transfer
learning, one can see that all 3 neural networks pretrained on power consump-
tion are decreasing in GE with NoConv1, while ASCAD is the most effective
one.

Summary In all of the four scenarios, the effectiveness of using pretrained models
with transfer learning instead of training on the dataset corresponding to the
target dataset can be seen. Moreover, in most of the cases, using transfer learning
instead of applying directly the pretrained network is showing superior results.
When using transfer learning, the ASCAD network is the most effective one,
whereas when directly applying pretrained networks, only NoConv1 converges
in the scenario of F2em.

6 Transferring between different devices

In this scenario, we investigate the possible use of pretrained models stemming
from different devices. The motivation here is that an attacker may have access
to public datasets and/or publicly trained networks corresponding to some other
chip. Then, based on this, he may try to attack another device that is different
but still close (same architecture for instance). From an evaluation lab perspec-
tive, it boils down to leveraging previous analyses with similar enough chips to
speed up the current one.

We use the same measurement setup as in the previous section. In Figure 10b,
we show the SNR values obtained from measuring the power consumption of the
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devices F0, F1, F2, and F4. We see that the highest SNR levels are obtained by
F2, followed by F1, F4, and finally F0.

6.1 Experimental results

In Figure 15 we show the guessing entropy when targeting F0 and pretrained
models are built from F0, F1, F2, F4. One can see that when using directly
pretrained models, the model on F0 is the most effective, that not all pretrained
models converge towards 0, and ASCAD is the best among the three neural net-
works. When compared to transfer learning, all pretrained models are improved,
where using ASCAD with a pretrained model on F2 and F4 is the most effective
one. Note that F0 and F2/F4 have different ARM Cortex M versions and the
highest values of SNR are at different time locations (see Figure 10), still using
knowledge from devices with different architectures brings improvements.

Fig. 15: Guessing entropy when targeting F0

Figure 16 shows a similar trend. When directly applying pretrained mod-
els, the most effective pretrained model is the one trained on the target device,
where the ones on F2 may also converge given a higher number of attacking
traces. Using the pretrained models as weight initialisation improves all net-
works. Again, the ASCAD network is the most effective one, but the difference
between networks is rather marginal.

Figure 17 shows the results when targeting F2, again using a pretrained
network on the target device is the best performing one, while transfer learning
improves the results for all pretrained models and architectures. Interestingly,
in this scenario we see a clear advantage of using transfer learning against the
network directly trained on the target device. This shows that initializing weights
using a network trained on a similar problem is more suited than using the
classical initialization (here default Glorot uniform initialization).
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Fig. 16: Guessing entropy when targeting F1

Fig. 17: Guessing entropy when targeting F2

Fig. 18: Guessing entropy when targeting F4
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Figure 18 shows the GE of target F4. Using a pretrained model on F2 together
with the ASCAD network with transfer learning is the most effective attack,
followed by a pretrained network trained on F0 and F1 together with transfer
learning. Interestingly, all three are performing better than a pretrained model
on F4 directly.

Summary In this scenario, we see a disadvantage of the NoConv1 network for
both cases, using directly pretrained models and updating the pretrained model
with transfer learning. In all scenarios, the ASCAD network is the most effective
one. This would suggest that the ASCAD network is more suited for STM32
targets when the amount of available data is low. Another interesting observation
is that, in all scenarios, using the pretrained model on F4 as weight initialization
is the best performing one, even though it is not the model with the highest SNR
values.

7 Conclusion

In this work, we considered three training strategies:

– S0: training a neural network with a (limited) clone dataset (ie. a dataset
that is identical to the one from the target device);

– S1: using an available pretrained model trained on a (large) dataset with
different conditions than the target dataset;

– S2: using an available pretrained model as weight initialization and then
fine-tuning it using a (smaller) clone dataset.

We compared these training strategies using three state-of-the-art neural
network models (ASCAD, ASCAD++, NoConv1) on three different scenarios of
data discrepancy: EM probe type and/or positions, side-channel sources (EM vs
power) and target devices. Our results show that directly applying pretrained
models (S1) can lead to successful attacks in a few investigated scenarios. Much
better and stable results can be achieved through transfer learning in all scenar-
ios when using the weights of a pretrained model as initialization and further
fine-tune them on a (limited) clone dataset (S2). The improvement of transfer
learning can be seen on all three networks, even for the specific and limited net-
work of ASCAD++ and NoConv1. Interestingly, these two networks show only
the best effectiveness on a dataset that is close to the ASCAD dataset for which
they have been fine-tuned on. On our other datasets, the ASCAD network, which
is more general, achieves the most effective results.

In general, we could observe that in the vast majority of cases, using a pre-
trained model as weight initialization gives better results as the standard uniform
Glorot initalizer.

The interest of these results is twofold.

1. First, a profiled attacker scenario should not be rejected due to a too small
number of available labeled traces.
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2. Second, evaluation process (and particularly trace acquisition) can be sig-
nificantly speed up and improved by using transfer learning with an already
trained network (from a previous evaluation or another position in the case
of a cartography).

We chose to train the whole network again to avoid misinterpretations due to
wrong choices of the frozen layers. However, to improve even more the efficiency
of the training, investigating different fine-tuning strategies may be of interest.
This is part of the natural extension of the presented work. Another extension
which is less straightforward (but may be linked to layer freezing) would be to
leverage transfer learning to help a network to converge on a protected (masked)
implementation. A network has to understand the signal structure, then extract
the information, and then process it. The hope is that the signal structure knowl-
edge could be obtained from an easier setup (unprotected) to focus the second
learning on the extraction of relevant information and its smart combination.
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