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Abstract. Current voice assistants are offered by large IT companies
such as Google, Amazon, Microsoft, Apple or Baidu. The voice assistants
include numerous functionalities, which are usually executed centrally in
the cloud by the providers. Nevertheless, the providers offer imprecise
information on what happens to the input data of the users. Users can-
not be sure whether their privacy and data are protected. The central
research question is what is currently happening with the voice-based in-
teraction between users and services, and what concepts for configurable
data protection by users are conceivable in the future. In this article,
we present the survey results obtained by speech assistant users. The
results show, in particular, the willingness to pay for individually config-
urable privacy. The concept for a voice assistant with privacy-awareness
is proposed and prototypically implemented.
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1 Introduction

Voice control is an interaction possibility where services can be controlled by
human speech. Realizing voice control requires an ecosystem - the voice assis-
tant - out of several components to deal with tasks such as converting in both
ways text to speech, speech to text as well as extracting metadata from text
input. Hereby, several processes can be initiated such as playing the next song,
setting the alarm clock or starting an ordering process. Experts expect a grow-
ing market for voice assistants: The trade journal “PR Newswire” assumes that
purchases via speech will increase twenty-fold in the next four years [5]. The
magazine “Campaign” estimates that in the future the search in browsers using
the keyboard will be replaced by the search via voice [15]. The voice assistants
preprocess the voice in order to understand the meaning, and therefore, control
several services regarding the voice input. For this reason, the voice assistant
can be considered as a component between user and application that enables
the interaction by the human voice.

The applications of a voice assistant run on a platform in the cloud. Speech
processing on the platform is demanding because a user’s voice input runs
through highly complex sub-processes of speech processing. It takes time un-
til a suitable user response is generated. Currently, these platforms are offered
by major cloud providers who have the computational resources and know-how
of each sub-process. Voice assistants are offered by Amazon, Google, Microsoft
or Baidu, with many functionalities and excellent performances. However, there
are privacy concerns as the privacy policies of cloud providers do not clearly
state what happens to users’ data in the cloud. Mobile devices such as smart-
phones and speakers send a user’s voice input to the appropriate cloud provider
for analysis. The data processing is non-transparent and it opens up the oppor-
tunity to establish a side-channel between the user and its applications. In the
process, data can be collected and possibly misused. Nowadays, sensitive data
are shared among users and enterprises, for instance, the banking system, health
care system and messaging. The use of data is specified in terms of use, but these
give a limited indication of the possible usage scenarios, such as user profiling.

In this work, we conduct a survey with 110 participants to understand today’s
customer needs of their perspective on privacy in the domain of voice assistants.
Regarding the survey, we develop a privacy-awareness concept that includes
user-controlled privacy with a high level of functionality as well as performance.
Besides, the concept is implemented into the privacy-awareness ecosystem con-
sisting of three separate components: the mobile app, privacy provider, and voice
assistant.

The results explained in section 3 represent the motivation for the develop-
ment of a privacy-awareness concept for a voice assistant. In section 4.1, the
privacy-awareness concept is presented to transfer full control back to the user.
A full-stack architecture is shown in section 4.2. Then, in section 5, a prototype
is presented that implements this architecture. The presented prototype allows
maximum flexibility in data control and provides the user with configurable pri-
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vacy. A summary of the concept, the technologies, and the developed prototype
conclude this article.

2 Related Work

Voice assistants such as Amazon Alexa, Google Assistant, Apple Siri, Microsoft
Cortana, and Baidu DuerOS currently dominate the market. However, they all
are non-transparent in their voice assistant ecosystem and providing a minimal
declaration of data usage [2,7,4,12,9]. In detail, the services in the cloud infras-
tructure are a hidden secret, and therefore, less privacy-awareness are provided
for the users.

The conducted study on privacy risks of voice assistant apps presents diverse
risks in the communication, the user identification scheme, as well as privacy-
related information [13]. During their investigations, they expose that Google
Assistant transfer several additional information, such as user information and
user device information. Furthermore, in 50.51 % of the voice assistant apps,
linking customers to an identification scheme has been feasible. More significant,
personal information such as birth date, name, e-mail address, blood type, gender
phone number are tried to obtain from the apps. This demonstrates the high
usage of data capturing data in the case of Google Assistant. Likely, the same is
happening in other commercial voice assistants.

Even though the previous study exposes exploited data collection, many cus-
tomers are not conscious of these hidden processes. An investigation on smart
home user’s indicates lacking conscious of their privacy perception of the devices,
and consequently, they prioritize convenience over privacy [17]. Another study
reveals the incompleteness of data activities to user perception that leads to
design implications in the domain of smart home voice assistants [1]. In the se-
curity and privacy domain of voice assistant, user perception with their concerns
is conducted and presents less customer disposition in discussing the costumer’s
voice assistants [6]. In contrast to the studies that cover users’ perception and
knowledge, the authors of [11] conducted a study with users and non-users of
voice assistants and compared their reasons that support and criticize voice as-
sistants. Hereby, customers did not perceive different mechanisms such as audio
logs as privacy control, and additionally, other privacy controls often are not
used.

Despite the forgone studies in this domain, most of them focusing on user
perception and conclude lacking privacy awareness. The one weakness of those
studies is the limited user feedback regarding the conducted interviews, but the
main issue relies on lacking user expectations. Hereby, the studies do not under-
stand the user needs and there willingness to overcome those privacy concerns.

Different approaches to deal mitigate privacy risk such as an access con-
trol mechanism that is used in the smart home domain by with information
are delivered regarding the task context [8]. In a more abstract representation,
fundamental design strategies are proposed that cover data economy, careful al-
location, user ability to control, and usability of security mechanisms [16]. More
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specific details in terms of privacy are conceptualized in the privacy framework
with a focus on privacy key risks such as system development and design and
cross-organizational collaboration [14].

Overall, the previous research supports the assumption that data is collected
even though not every time permission is required, such as for device ID and
user ID. Consequently, users cannot control data access and monitor the data
processing in clouds of global players. Although the majority of customers have
a significant knowledge deficit in the privacy perception of voice assistants, the
studies do not address the personal perception of specific data. Without knowing
the customer’s need for privacy, it is challenging for developers to understand
what data violates the individuals’ privacy. Furthermore, several privacy frame-
works have been proposed as well as concrete implementation in access control
mechanisms for task-oriented service computing. Whereas privacy frameworks
are imprecisely but user-centric, concrete access control mechanisms are pre-
cisely but service-centric. Ultimately, the current research is lacking a privacy-
awareness concept that considers configurable users’ privacy with a large extent
in functionality.

3 Motivation

In the beginning, an initial survey was carried out to determine whether more
data protection is desired for voice assistants in Germany. Over one hundred
participants took part in the online survey. 54.5 % of the participants were male,
45.5% female, and 10% were under 18, 69% between 19 and 25, 7% between 26
and 35, and 14% over 35 years old. The participants were asked the following
questions:

1. How often do you use a voice assistant?
2. Do you know what happens to your data?
3. Which particularly privacy-related information is important to you?
4. Would you pay money for high privacy?
5. How much money would you pay once for high data protection of an appli-

cation?

The first question revealed that 44.5% use a voice assistant once a month
or more often, whereby 90% of the participants do not know what is happening
with their data. The results show that a high level of privacy is desired especially
for their banking credentials, individual behavior and attitudes, communication
among individuals, contacts, interests, and location.

One in four would pay for better privacy, and 56% of the participants are
unsure if they would spend money on it. The group under the age of 18 years
has the least willing to pay. The intersection of participants who ticked “Yes”
or “Maybe” increase with age. The amount that participants would spend on
better privacy varies widely. Approximately 15% of the respondents were not
willing to pay for it, while the majority are. 50% of the respondents would pay
up to 5e , 15% 6 - 10e and 20% over 10e .
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Therefore, the following conclusions can be drawn from the survey results:
First, voice assistants are used to varying degrees and users do not know what
happens to their data. Second, privacy for users is essential, even though the
exposure level of data regards to individuals’ perception and third, users would
pay for the protection of their data.

4 Methodology

This section proposes a concept for high privacy-awareness, and the architecture
to implement it.

4.1 Concept

Based on the survey, a concept for a voice assistant was developed. The costs for
the required resources were neglected. An important requirement of the concept
is the privacy-awareness considering the design principles for the multilateral
privacy according to Kai Rannenberg focus on the following four points[16] and
the privacy framework [14]: Data minimization, control possibilities for the user,
possibilities of choice and room for negotiation, and decentralisation and distri-
bution.

Within this concept, the focus is on the first three points. Often applications
collect data from a user, which the user did not agree with, for instance, sharing
device id or user information [13]. Therefore, the concept aims to ensure that an
application only collects data from users who need it. Furthermore, the provided
data for application should be, both physical and operational, fully-controlled
by the users to enable privacy-awareness data access. By doing so, users have the
opportunity to decide if they want to share no data, partially data, or the full
requested data. Since some application depends on the requested data to work
properly, data can be manipulated in the middle by the user to ensure privacy.

User-controlled privacy allows a user to determine what data he or she re-
leases for specific applications. However, applications require additional data
from a user to provide sufficient usability. An example is a voice assistant’s
question about weather forecasts. If the voice assistant knows the user’s loca-
tion, it can provide the weather forecast for the user’s position. Otherwise, the
voice assistant would first have to ask the user for which location he or she wants
a weather forecast. If a user does not want to release his data for an application,
he can define a fictitious context. This allows the user to use this application,
but at the expense of lower user-friendliness.

4.2 Architecture

The concept for high privacy-awareness can be implemented using the archi-
tecture and technologies shown in figure 1. Three components are required for
the implementation: First, the Mobile App serves as an interface to the user.
The user can make voice entries and configure his profile and privacy via the



6 Michael Zipperle et al.

Fig. 1: Architecture Overview

app. Second, cloud services handle voice processing and generates output to the
user. The privacy provider is accessed to generate a response. Third, the Privacy
Provider is the core component, which guarantees the user more privacy. The
exact structure and choice of technology are described below.

5 Prototype

In the following, the application example is described, and then the implemen-
tation of the individual components of the architecture is explained in more
detail.

5.1 Application Example

The application example is intended to show how a voice assistant can be used to
promote speech-based mobility support and at the same time, ensure fine-grained
data protection for the user. The application example covers the following func-
tionalities: First, the search for doctors can be carried out in a specific location.
Secondly, a doctor’s appointment can be negotiated, whereby a doctor’s calendar
is compared with the user’s calendar. Finally, optional mobility support such as
scala mobile, assistance to the user when leaving the house or a pick-up service,
that takes the user to the doctor and back home, can be requested.

A user can define the data required for these functionalities in detail in a
mobile app. For example, a user can have his location determined automatically
via GPS to expose his current location, but he can also edit the location manually
to preserve it location. The user can share his calendar, but no appointment
details are necessary for the application example. It is sufficient to know whether
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the user is available at a particular time or not. For this reason, a user can hide
appointment details like title and description of an appointment. More details
about privacy will be shown in the course of this section.

5.2 Privacy Provider

Fig. 2: Data Model for the Application Example

Information on the user context is to be stored in the privacy provider pro-
vided. The data model is explicitly described for the application example. This
data model describes the user context only to a minimal extent. However, the
data model can be extended. In this data model, which is shown in figure 2,
the user can select different profiles. This way the correct name can be given
or the identity can be hidden behind another name. In the profile, information
about mobility is stored, e.g. whether a driving service and a Scala Mobile is
required. Calendars are linked to the profile data. The data is read directly from
the smartphone, but other online calendars can also be added. Finally, a calendar
contains several events. For the location, there is the location field. The location
can be determined via the GPS sensor, or a location can be entered manually.

5.3 Mobile App

The mobile app serves on the one hand as an interactive interface between the
user and the voice assistant and on the other hand, as a privacy configurator.
The app offers the following four views:

– Registration: A new user can register with the voice assistant with his e-
mail and a password. The user can choose between the profile types private,
doctor or mobility support. Depending on the profile type, different privacy
settings are preconfigured. By default, a private profile is only accessible to
the owner, whereas the profile types Physician and Mobility Support are
publicly accessible.

– Login: A registered user can log in to the voice assistant with his e-mail and
password.
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– Voice Assistant: The voice assistant is the main view of the app, which
appears as soon as a user is logged in. At the same time, the Hotword
Detection is started, which was realized with Snowboy from Kitt.ai [10].
The Hotword Detection listens locally on the Smartphone until the signal
word “Butler” is recognized; no data is stored and passed on to third parties.
After detection of the signal word, voice processing is moved to the cloud
for better performance. As soon as an interaction between user and voice
assistant is finished, the hotword detection is reactivated. Also, all the output
of the voice wizard on the view. The audio recording and playback were
implemented with the Android SDK.

– Settings: This view allows the user to configure his profile and privacy set-
tings. The first and last names can be set for the profile. The location can
be determined either by text input or by GPS. When determining the loca-
tion via GPS, the user can decide whether the location is retrieved once or
whether the app can automatically update. The user can make his calendar
available to the app. Besides, the automatic update of the calendar or the
hiding of details such as the title and description of an appointment can be
activated. This ensures that only the data relevant to the application exam-
ple is accessed. Other personal data, such as the name of the calendar or the
owner, cannot be determined by the app. Next, the user can define mobility
supports that are requested by default when an appointment with a doctor
is made. On the one hand, Scala Mobile, which helps the user to leave the
house, or on the other hand, a pick-up service, which takes the user to the
doctor, can be requested. The profile and privacy settings are synchronized
with the privacy provider. This app view enables the data economy and
user-controlled privacy presented in the concept.

5.4 Cloud Service

As soon as the hotword detection has detected the signal word “Butler”, the
further processing of a user’s voice input is performed in the cloud. By out-
sourcing resource-intensive voice processing to the cloud, users can be assured
of high performance and ease of use. For the realization the following Amazon
Web Services (AWS) were used:

– Amazon Lex: Amazon Lex serves as a conversation interface for speech and
text. Based on the text intent, an output can be generated, which is then
converted from text to speech[3]. An Amazon Lambda function is triggered
to generate a response to a text intention.

– Amazon Lambda: Based on Amazon Lambda, an application was developed
that generates a dynamic response based on the text intention of the user.
The application can access the privacy provider to retrieve the necessary
information to generate the response by using the user’s access token. Thus,
the applications could realize the negotiation of a free doctor’s appointment
between doctors and user.
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(a) Voice assistant view

(b) Preference view

Fig. 3: Mobile App

5.5 Data Release

To use data from the privacy provider, the user must first be authenticated. To
do this, the registration data is entered into the mobile app. When the login
button is clicked, the user is authenticated by the privacy provider. During this
process, the user is granted read, write and execute rights, so that data can be
changed and various functions can be performed. Besides, a time-limited key is
generated with which the user can grant applications access to his data. Which
data can be read by an application can be released by the user in the mobile
app.

6 Conclusion

Some conclusions could be drawn from the developed prototype, which offers
high user security and control possibilities. It was possible to take the concept
into account during implementation and aspects of multilateral security, and
user-controlled privacy is also found in the prototype. The prototype consists
of the voice processing environment (cloud services), the mobile app and the
privacy provider.

The functionality requirements were met using Amazon’s cloud services. Be-
sides, the fulfilled General Data Protection Regulation (GDPR) guidelines of
the voice services can guarantee data protection for the users. By using the
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speech-based cloud services, developers do not have to deal with speech process-
ing in detail but can develop an application on an abstract level. Before a user
can use the voice assistant, he or she must authenticate. This protects access
from unauthorized persons. In the app, users can create different profiles with
different data, the use of pseudo profiles is possible. Concerning the concept of
multi-layered security, this is important to create choice and room for negoti-
ation for the user. The user data is stored in a privacy provider. The concept
of multi-level security also applies to the privacy provider. Decentralization and
distribution are of great importance here. The choice of technology and provider
takes data protection into account at all levels. However, there is still potential
for optimization at the privacy provider, resource access should be made more
configurable through authorization, duration, and filtering.

Depending on the user, the requirements for a voice assistant vary. Different
applications should be able to be activated or deactivated based on the needs of
a user. This functionality could extend the prototype in the future. The applica-
tions offered must inform the users about user data and thus create transparency.
A standard for data storage must be created to create an ecosystem in which
every application can access the data. Otherwise, the applications will have to
manage the user data themselves, and the concept of separating data and appli-
cation would become obsolete.

In this article, the potential of voice assistants is referred to at various points.
By the pleasant handling of the system intelligence, it offers an added value in
everyday life. However, different industries must open up and offer interfaces
so that bookings and reservations are not only possible by e-mail or telephone.
If the infrastructure of companies is created, voice assistants will become even
more attractive for users.
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