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Abstract. Vector representations learning (also known as embeddings) for users 

(items) are at the core of modern recommendation systems. Existing works usu-

ally map users and items to low-dimensional space to predict user preferences for 

items and describe pre-existing features (such as ID) of users (or items) to obtain 

the embedding of the user (or item). However, we argue that such methods ne-

glect the dual role of users, side information of users and items (e.g., dual citation 

relationship of authors, authoritativeness of authors and papers) when recommen-

dation is performed for scientific paper. As such, the resulting representations 

may be insufficient to predict optimal author citations. 

In this paper, we contribute a new model named scientific paper recommen-

dation using Author's Dual Role Citation Relationship (ADRCR) to capture au-

thors’ citation relationship. Our model incorporates the reference relation be-

tween author and author, the citation relationship between author and paper, and 

the authoritativeness of authors and papers into a unified framework. In particu-

lar, our model predicts author citation relationship in each specific class. Exper-

iments on the DBLP dataset demonstrate that ADRCR outperforms state-of-the-

art recommendation methods. Further analysis shows that modeling the author's 

dual role is particularly helpful for providing recommendation for sparse users 

that have very few interactions. 

Keywords: Matrix Factorization, Dual Role, Citation Relationship, Authorita-

tiveness, Clustering. 

1 Introduction  

With the continuous development of information technology, scientific social networks 

have become the fastest and most suitable way for researchers to communicate with 

each other. However, as a growing numbers of scientific papers are shared in scientific 

social networks, which makes it difficult for researchers to locate the papers they are 

interested in from a large number of scientific papers. Therefore, how to recommend 

scientific papers of interest to researchers in social networks has become a hot research 

topic. Essentially, recommender system [1] provides suggestions of items that may 
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interest to users. At present, scientific paper recommendation methods can be divided 

into two categories: content-based recommendation [2] and collaborative filtering [3].  

In the content-based recommendation method, researchers usually apply the title, ab-

stract and keywords of scientific papers to generate the recommendation. Collaborative 

Filtering is a technique widely adapted in recommendation systems which assesses 

items (in this case papers) according to the former users-items interactions [4].In this 

recommendation method, the researchers obtain the prediction score for the scientific 

papers by the researchers’ scoring information on the scientific papers, and finally get 

a recommended list of scientific papers. Hybrid recommendation method usually com-

bines the content-based recommendation method with the collaborative filtering rec-

ommendation method. It usually generates better recommendation results than that of 

recommendation methods only using one strategy, but it still has the disadvantages of 

data sparsity and low recommendation accuracy. To effectively improve the accuracy 

of scientific papers recommendation, we propose a new model named scientific paper 

recommendation using Author's Dual Role Citation Relationship (ADRCR), which in-

corporates information on both authors and papers. The contributions are summarized 

as follows. 

• We emphasize the importance of clustering scientific papers by topic to improve the 

performance of recommendation. 

• We develop a novel ADRCR method to learn authors' preferences for dual role by 

building models of explicit interactions (e.g., citation and reference) and implicit con-

nections.  

• We perform experiments on the DBLP dataset and demonstrate that the ADRCR 

method can improve the accuracy of scientific papers more effectively than other base-

line methods. 

2 Related Work 

We review existing work on common latent space approach for recommendation and 

methods based on user feature matrix shared representation, which are related to our 

work, together with the emphasize of differences from ADRCR. 

2.1 Common Latent Space Approach for Recommendation 

The matrix decomposition method is a factual method of collaborative filtering using 

explicit feedback. The basic idea is to embed users and items into shared potential 

spaces [5]. By merging reference relationships into matrix factorization techniques, 

several methods have been considered from the perspective of users and items, such as 

item-based methods [6], user-based methods [7] and combinations of these two meth-

ods [8]. The hybrid model [8]associates the user with the paper through the label infor-

mation of the paper to build a user model and a paper model. This recommendation 

model effectively alleviates the cold start problem. The previously proposed cross-do-

main model does not consider the two-way potential relationship between users and 

items, nor does it explicitly model user information and project characteristics. The 
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[9]method extracts multiple user preferences in the domain while retaining the relation-

ship between users in different potential spaces to provide recommendations in each 

domain. [10] This method is based on the perspective of deep learning, taking users and 

items characteristics as the original input, using the proposed model to learn the poten-

tial factors of users and items, and then combining the obtained potential factors to 

make fast and accurate predictions. However, these methods only consider the single 

role of the user.  

2.2 Method Based on User Feature Matrix Shared Representation 

There are many recommendation models based on the shared representation of user 

feature matrices. User feature matrix shared representation refers to the simultaneous 

decomposition of the rating matrix and the social relationship matrix. The recommen-

dation model assumes that the user feature matrix is hidden in both the rating infor-

mation and the social information. Several remarkable works in the field [11,12] take 

user rating and social information into account , but they do not consider additional 

information about users and items. In fact, ratings and reviews are complementary and 

can be viewed as two different aspects of users and items. Therefore, [13]merging the 

scoring model and text reviews can effectively learn more accurate representations of 

users and recommended items. [14]This method considers the correlation between us-

ers. It use three independent autoencoders to learn user functions with roles of rater, 

truster and trustee, respectively. The method [12] is most similar to our method, but it 

only reflects the information of the user, not the information of the item. Our proposed 

method considers not only the user and item perspectives, but also the different roles 

assigned to the user. 

3 Matrix Decomposition: A Model-based Method 

3.1 Notation and Problem Statement 

Notation. We first introduce some frequent notations utilized in the following sections. 

We use bold capital with subscripted letters to represent column vectors(e.g, Mp), and 

apply bold capital letters and subscripts with transpose superscript T to represent row 

vectors(e.g, (La)T), respectively. We indicate all matrices by bold upper case letters 

(e.g., Q), and qap denotes the entry of matrix Q corresponding to the row a and column 

p. We denote a predicted value, by having a ∧ over it (e.g., �̂�).  

Problem Statement. Given a recommendation system with n authors and m papers, 

Q=[qap]n×m represents the author-paper citation matrix, where qap is the number of times 

that the author a cites the paper p. Authors and papers are usually mapped to the low-

dimensional feature space. After the Q decomposition, the author a vector La of k-di-

mensional and the paper p vector Mp are obtained, respectively. Finally, we learn the 

feature matrices L and M by minimizing the sum of squares loss function: 

 
2 2 22

,
( ,

1

)

1
min ((( ) ) )

2 2 2

T

a p ap F F

a p

q
γ

  
L M

λ
M

λ
L L M  (1) 



4 

where, γ is the set of observable (author, paper) pairs in Q, 2|| || F
Frobenius paradigm; 

Regularization terms 2|| ||L F
and 2|| ||M F

 are used to avoid over-fitting. The stochastic gra-

dient descent algorithm is used to solve the local optimal solution of the function de-

fined by equation (1), and the product of L and M is adopted to approximate the citation 

matrix Q. For the missing items ap
q in the citation matrix Q, we apply the inner product 

of
aL and p

M to predict: 

 ( )T

a pap
L Mq  (2) 

3.2 Matrix Decomposition in Scientific Research Reference Network 

Let G=(A, E, T, W) denote a directed social reference relation network with n nodes, 

where A represents a set of authors and E represents the edge set. T=[tae]n×n denotes the 

transfer matrix of influence propagation, and tae indicates the propagation probability 

from author a to author e; If there is an edge from e to a in the social citation network 

(i.e., e trusts a), then tae>0, and otherwise, tae=0. The structure of G is described using 

the reference relation asymmetric matrix W=[wea]n×n between authors, and wea ex-

presses the strength of the reference relation between author e and author a, that is, the 

weight of the edge. Due to dissymmetrical property of citation, we map each author a 

of reference network as two distinct latent feature vectors, depicted by reference-spe-

cific feature vector La and referenced-specific feature vector Ua, respectively. La and 

Ua characterize the behaviors of ‘ to reference others’ and ‘to be referenced by others’, 

respectively. After giving two vectors, the strength wea of the reference relationship is 

modeled as the inner product of La and Ue, and the feature matrix L
k n and U

k n

can be learned by minimizing the following objective function: 
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Where δ is an observable (author, author) pair sets in W, the specific calculations of tae 

and wea in the T and W matrices will be introduced below. The superscript c mentioned 

below represents a specific class. 

Please note that both objective function (1) and objective function (3) use the idea of 

matrix factorization. The difference is that the objective function (1) learns the author's 

citations to the paper, while the objective function (3) learns authors' and authors' cita-

tions. The two objective functions are fused into the final objective function, reflecting 

the main purpose of this article, that is, the author's dual-citation role. 

4 The Propose Method 

4.1 Basic Framework 

We now represent the proposed ADRCR model, the framework of which is illustrated 

in Fig.1.  



5 

Authors 

reference 

network

Calculate authoritativeness of authors and 

papers together with  compute strength 

reference relationship among authors

a1 a5

a4

Author-

Paper 

Citation 

List

 p1 p2 p3 p4 p5 

a1 5 2 1 0 2 

a2 0 3 0 1 2 

a3 1 0 4 2 0 

a4 1 1 0 0 4 

a5 0 0 1 3 0 

 

a3

a2

 p1 p2 p5 

a1 5 2 2 

a2 0 3 2 

a3 1 0 0 

a4 1 1 4 

a5 0 0 0 

 

a3

a1

a4 a2

 p3 p4 

a1 1 0 

a2 0 1 

a3 4 2 

a4 0 0 

a5 1 3 

 

a1 a5

a3

a2

pj

ai

ai

ak

a1

p2

p5

p1

Enhance the matrix 

decomposition of 

authors and  papers

Cluster Papers  

by topic

1 2

345

 

Fig. 1. The framework of ADRCR 

There are five components in the framework: (1) Dividing author-paper citation matrix 

and reference network between authors;(2) Clustering papers by topic and deriving so-

cial reference networks for authors (excluding authors who have not cited any papers)in 

a specific class; (3)Calculating the strength of citation relationships between authors 

and the authority of authors and papers; (4) Enhancing the matrix decomposition for 

authors and papers; and(5) Predicting the author's citation to the paper. 

4.2 Citation Relationship Strength and Authoritative Calculation 

Citation Relationship Strength Calculation. In a specific scientific social reference 

relation network, if author e and author a have a reference relationship in class c, the 

number of times that author e cites author a's paper will be used to measure the strength 

of the reference relation between them, that is, the weight on the edge is c

eax  [15]. 

The author's research interests may also change over time. According to the number 

of papers published in the six research fields on the DBLP dataset, we construct the 

attribute vector of each author a, and the attribute value of each dimension corresponds 

to the author a. The number of papers published in these fields can be adopted to cal-

culate the similarity of author's research interest using cosine similarity, which is de-

fined as follows: 
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Finally, the edge weights constructed by authors a and e are defined as follows: 
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Influence calculation. In the scientific social reference network, the structure of the 

node reflects the author's authority to a certain extent. Authors with higher authority 

can provide valuable reference information to other authors; Low authority authors are 

willing to refer to the suggestions of authoritative authors. In this paper, the influence 

propagation algorithm is used to calculate the authoritative value of the author in each 

class[16].Let
a e

cf denote the influence of author a on author e in class c as follows: 
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Where  1 2, , ,=
c

n
e

N e e e denotes a set of trusted friends of author e in class c (i.e., author e 

refers to a class of other authors). c

ket represents the propagation probability from author 

k to author e, and
1

1



n c

kek
t .The parameter λ is the damping coefficient, and  0,1c

aα

is the domain knowledge of the author a. In particular, 
a

c
f and 

,

c

a a
v are set as default in 

reference [16]. 

Centrality calculation. We utilize three centralities to evaluate the status of nodes in the 

network. The central node can be regarded important because it has a favorable and 

influential position in the network. When a given node has more neighbors, it will oc-

cupy an important position. For a given node a, the final status of the node in the net-

work is obtained by calculating the average of the three centralities[17], which is de-

fined as follows: 

1

z
c

k
c k
a

C

AC
z




                                                        (8) 

where z is the number of centralities, and c

kC is the centrality value of node a measured 

according to the centrality. In our example, the value of k is 3, since we adopt three 

centralities. 

If author a has a greater influence on author e and a very important status, then author 

a is more authoritative. We sort the influence and centrality of nc authors ,then let author 

a rank as c c c

a a e as f AC  and [1, ]c c

as n , where nc denotes the number of authors in Wc. The 

authoritative value of author a is defined as: 
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      (9) 

It can be seen from the above formula that when the author's influence value ranks first 

in class c, then c

aO =1, and c

aO decreases as the author's ranking decreasing, that is, the 

author's influence value ranks lower, and the corresponding authoritative value is lower. 

Therefore, the authoritative values of all authors can be calculated using equation (9). 

Authoritative Calculation of the Paper. Generally, the higher the authority, the more 

important the paper is on the scientific research platform, and the higher the citation 
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rate of the paper by authors in related fields. On the contrary, the lower the authority, 

the lower the citation rate is. We then calculate the weight 
( )

c

pH as follows:  
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where β is a parameter. (A, B, C) respectively represents the collection of A, B and C 

category papers recommended by the CCF Association, and cp A indicates that the pa-

per p in category c belongs to A category. t represents the current time. yp represents the 

publication time of the paper p, and gp indicates the number of times the paper p has 

been cited. The authoritative value 
c

pI  of the paper p is normalized using the Sigmoid 

function. 

4.3 Recommendation Model 

In the scientific social reference network, if an author is more authoritative, it means 

that he has more citation times to high-quality papers; If the authoritativeness of a paper 

is higher, it demonstrates that it will be cited by many authors in the field. Therefore, 

this article also uses the authority of the author and the paper to measure the author's 

citations of the paper, namely: 

 
2 2 21 2
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γc is a set of pairs (authors, papers) in Qc. In formula (11), if author a has higher author-

ity in class c and the authority of the paper is also high, it means that author a has cited 

the paper multiple times. That is, the error between the predicted number of citation 

and the actual number of citation is small; In contrast, there is a large error between the 

predicted citation times and the actual citation times. 

In order to more conveniently learn the parameters, the author's authorization value 

should be set between 0 and 1, thus the time of citation is mapped to the [0,1] interval 

by using the function max( ) /f x x Q , where
maxQ is the maximum citation time. The Lo-

gistic function ( ) 1/ (1 exp( ))g x x   fixes the inner product of the predicted citation case

( )L Mc T c

a p to the interval [0,1]. Therefore, the optimization objective function in the citation 

model is defined as follows: 
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The above objective function can be minimized by performing the following gradient 

descent for all authors and papers M
c

p , L
c

a
, U

c

e
.Parameter

cλ controls the influence pro-

portion between the times of citations and the reference relationship in the training 

model. 

5 Experiments  

All experiments are performed on a computer with an Intel (R) Core (TM) i5-6402P 

CPU, 2.80 GHz, and 8 GB RAM. The Operation System is Windows 10 Professional, 

using MATLAB2017 data processing. We perform experiments on DBLP dataset to 

answer the following research questions: 

• RQ1: How does the performance of our proposed ADRCR compare with state-of-the-

art recommended methods designed to learn from a large number of recommended sci-

entific papers? 

• RQ2: Can ADRCR help to solve data sparsity problem? 

In what follows, we will first describe the experimental settings and then answer the 

above two questions. 

5.1 Experimental Settings 

In order to verify the effectiveness of the proposed method, the experiment is designed 

and verified.  

Dataset. In order to verify the effectiveness of the proposed method, 8,301 papers pub-

lished by journalists in the field of data mining (DM) in journals (DMKD, TKDE) or 

conferences (KDD, ICDM, SDM) are selected.  

Evaluation Metrics. two of the most classic evaluation metrics [18] are used in our 

experiments: mean absolute error (MAE) and root mean square error (RMSE). We per-

form 10-fold cross-validation. In each fold, 20% of the data set is randomly selected as 

the test set, and the remaining 80% is used as the training set. 

Comparison Methods and Parameter Setting. To compare and evaluate the perfor-

mance of our proposed methods, we chose the following three representative methods 

as competitors. We set the best parameters according to the corresponding references 

or based on our experiments.  

• IBCF [6]and UBCF [7]: These methods are chosen to consider only unilateral item 

or user information. 

• TrustMF [12]: It considers the dual role of users and the social trust network be-

tween the same users to improve the performance of the recommendation system, but 

it does not think over the information of the item. 

The parameters β, λc, λ, λ1, λ2, λ3 and the dimension k of the implicit feature vector 

will affect the recommended performance. By performing many experiments, it is 

found that the performance of this method is the best when the parameters β=1/2, λc=1, 

λ=0.176, λ1=λ2=λ3=0.001, and k=10. 
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5.2 Experimental Results and Analysis 

Performance Analysis(RQ1). We first compare our method with the collaborative fil-

tering recommendation performance of state-of-the-art methods. Then, we study per-

formance when the recommended number N is set to [10, 20, 50, 80]. Please note that 

for a author, our evaluation measure will rank all the unobserved papers in the training 

set. In this case, a smaller value of N will make the result more unstable. Therefore, we 

report relatively large results. The experimental results are recorded in Table 1, where 

k is the dimension of the feature space. The main observations of this experimental 

study are summarized in Table 1. 

Table 1. Performance comparisons on DBLP dataset 

N 10 20 50 80 

 Methods MAE RMSE MAE RMSE MAE RMSE MAE RMSE 

k=10 

IBCF 0.951 1.235 0.942 1.223 0.922 1.211 0.904 1.205 

UBCF 0.942 1.217 0.933 1.215 0.917 1.205 0.902 1.203 

TrustMF 0.832 1.072 0.821 1.079 0.817 1.062 0.806 1.059 

ADRCR 0.815 1.051 0.811 1.047 0.818 1.034 0.798 1.023 

 

We can observe that in terms of MAE and RMSE ,the proposed ADRCR method al-

ways outperforms other state-of-the-art methods. In particular, compared with the best 

method TrustMF, When the recommended number N is 20, 50, 80, and k=10, on RMSE, 

the performance of the ADRCR method is improved by 2.1%, 2.8% and 3.6%, respec-

tively. In addition, as the number of recommended papers increases, so does the rec-

ommendation efficiency. This shows that an accurate dual role and an approach that 

takes into account both users and items information modeling can improve recommen-

dation performance.  

Impact of Data Sparsity (RQ2). The problem of sparsity usually limits the expression 

of recommendation systems, since some papers are rarely cited by authors. Therefore, 

we investigate how our proposed ADRCR model can improve the recommendation 

performance of the paper with few citations. Specifically, we divide all authors into 

groups based on the number of citation records: [0-5, 6-10, 11-15, 16-20,>20]. In each 

group, the number of authors ranges from 100 to 200, which can eliminate the random-

ness of the experimental results. For every group, we compare the performance of our 

method with the benchmark methods. The results are shown in Fig.2. 
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(a)MAE result with a recommended number   

of 50 

 (b) RMSE result with a recommended number 

of 50 

Fig. 2. Performance of IBCF, UBCF, TrustMF and ADRCR on authors with different number 

of citation records 

It can be seen from the results that when the author cites becomes sparse, the proposed 

ADRCR performance is better than other methods. Especially for RMSE, the perfor-

mance of ADRCR is improved by 7.07% from the fifth group to the first group, while 

the performance of UBCF and TrustMF is improved by 4.70% and 5.06%, respectively. 

It is found that as the data becomes sparse, the performance gap between ADRCR and 

other methods becomes more apparent. Because the ADRCR model considers both au-

thors and papers information, it can achieve good recommendation performance for 

authors with sparse citations.  

6 Conclusions 

The traditional method of recommending scientific papers does not think over the in-

formation of authors and papers simultaneously. To this end, we propose a recommen-

dation method that considers the authority of authors and papers concurrently. Through 

the author's citations of scientific papers, find the scientific papers that the author is 

interested in, and recommend them to a large number of scientific papers. The experi-

mental results show that compares with other traditional recommendation methods, the 

proposed method has achieved good recommendation results on both evaluation indi-

cators. Especially in the topic of scientific papers, clustering is divided into different 

class by offline clustering. This not only enhances the recommendation speed, but also 

improves the recommendation efficiency.  
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