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Abstract. How to improve the classification accuracy is a key issue in
four-class motor imagery-based brain-computer interface (MI-BCI) sys-
tems. In this paper, a method based on phase synchronization analysis
and common spatial pattern (CSP) algorithm is proposed. The proposed
method embodies the idea of the inverted binary tree, which transforms
the multi-class problem into several binary problems. First, the phase
locking value (PLV) is calculated as a feature of phase synchronization,
then the calculated correlation coefficients of the phase synchronization
features are used to construct two pairs of class. Subsequently, we use
CSP to extract the features of each class pair and use the linear dis-
criminant analysis (LDA) to classify the test samples and obtain coarse
classification results. Finally, the two classes obtained from the coarse
classification form a new class pair. We use CSP and LDA to classify the
test samples and get the fine classification results. The performance of
method is evaluated on BCI Competition IV dataset IIa. The average
kappa coefficient of our method is ranked third among the experimental
results of the first five contestants. In addition, the classification perfor-
mance of several subjects is significantly improved. These results show
this method is effective for multi-class motor imagery classification.

Keywords: Electroencephalography · Motor Imagery · Phase Synchro-
nization · Common Spatial Pattern · Linear Discriminant Analysis.

1 Introduction

Brain-computer interface (BCI) is a direct communication and control channel
between the human brain and a computer or other electronic device,through
which people can express ideas or manipulate devices directly through the brain
without using language or action [1]. It can effectively improve the ability of pa-
tients with severe disabilities to communicate with the outside or control external
environment [2]. The BCI research team often use EEG to measure the biologi-
cal brain signal [3]. Brain wave is a method of recording brain activity using the
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electrophysiological index [4]. It records the wave changes during brain activity
and is the overall reflection of the electrophysiological activity of the brain cells
in the cerebral cortex or scalp surface [5]. When a certain region of the cerebral
cortex is activated by the senses, action instructions or motion imagination and
other stimuli, the region’s metabolism and blood stream increase, at the same
time, the information is processing. These can lead to the amplitude reduction
or block of the corresponding band of the EEG signal. This kind of electrophys-
iological phenomenon is called ‘event-related desynchronization’ or ERD. The
brain exhibits a significant increase in electrical activity at quiescent conditions,
which is called ‘event-related synchronization’ or ERS [3]. The theoretical basis
of motion imagination lies in ERS and ERD.

Motor imagery (MI) refers to a psychological process that there are individual
rehearsal and simulation of the given actions but no obvious physical activity [6].
Relevant studies have shown that the neuronal activity of the primary sensori-
motor areas generated by motor imagery is similar to the neuron activities of
primary sensorimotor areas generated by actual motion [7] [8]. The biggest ad-
vantage of the motor imagery-based brain-computer interface (MI-BCI) system
is that the EEG signal is generated by imagination without relying on any sen-
sory stimulation.Therefore, many BCI teams based on motion imagination are
devoted to the study of EEG feature extraction and classification algorithms,
especially for the classification of the four-class motor imagery. Peng et al. [9]
proposed a discriminative extremum learning machine with a supervised sparse
preservation (SPELM) model, which is effective in multi-class classification tasks
and regression tasks.Gouy-Pailler et al. [10] proposed maximum likelihood frame-
work to improve the classification recognition rate of multi-class BCI paradigms,
bridging the gap between the common spatial model (CSP) and blind source
separation (BSS) of non-stationary sources. The average kappa value is 0.50.
Nicolas-Alonso et al. [11] used a method for classifying four-level motion imag-
ing tasks by combining adaptive processing and semi-supervised learning. The
kappa coefficient is 0.70. He et al. [12] constructed a common Bayesian network
by selecting relevant channels using nodes with common and different edges, and
then classified them with SVM. The average kappa coefficient reaches 0.66.

The main purpose of this paper is to propose an inverted binary tree clas-
sification method which combines phase synchronization analysis and common
spatial pattern (CSP). This method can improve the classification accuracy of
multi-class motor imagery EEG. We assess this method on the data set IIa which
contains four different motor imagery tasks. First, the phase locking value (PLV)
is calculated as a feature of phase synchronization, then the calculated correla-
tion coefficients of the phase synchronization features are used to construct two
pairs of class. Then, we use CSP to extract the features of each class pair and use
the linear discriminant analysis (LDA) to classify the test samples and obtain
coarse classification results. Finally, the two classes obtained from the coarse
classification form a new class pair. CSP and LDA are still used to classify the
test samples and get the fine classification results



Coarse-to-Fine Classification of Motor Imagery-based BCI 3

This paper is organized as follows. Section 2 describes the BCI Competition
IV dataset IIa. In section 3, processing methods and all steps of the proposed
method are described in detail. Experimental results are presented in section 4.
Finally, section 5 concludes the paper.

2 Data acquisition

Our experiment uses the dataset IIa, which is available from the 4th Interna-
tional BCI Competition (BCI-IV) and is provided by the Graz Technical Univer-
sity. Detailed description about dataset IIa can be downloaded from the website
(http://www.bbci.de/competition/iv/#datasets). It consists of EEG data from
nine subjects (named as A01, A02, A03, A04, A05, A06, A07, A08, A09, respec-
tively). The cue-based BCI paradigm comprises four classes of motor imagery
EEG measurements, namely left hand (class 1), right hand (class 2), feet (class
3), and tongue (class 4). Two sessions are recorded for each subject on different
days, one for training and the other for evaluation. Each session is composed
of 6 runs separated by short breaks. Each run consists of 48 trials (each class
appears 12 times), yielding 288 trials per session. The timing scheme of one trial
is illustrated in Fig. 1.

Fig. 1. Timing scheme of the paradigm for recording dataset IIa.

The subjects sit in the comfortable armchair in front of the computer screen.
A cue arrow indicates to perform the desired motor imagery task. The exper-
imental data are recorded with 22 Ag/AgCl electrodes (3.5cm inter-electrode
distance) and 3 monopolar EOG channels. The signals are sampled with 250 Hz
and bandpass-filtered between 0.5Hz and 100Hz.

The competition requires participants to provide a continuous classification
output for each sample in the form of class labels that could be ‘1’, ‘2’, ‘3’ or ‘4’.
The winner is the algorithm with the largest kappa value.
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3 Methods

3.1 Data preprocessing

In this work, the original signals derived from the BCI-IV are intercepted into
single-trial data. The above-described data is then filtered between 8 Hz and
30 Hz with a third-order Butterworth bandpass filter. This band-pass frequency
range is used because it covers both mu (8-12Hz) and beta (18-25Hz) rhythms.
It can be seen from the timing scheme of one trial that the real motor imagery is
starting at 3s. Therefore, for the following feature extraction and classification,
the 3s data from 3s to 6s are intercepted from the filter data. The length of data
for each sample is 750 data points.

3.2 Phase synchronization analysis

Phase synchronization analysis is based on the interrelation of the phase and
the EEG with synchronization angle [13]. It can retain the phase components of
EEG signals and inhibit the impact of amplitude.

For a continuous time signal x(t) recoded from channel x, its complex analysis
signal by Hilbert transform can be defined as:

Zx(t) = x(t) + ix̃(t) = Ax(t)eiΦx(t) (1)

where Ax(t) and Φx(t) are the instantaneous amplitude and instantaneous phases
of signals x(t), respectively. x̃(t) is the Hilbert transform of Φx(t). Analogously,
y(t) represent the signal recoded from channel y, we define Zy(t) = Ay(t)eiΦy(t)

for signal y(t).

There are many methods to measure synchronization. PLV is an important
measure of phase synchronization when studying biosignals, especially electrical
brain activities [14], and is defined as:

PLV = | < exp(i{Φx(t)− Φy(t)}) > | (2)

where < . > means the averaging operator of a continues time t. Φx(t) and
Φy(t) are the instantaneous phases of the analytical signals Zx(t) and Zy(t),
respectively.

Every two channels can be used to build different channel pairs. Dataset IIa
has 22 channels. We calculate PLV of all channel pairs. And a symmetric matrix
K with dimension c× c can be obtained. The matrix K is given as:

K =


1 k12 . . . k1c
k21 1 . . . k2c
...

...
...

...
k(c−1)1 k(c−1)2 . . . k(c−1)c

kc1 kc2 . . . 1

 (3)
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The average PLV is defined as:

PLVavgi =
1

Ni

∣∣∣∣∣
Ni∑
n=1

〈exp(j{Φx(t)− Φy(t)})〉

∣∣∣∣∣ (4)

where Ni is the number of samples belonging to class i. i denotes either class 1,
2, 3 or 4.

3.3 Correlation coefficients of phase synchronization features

The correlation coefficient calculation formula is defined as:

ri =

∑
m

∑
n(Amn −A)(Bmn −B)√∑

m

∑
n (Amn −A)2(Bmn −B)2

(5)

where A represents a symmetric matrix composed of the PLV value of a test
sample, and B represents a symmetric matrix composed of the average PLV
values of the training samples of each class. A is equal to mean(A) and B is
equal to mean(B). m and n denote the row and column of the matrix A and
B, respectively. In this paper, as introduced in the section 3.2 , m and n are the
same , which are equal to the number of EEG signal channels. The dataset IIa
contains four classes of motor imagery EEG data, so each test sample will form
four correlation coefficients. Thereby, a column vector R can be obtained:

R =
[
r1r2r3r4

]T
(6)

where r1, r2, r3 and r4 denote the correlation coefficient.
Then we can get a new column vector c from r, and c can be expressed as:

c =
[
r
′

ar
′

br
′

cr
′

d

]T
, r

′

a > r
′

b > r
′

c > r
′

d (7)

r
′

a = abs(ri −mean(R)). Analogously, r
′

b, r
′

c and r
′

d have the same meaning.

3.4 Coarse classification and fine classification

The proposed method mainly consists of two aspects: coarse classification of test
samples based on phase synchronization feature correlation coefficients and fine
classification of test samples based on coarse classification.

For coarse classification, we use the two classes of EEG data set corresponding
to the first two correlation coefficients in c as the training samples for CSP
feature extraction, and use LDA to classify the test samples. The test samples
are classified into one of the two classes. The same operation on the last two
correlation coefficients and the result are classified into the other classes.

For fine classification, with the result of coarse classification, we can get a
new pair of class and then make fine classification of the test sample with the
CSP and LDA to acquire final classification result.
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3.5 Summary of the proposed method

Fig. 2 shows a detailed flow chart of the proposed method. The method includes
several stages: signal preprocessing with a third-order Butterworth bandpass fil-
ter, use phase synchronization analysis to measure the relationship between two
different channels, calculate the correlation coefficients of phase synchroniza-
tion features, coarse classification and fine classification (CSP is used to extract
features and LDA is employed to classify a test sample).

Fig. 2. Flow chart of the proposed method.

4 Experiments

4.1 Phase synchronization features

Dataset IIa uses 22 electrodes for data acquisition, including four-class motor
imagery tasks. For training data sets, we calculate the PLV of all channel pairs
and get the average PLV of each class. Each class includes 72 samples. Taking
the subject A03 as an example, the average PLV matrices of each class is shown
in Fig. 3. The matrix contains the interaction between the channel pairs and
the instantaneous phase between the channels. The closer the chroma to 1, the
more synchronized the EEG signals of the two channels. It can be seen from
the figure that the average PLV feature obtained from various classes of EEG
training sample is different, which can be used to classify the EEG signal.

4.2 Topography of optimal spatial filter

The proposed algorithm utilizes one versus one CSP algorithm to find the appro-
priate spatial filter which can maximize the difference between the two classes.
That is, the variance of one class is maximized while the variance of the other
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Fig. 3. The average PLV matrices of each class on training dataset.

class is minimized. In this paper, the optimal spatial filter is constructed by se-
lecting 8 optimal projection directions (the first 4 rows and the last 4 rows). The
projection direction of the spatial filter can be visualized by brain topography.
Fig. 4 shows the first and the last columns of the CSP filter,which corresponds
to the maximum and the minimum eigenvalues of subject A03. The brain topog-
raphy reflects the neural activity of the brain intuitively. After optimizing the
pairing, there are significant differences in the EEG data of the two classes of
motor imagery in each class pair. From the figure, we can also see the features
of ERD / ERS produced by four kinds of motor imagery, which are effective for
the classification of EEG data.

4.3 CSP features subspace mapping

The CSP algorithm is used to calculate the eigenvector, and each sample pro-
duces an 8-dimensional eigenvector, i.e. f = [f1, f2, · · · , f8]. Take the subject A03
as an example, we select two spatial features from the optimized CSP features
as the research object. The final result can carry out by optimizing group for
three times only and constructing three spatial filters. Fig. 5 shows the feature
subspace mapping between the optimized combinatorial classes. The optimized
combination is as follows: first, Fig. 5(a) and Fig. 5(b) make coarse classification
of the combination of class 2 and class 4, and the combination of class 3 and class
1. Then, Fig. 5(c) obtain new optimization group and make fine classification of
class 2 and class 1, which is eventually divided into class 2.
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Fig. 4. Topographic map of the first and last eigenvector of CSP filters for classifying
different single-trial test samples, and 22 electrode locations. The results for subject
A03 are shown.

Fig. 5. (a) Feature subspace mapping of class 4 and class 2, coarse classification. (b)
Feature subspace mapping of class 3 and class 1, coarse classification. (c) Feature
subspace mapping of class 2 and class 3, fine classification.
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4.4 Classification results

After coarse classification and fine classification, the predicted label by experi-
ment and the real label are compared to determine the coarse classification and
fine classification accuracy. Table 1 shows the classification accuracy of method
proposed in this paper in handling the dataset IIa.

Table 1. coarse classification accuracy and fine classification accuracy of BCI Compe-
tition IV Dataset IIa.

Mean A01 A02 A03 A04 A05 A06 A07 A08 A09

coarse(middle acc) % 81.75 96.9 72.6 91.7 74.0 62.2 65.3 93.4 87.2 92.7
fine(final acc) % 62.66 78.8 52.8 73.6 50.4 37.2 40.3 74.0 77.8 79.2

Table 1 shows that the nine subjects have a coarse classification whose ac-
curacy range from 62.2% (A05) to 96.9% (A01) with an average of 81.75%. The
fine classification accuracy range from 37.2% (A05) to 79.2% (A09) with an av-
erage of 62.66%. Obviously, the accuracy of coarse classification will affect the
fine classification accuracy to a certain extent. The coarse classification accu-
racy of some subjects is about 90%, such as A01, A03, A07, A08, A09, and the
corresponding fine classification accuracy is higher than other subjects.

We also calculate the confusion matrix of the four subjects, as shown in Fig. 6.
It can be seen from the figure that the accuracy rate of right-hand motor imagery
of subjects A03 is 100%, which is higher than all the other subjects. However,
the accuracy of his feet motor imagery is the lowest. It can be inferred that
the subject may be more concentrated during the right-hand motor imagery. In
addition, the diagonal elements of the confusion matrix are always the largest,
which indicates that the proposed method is applicable to the classification of
multi-class motor imagery tasks.

A01 A03

Left 72.23 19.44 1.39 6.94 Left 73.61 18.05 4.17 4.17

Right 8.33 87.50 4.17 0.00 Right 0.00 100.00 0.00 0.00

Foot 4.17 1.39 76.39 18.05 Foot 2.78 15.28 51.39 30.55

Tongue 2.78 0.00 18.05 79.17 Tongue 1.39 9.72 19.44 69.45

A08 A09

Left 83.33 1.39 15.28 0.00 Left 94.44 4.17 1.39 0.00

Right 1.39 77.78 15.28 5.56 Right 13.89 61.11 20.83 4.17

Foot 4.17 1.39 90.27 4.17 Foot 9.72 8.33 76.39 5.56

Tongue 8.33 13.89 18.06 59.72 Tongue 4.17 4.17 6.94 84.72

Fig. 6. Confusion matrices of four different subjects.
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In the dataset IIa BCI competition IV, the winner is the method with the
largest kappa coefficient. In order to make a fair comparison with the outcome
of the competition, we use the same standard, that is, the kappa value obtained
according to [15]. Table 2 presents the kappa values obtained from the proposed
method in this paper and the best five competitors. A description of the results
and the methods are provided on the website(http://www.bbci.de/competition/iv/
results/index.html).

Table 2. Kappa values of the performance of the proposed method and five best
competitors in dataset IIa BCI competition IV.

Mean A01 A02 A03 A04 A05 A06 A07 A08 A09 rank

Kai Keng Ang 0.57 0.68 0.42 0.75 0.48 0.40 0.27 0.77 0.75 0.61 1st
Liu Guangquan 0.52 0.69 0.34 0.71 0.44 0.16 0.21 0.66 0.73 0.69 2nd

Our method 0.50 0.72 0.37 0.65 0.34 0.16 0.20 0.65 0.70 0.72
Wei Song 0.31 0.38 0.18 0.48 0.33 0.07 0.14 0.29 0.49 0.44 3rd

Damien Coyle 0.30 0.46 0.25 0.65 0.31 0.12 0.07 0.00 0.46 0.42 4th
Jin Wu 0.29 0.41 0.17 0.39 0.25 0.06 0.16 0.34 0.45 0.37 5th

Table 2 shows that our approach produces quite good results in multi-class
and multi-channel EEG identification, with the average kappa coefficient ac-
counting for the third of the six different approaches, slightly below the first
contestant (down 0.07) [16] and the second contestant (down 0.02) [17]. How-
ever, our algorithm has a significant advantage (up to 0.19) compared to the
original third of the contestants. In addition, we can also see the kappa coeffi-
cient of subject A01 and subject A09 is the highest among the six methods.

5 Conclusion

We have proposed a coarse-to-fine classification method based on phase synchro-
nization and common spatial pattern to extract effective features and improve
classification accuracy. Phase-locking value is used to measure the phase synchro-
nization relationship and spatial information between two different channels. The
correlation coefficients of phase synchronization features are calculated to con-
struct several class pairs. The CSP is used for feature extraction and the LDA
is used to classify the selected features in coarse classification and fine classifica-
tion. The core idea of this method is to obtain the feature coefficient relationship
between EEG signals by using phase synchronization and optimize the pair com-
bination of various classes of EEG data. This method can reduce the number of
spatial filters and weaken the impact of the two-class pairs with higher feature
coincidence on the classification results. The effective combination of features is
only used to improve the classification accuracy. We conduct the experiment on
the dataset IIa to evaluate the performance of the proposed method. The exper-
imental results show that the average classification accuracy can reach 62.66%.
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The algorithm has good feature extraction ability and increases the classification
accuracy of multi-class EEG signals.
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