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Abstract

Black Sigatoka Disease, also called Black Leaf Streak Disease (BLSD), is caused

by the fungus Mycosphaerella fijiensis and is arguably one of the most important

pathogens affecting the banana and plantain industries. Theoretical results

on its dynamics are rare, even though theoretical descriptions of epidemics of

plant diseases are valuable steps toward their efficient management. In this

paper, we propose a mathematical model describing the dynamics of BLSD on

banana or plantain leaves within a whole field of plants. The model consists of a

system of periodic non-autonomous differential equations with a time delay that

accounts for the time of incubation ofM. fijiensis spores. We compute the basic

reproduction number of the disease and show that it does not depend on the

time delay, meaning that the persistence of BLSD would not qualitatively change

even if the incubation period of the pathogen is perturbed. We derive local and

global long-term dynamics of the disease and provide numerical simulations to

illustrate our results.
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1. Introduction

Banana is grown in more than 120 countries around the world, primarily

in the tropical, rain-fed regions of Africa, Asia, and Latin America, where it is

very important in the food security of more than 400 million people and con-

stitute an employment and income source for local populations [1]. It is also

the fourth most produced agricultural product after rice, wheat, and corn and

its cropping systems are very diverse around the world, with mixed objectives

such as self-consumption, sales on local markets, export [1, 2]. About 34% of the

annual world production of plantain is produced in Africa, among which around

16% is traded internationally and 84% is consumed locally(FAOSTAT, 2012).

Its culture predominates in the lowlands of the humid tropics in central Africa,

particularly in Cameroon, DRC, Congo, Gabon, and certain West African coun-

tries, notably, Nigeria, Ivory Coast, Ghana, Guinea, and Liberia. In Cameroon,

plantain occupies the eighth rank in food productions (FAO, 2010), with an

annual production of 1.4 million tons. This crop involves many stakeholders

(more than 600,000 producers and around 40,000 tradesmen) and contributes

to 2% of the gross domestic product [3].

Unfortunately, both banana and banana-plantain cultures are hampered by

plant-parasitic nematodes, insect pests, and foliar fungi. Black sigatoka disease

also called black leaf streak disease (BLSD) is caused by a pathogen fungus,

Mycosphaeralla fijiensis, which is the most costly and damaging banana leaf

disease worldwide [4]. M. fijiensis (Morelet) reproduces sexually and asexually

and emits two kinds of spores that are responsible for the spread of the disease.

The sexual spores (ascospores) are the product of sexual reproduction, while

asexual spores (conidia) are produced through asexual reproduction. BLSD

causes a more or less generalized drying of the foliar system leading to yield

losses ranging from 20 to more than 50%[5]. BLSD also caused a 40% reduction

in fruit weight. Fruits from plants with a high degree of BLSD undergo an

altered maturation process leading to early ripening of fruit[6]. Therefore, the

control of this disease relies on some cultural practices and extensive use of

3



fungicides [7, 4]. These methods have contributed to the eradication of BLSD

from commercial plantations in Australia [8]. However, uses of fungicides are

potentially detrimental, not only to the environment but also to those who live

and work in the surrounding areas [4]. Besides, the use of fungicides can lead

to the appearance of resistant strains of M. Fijiensis [5].

Mathematical modelling has proven to be valuable in understanding the

dynamics of many plant disease[9]. In the 2000s and the early 2010s, a huge

set of authors proposed more or less generic models to describe plant disease

dynamics [10, 11, 12, 13, 14]. In the special case of banana diseases, not many

models exist in the literature. Although, Tankam et al. recently build a model to

describe and control the dynamics of a banana soilborne pest in a multi-seasonal

framework [15], following a framework of Mailleret et al [16]. Concerning BLSD,

Ravigné et al. proposed a SIR model using a system of ordinary differential

equations (ODE) in which the effect of mate limitation on the dynamics of M.

Fijiensis was studied[17]. In the same way, Hamelin et al. relied on a simple

model with two coupled partial differential equations to evaluate the impact of

mate limitation on the spreading speed of fungal plant parasites in which, only

sexual spores diffuse [18]. These two models do not incorporate time-dependence

of population parameters or intraguild predation among parasites infecting the

same host [19].

The purpose of this work is to analyse the influence of the incubation du-

ration of BLSD and seasonal changes in parameters on the dynamics of the

interactions between banana/plantain plants and the fungus M. Fijiensis’s tak-

ing into account its two spore production means. In fact, several authors have

proven the importance of some periodic climatic factors like relative humidity

and temperature in the disease incidence [20, 5, 21], and there is no known

study on the influence of the disease incubation period. Host-pathogen models

being an effective tool to develop decision support for the control of airborne

fungal diseases of major field crops [22], we propose a host-pathogen periodic

model with time delay based on the epidemiological cycle of the disease with

incubation periods.
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The present work is organized as follows: Section 2 deals with the construc-

tion of our periodic model with time delay, based on our biological knowledge

of the disease. In section 3, we analyze the global stability of our solutions with

and without delay and illustrate our results in Section 4. We then discuss our

results in Section 5 and summarize our results and outcomes in Section 6.

2. The model formulation

2.1. Biological background

The fungus M. Fijiensis performs its entire life cycle on the banana plant

and has a cycle that consists of four distinct stages. These stages include the

contamination stage (deposit and spore germination), the incubation (entering

host), symptom development, and spore production (Figure1) [4, 21]. It has

been noticed in the literature that each stage of this cycle is strongly influenced

by climatic conditions such as temperature and relative humidity [20, 5, 21].

As for a large range of fungal plant diseases, healthy leave densities decrease

over time so that most infections occur by spore deposition and germination on

young leaves. When humidity and water are in a relatively high amount during

the contamination stage, these spores take from 2 to 3 hours to germinate [7].

The incubation period begins with the fungus penetrating the leaf and ends

with the appearance of first symptoms, namely: small specks that become

streaks running parallel to the leaf veins and which aggregate to form larger

compound streaks that vary in colour from rusty red to dark-brown to black,

depending on the pathogen[4, 8]. It seems that the incubation period is in-

versely proportional to the quantity of inoculum that is laid on the leaf [23].

In favorable conditions, the fastest incubation duration ranges between 10 and

14 days but varies considerably depending on the host cultivar [7]. The dis-

ease symptoms keep growing until the final stage of lesion development, which

corresponds to the conidial latency. The streaks eventually form fusiform or

elliptical spots that coalesce, form a water-soaked border with variable degrees

of a yellow halo, and eventually, merge to cause extensive leaf necrosis[4, 8].
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The spore production stage begins with asexual spore production. Mean-

while, lesions keep on growing to form large necrotic areas. At some point

the mycelia become sexually mature and sexual reproduction may occur be-

tween two adjacent mycelia in structures called pseudothecia, resulting in sexual

spores.

Ascospores are the product of sexual reproduction, while conidia are pro-

duced through asexual reproduction and these spores are responsible for the

spread of the disease. Conidia and ascospores can become wind-borne within

infected plantations and travel up to several tens of kilometres away from dis-

ease sources, but ascospores play the most important epidemiological role in the

spread of the disease through wind-borne dispersal [24, 25].

About banana leaves reproduction, approximately once a week, a young ba-

nana leave deploys at the top of the stem and develops for approximately 12

weeks, progressively drooping down as new leaves are produced such as illus-

trated at the left of Figure 1. New leaves then dry and fall on the ground,

where, depending on agricultural practices, they may or may not be removed.

It is advisable to remove any leaf that shows necrotic lesions on its surface in

order to reduce the fungus reservoir. Susceptibility to infection is maximal upon

leaf emergence and decreases over time.

2.2. modelling

According to the previous biological background, we build a pathogen-host

T-periodic delayed model describing the interaction between M. fijiensis spores

and banana leaves. We consider a whole banana field and make the following

additional modelling assumptions:

• We name N the total leaf biomass that is subdivided between healthy (or

susceptible) leaves S and infected leaves X. In most banana plantations,

bananas regularly produce healthy new leaves so that the density of plant

tissue can be considered relatively constant at the scale of the pest[18]. N

is therefore assumed constant.
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Figure 1: The biological cycle of Black Sigatoka diseases on a banana plant[17]. The infection

occurs at spore deposits on leaves and germinates into stomata. Lesions grow up with mycelial

growth. After a latent stage, they start producing asexual spores, called asexual spores (coni-

dia), in specific structures called conidiophores (M. fijiensis) or sporodochia (M. musicola).

Meanwhile, lesions keep on growing to form large necrotic areas. At some point these become

sexually mature and sexual reproduction may occur between two adjacent mycelia, in struc-

tures called pseudothecia, resulting in sexual spores (ascospores). Both conidia and ascospores

can initiate new lesions

7



• We assume that the rate of new leaf emission and leaf mortality is dis-

ease independent so that the leaf mortality is the same for infected leaves

and healthy leaves. This because the fungus occupies leave units with-

out necessarily inducing additional mortality. We denote m the constant

mortality rate of leaves.

• We term by the state variables Y (t) and Z(t) respectively the number of

sexual and asexual spores of the pathogen.

• Sexual spores and asexual spores infect healthy leaves with respectively

non-constant rates β(t) and α(t). Both sexual and asexual spores succeed

to infect a healthy leaf after contact with the same probability 0 < p < 1

[20].

• The amount of spores produced by infected leaves per unit of time is non-

constant and termed γ(t) and σ(t) respectively for sexual spores (conidia)

and asexual spores(ascospores).

• The time of latency before the production of asexual spores after spore

deposit is described by a time delay termed τ [20].

Figure 2 summarizes the previous assumption from which we derive the

following dynamics.

• Taking a frequency dependent infestation p [β(t)Y (t) + α(t)Z(t)]
S(t)

N
, the

dynamics of healthy leaves and infected leaves are given respectively by:

Ṡ(t) = mN − p [β(t)Y (t) + α(t)Z(t)]
S(t)

N
−mS(t) (1)

and

Ẋ(t) = p [β(t)Y (t− τ) + α(t)Z(t− τ)]
S(t− τ)

N
−mX(t) (2)

• The asexual spore dynamics are given by:

ż(t) = σ(t)X(t)− α(t)Z(t), (3)

where σ(t)x(t) is the asexual spores production function.
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• As the production of sexual spores results from the interaction between

two individuals with compatible mating types (+ and −), it is conditioned

by the local presence of mating partners. We assume that that the sexual

spore production function is given by f(x, y) =
2xy

x+ y
[26], where x and y

are densities associated with both mating types. Indeed, if we consider X+

and X− the lesion densities of sexual types (+) and (−) respectively, then

f(X+, X−) =
2X+X−

X+ +X−
. Hence the dynamic of sexual spores is given by

Ẏ (t) = γ(t)f(X+, X−) − β(t)Y (t). Hence, assuming a balanced mating-

type ratio i.e. X+ = X− =
X

2
, we obtain the sexual spores equation :

Ẏ (t) =
γ(t)

2
X(t)− β(t)Y (t). (4)

We summarize all the above dynamics in the following 4-dimensional delayed

equation that describes the interaction between M. fijiensis spores and banana

plant, considered as perennial, at the scale of a whole banana field:





dS

dt
= mN − p [β(t)Y (t) + α(t)Z(t)]

S(t)

N
−mS(t),

dX

dt
= p [β(t)Y (t− τ) + α(t)Z(t− τ)]

S(t− τ)

N
−mX(t),

dY

dt
=
γ(t)

2
X(t)− β(t)Y (t),

dZ

dt
= σ(t)X(t)− α(t)Z(t);

(5)

with initial conditions S(θ) = ϕ1(θ) ≥ 0, X(θ) = ϕ2(θ) ≥ 0, Y (θ) = ϕ3(θ) ≥ 0

and Z(θ) = ϕ4(θ) ≥ 0 for θ ∈ [−τ, 0], where ϕ ∈ C([−τ, 0],R4), the Banach

space of continuous functions mapping the interval [−τ, 0] into R3 equipped

with the norm ||ϕ|| = sup
−τ≤t≤0

|ϕ(t)|.
Since, the total leaf biomass N is constant, the biomass of healthy leaves

can be deduced from the infected leaf biomass through the delayed equation
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S(t− τ) = N −X(t− τ). The dynamics of the infected leaves become :

Ẋ(t) = p [β(t)Y (t− τ) + α(t)Z(t− τ)]

(
1− X(t− τ)

N

)
−mx(t), (6)

and we drop the dynamics of healthy leaves.

Considering the state variables x =
X

N
, y =

Y

N
and z =

Z

N
representing

ratios, System 5 becomes:




dx

dt
= p [β(t)y(t− τ) + α(t)z(t− τ)] (1− x(t− τ))−mx(t),

dy

dt
=

γ(t)

2
x(t)− β(t)y(t),

dz

dt
= σ(t)x(t)− α(t)z(t),

(7)

with initial conditions x(θ) = ϕ1(θ) ≥ 0, y(θ) = ϕ2(θ) ≥ 0 and z(θ) = ϕ3(θ) ≥ 0

for θ ∈ [−τ, 0], where ϕ ∈ C([−τ, 0],R3).

The functions β(t), α(t), γ(t) and σ(t) are continuous, positive and T-

periodic such that the same dynamics occur over several cropping seasons.

Table 1 summarizes the parameters of System 7 and their dimensions.

3. Mathematical Analysis

3.1. Positivity and boundedness of solutions

Lemma 1. : Let us consider System (7) with its initial conditions. Its trajec-

tories are non-negative and bounded.

Proof. : Let us consider the spaces C = C([−τ, 0],R3) and C+ = C([−τ, 0],R3
+).

Then, (C, C+) is an ordered Banach space equipped with the maximum norm

and the positive cone C+.
Let us consider ut : [−τ, 0] −→ R with ut(θ) = u(t + θ) for t ≥ 0 and

θ ∈ [−τ, 0].

System(7) can take the following form

u̇(t) = f(t, ut), (8)
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Figure 2: Schematic representation of the interaction between M. fijiensis spores and

banana plant as described by System(5). The infection begins with the spore deposit

on a healthy leaf with the rates β(t) for the sexual spores and α(t) for the asexual

spores. After germination, penetration on the leaf and incubation, there is an asexual

spore production with the rate σ(t) and a sexual spore production with the rate γ(t).

After their production, spores are dispersed to form a new focus.

Symbol Meaning Dimension

p Sexual and asexual spores infectivity none

γ Sexual spore production rate spores per day

σ Asexual spore production rate spores per day

β Sexual spore dispersal rate spores per day

α Asexual spore dispersal rate spores per day

m Catabolism rate of plant leaves days−1

τ Asexual latency days

T Cropping season duration days

x Density of infected leaves \
y Density of sexual spores Spores per unit of leaf biomass

z Density of asexual spores Spores per unit of leaf biomass

Table 1: Parameters of System 7 and their dimensions.
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where for φ ∈ C,

f1(t, φ) = p [β(t)φ2(−τ) + α(t)φ3(−τ)] (1− φ1(−τ))−mφ1(0),

f2(t, φ) =
γ(t)

2
φ1(0)− β(t)φ2(0),

f3(t, φ) = σ(t)φ1(0)− α(t)φ3(0).

It is well known that f is continuous for (t, φ) ∈ R+ × C([−τ, 0],R3
+) and

f(t, φ) is Lipschitz with respect to φ on each compact subset of C([−τ, 0],R3
+).

By the general theory of linear functional differential equations ([27], section

8.1), it follows that, for any s ∈ R and φ ∈ C+, there is a unique solution

u = u(s, φ) of System (7) defined on its maximal interval of existence [s, δs)

with us = φ.

Let us consider φ = (φ1, φ2, φ3) ∈ C([−τ, 0],R3
+). If φi(0) = 0 for some

i = 1, 2, 3, then fi(t, φ) ≥ 0. It follows by [28] that for any φ ∈ C([−τ, 0],R3
+),

and s ∈ R, the unique solution u = u(s, φ) of System (7) with us = φ satisfies

ut(φ) ∈ C+ for all t ∈ [s, δs).

Let us consider s(t), the density of susceptible leaf. For all t ∈ R+, s(t) +

x(t) = 1 and this implies x(t) ≤ 1 for all t ∈ R+. Let

βm = min
0≤t≤T

β(t), αm = min
0≤t≤T

α(t)

and

σM = max
0≤t≤T

σ(t), γM = max
0≤t≤T

γ(t).

The second equation of System (7) implies ẏ(t) ≤ γM
2
− βmy(t) and finally

y(t) ≤ γM
2βm

. The third equation of System (7) implies z(t) ≤ σM
αm

. Therefore,

x, y and z are bounded and the set

Γ = {0 ≤ x(t) ≤ 1; 0 ≤ y(t) ≤ γM
2βm

; 0 ≤ z(t) ≤ σM
αm

, ∀t ≥ 0}. (9)

is a positively invariant set for system (7).
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3.2. Existence and stability of solutions

System (7) always has P (t) ≡ (0, 0, 0) as disease-free solution. In order to

analyze the stability of this solution and the disease persistence, we consider

the case without delay (τ = 0) and the case with delay (τ > 0).

Before the study, we briefly review the Floquet theorem. For more details

of Floquet theory, we refer to [27, 29, 30]

Floquet exponents or characteristic multipliers are defined in terms of a

fundamental matrix, solution of non-autonomous linear systems. The challenge

here is to be able to determine the Floquet exponents without knowing explicit

solutions. In fact, for many non-autonomous linear systems, analytical solutions

in an explicit form are hard to obtain.

Let us consider the following homogeneous linear periodic system

Ẋ = A(t)X, (10)

where A(t+ T ) = A(t), T > 0, X ∈ Rn and A(t) is a n× n real matrix-valued

function of t.

The stability of a periodic system is given by the following theorem.

Theorem 3.1. ( Theorem 7.1 Hale’s book [31]).

1. A necessary and sufficient condition that System (10) is uniformly stable

is that the modulus of characteristic multipliers are less or equal to 1 (Flo-

quet exponents have negative real parts) and the multiplicity of those with

modulus equal to 1 (Floquet exponents with real parts equal to 0) is equal

to 1.

2. A necessary and sufficient condition that System(10) is uniformly asymp-

totically stable is that the modulus of all characteristic multipliers are less

than 1 (all Floquet exponents have negative real parts).

Let (Rn,Rn+), be the standard ordered n-dimensional Euclidean space with

a norm ||.||. For u, v ∈ Rn, we write u ≥ v provided u− v ∈ Rn+, u > v provided

u − v ∈ Rn+ \ {0} and u � v provided u − v ∈ int(Rn+), where int(Rn+) is the
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interior of Rn+.

Recall that a n×n matrix (aij) is said to be cooperative if all of its off-diagonal

entries are nonnegative; irreducible if its index set {1, 2, ..., n} cannot be split

into two complementary sets (without common indices) {m1,m2, ...,mp} and

{k1, k2, ..., kq} (p+ q = n) such that amikj = 0,∀1 ≤ i ≤ p, 1 ≤ j ≤ q.
Let A(t) be a continuous, cooperative, irreducible, and T−periodic n × n

matrix function, Φ(t) be the fundamental solution matrix of the linear ordinary

differential system ẋ = A(t)x and r(Φ(T )) be the spectral radius of Φ(T ). It

then follows from [32] that Φ(t) is a matrix with all entries positive for each

t > 0. By the Perron-Frobenius theorem, r(Φ(T ) is the principal eigenvalue

of Φ(T ) in the sense that it is simple and admits an eigenvector v∗ � 0. The

following result is useful for our subsequent comparison arguments.

Lemma 2. ([32], Lemma 2.1) Let µ =
1

T
ln r(Φ(T )) the Floquet exponent as-

sociated to r(Φ(T )). Then there exists a positive,T-periodic function v(t) such

that eµtv(t) is a solution of system ẋ = A(t)x.

3.2.1. Global stability of disease free solution without delay

When τ = 0, System 7 is resumed to the following:





ẋ = p(β(t)y(t) + α(t)z(t))(1− x(t))−mx(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σ(t)x(t)− α(t)z(t),

(11)

with initial conditions x(0) = x0 ≥ 0, y(0) = y0 ≥ 0 and z(0) = z0 ≥ 0.

We assume that the parameters of System 11 are non-negative and

∫ T

0

β(t)dt > 0,

∫ T

0

α(t)dt > 0,

∫ T

0

γ(t)dt > 0 and

∫ T

0

σ(t)dt > 0.

System 11 linearized around the DFE is written:





ẋ = −mx(t) + pβ(t)y(t) + pα(t)z(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σ(t)x(t)− α(t)z(t),

(12)
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Or in the following compact form:

Ẋ(t) = A(t)X(t), (13)

where X = (x, y, z)T and

A(t) = DXF (t, 0)




−m β(t)p α(t)p

γ(t)

2
−β(t) 0

σ(t) 0 −α(t)


 ,

where F (t,X) is the right hand side of System 11.

If ρ1 and ρ2 are the Floquet multipliers of System 12, then the DFE is

asymptotically stable if ρi < 1, i = 1, 2, and unstable if ρ1 > 1 or ρ2 > 1.

Notice that if one Floquet multiplier has a modulus that is equal to 1, then

System 12 has a periodic solution.

The main difficulty in trying to apply Floquet’s theory to our three-dimensional

model (11) is the explicit indeterminacy of the Floquet multipliers that are

the eigenvalues of the monodromy matrix, whereas Floquet’s theory consists of

studying these eigenvalues. We notice that for dimension three, the averaging

theory gives in some cases a condition of asymptotic stability of the trivial so-

lution that is stronger than that obtained with the Lyapunov function. This is

because if the origin of the averaged system is stable then the origin of the initial

system is also stable. The averaging method is therefore effective for studying

the stability of homogeneous and T-periodic systems. The complexity of the

model is overcome by studying the properties of the averaged system which is

made autonomous.

We reduce our system to an autonomous system by replacing time-dependent

parameters with their long-term averages. We can instead characterize the

Floquet’s multipliers by some thresholds. This method has been used by many

author to compute the basic reproduction number of periodic systems [33, 34,

35, 36].

The long-term average of a function h, is given by:

〈h〉 = lim
t→∞

1

t

∫ t

0

h(s)ds (14)
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and if h is T -periodic, then its long-term average becomes 〈h〉 =
1

T

∫ T

0

h(t)dt

[37].

Theorem 3.2. Considering System 11 and terming:

R1 =
p〈σ〉
m

, R2 =
p〈γ〉
2m

, and R0 = R1 +R2,

we have the following results:

1. If R0 < 1, then, the disease free solution P (t) ≡ 0 is globally asymptoti-

cally stable.

2. if R0 > 1, then, the disease free solution is unstable.

Proof. : Dropping the symbol 〈〉 for convenience, the A(t) matrix is constant

and the Floquet exponents are the eigenvalues of
1

T

∫ T

0

A(t)dt = A. We aim

to determine the conditions under which the real parts of all Floquet exponents

are positive. As we have

A =




−m βp αp
γ

2
−β 0

σ 0 −α


 ,

the characteristic equation associated with A is given by

X3+(α+β+m)X2+[αβ + αm(1−R1) + βm(1−R2)]X+mαβ(1−R0). (15)

Using the Descartes rule of signs, we figure that if R0 > 1, equation 15 has

at most one positive real solution, that is a positive real Floquet exponent and

P (t) ≡ 0 is unstable.

If R0 < 1, then we can rewrite 15 in the form X3 +AX2 +BX+C = 0 with

A = α+β+m > 0, B = (αβ+αm(1−R1)+βm(1−R2)) > 0 and C = mβα(1−R0) > 0.

We also have

AB − C = αβ(α+ β + 2m) +mα(1−R1)(m+ α) +mβ(1−R2)(m+ β) > 0.
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Hence, according to Routh-Hurwitz stability criterion, each solution of Equa-

tion 15 has a negative real part, and from Theorem 3.1 the DFE is locally

asymptotically stable.

We then show the global attractivity of the disease-free solution when R0 <

1.

The following inequality system holds for System 11:





ẋ ≤ −mx(t) + pβ(t)y(t) + pα(t)z(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σ(t)x(t)− α(t)z(t).

(16)

Let us consider the following system:





ẋ = −mx(t) + pβ(t)y(t) + pα(t)z(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σ(t)x(t)− α(t)z(t).

(17)

If Φ(t) is the fundamental matrix associated with System 17, then r(Φ(T )) <

1. By Lemma 2 and the standard comparison principle, there exists a positive

T -periodic function v(t) such that J(t) ≤ v(t)eλt is a positive solution of 11

with J(t) = (x(t), y(t), z(t))T and λ =
1

T
ln r(Φ(T )) < 0. Then we see that

limt→+∞ x(t) = limt→+∞ y(t) = limt→+∞ z(t) = 0. Hence, the DFE (0, 0, 0) is

globally attractive.

Remark 3.1. (Thresholds interpretation)

• As p〈σ〉 and p〈γ
2
〉 respectively represent the average number of asexual

spores and sexual spores produced by an infected leaf per day, and
1

m
is the

infected leaf duration, R1 and R2 respectively denote the average number

of asexual spores and sexual spores produced by an infected leaf during its

entire infection period.

• R0 denotes the average number of spores (sexual and asexual) produced by

an infected leaf during its entire infection period.
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• The threshold R0 is related to both asexual and sexual reproduction. In

absence of sexual spore production, R0 is resumed to R1 and In absence

of asexual spore production, it is resumed to R2.

3.2.2. Disease persistence without delay.

Uniform persistence is an important concept in population dynamics since

it characterizes the long-term survival of some or all interacting species in an

ecosystem. In this, section we analyze the dynamics of the periodic model when

R0 > 1.

We show thatR0 is a threshold parameter for the extinction and the uniform

persistence of the disease.

Let P : R3
+ −→ R3

+ be the Poincaré map associated with System 11. Namely:

P (φ) = u(T, φ) for φ = (x0, y0, z0)T ∈ R3
+,

Pm(φ) = u(mT, φ) ∀m ≥ 0,

where u(t, φ) is the unique solution of System 11 with initial condition u(0, φ) =

φ.

We define:

Ω = {(x, y, z) ∈ R3
+}, Ω0 = {(x, y, z) ∈ int(R3

+)} and ∂Ω0 = Ω \ Ω0.

Both Ω and Ω0 are positively invariant for System 11. We set:

M∂ = {(x0, y0, z0) ∈ ∂Ω0 : Pm(x0, y0, z0) ∈ ∂Ω0,∀m ≥ 0}.

To use the theory of uniform persistence developed in [38], we show that:

M∂ = {(0, 0, 0)}.

Note that {(0, 0, 0)} ⊆ M∂ . To show that M∂ \ {(0, 0, 0)} = ∅, we consider a

u0 ∈M∂ \{(0, 0, 0)}. Thus, u0 is also in ∂Ω0; that is x0 > 0 or y0 > 0 or z0 > 0.
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In the case x0 > 0, it comes from Lemma 1 that x(t) > 0 and:

y(t) = exp

(
−
∫ t

0

β(s)ds

)[
y0 +

∫ t

0

γ(s)

2
x(s) exp

(∫ s

0

β(r)dr

)
ds

]
> 0(18)

z(t) = exp

(
−
∫ t

0

α(s)ds

)[
z0 +

∫ t

0

σ(s)x(s) exp

(∫ s

0

α(r)dr

)
ds

]
> 0(19)

for any t > 0. It’s follows that (x(t), y(t), z(t)) /∈ ∂Ω0.This is a contradiction.

In the case x0 = 0,

dx

dt |t=0
= p(β(0)y(0) + α(0)z(0)) > 0.

By continuity and the sign of derivative of x(t), we have that for small

0 < t � 1, x(t) > 0. This implies in (18) and (19) that y(t) > 0 and z(t) > 0.

So for, 0 < t � 1, (x(t), y(t), z(t)) ∈ Ω0 ⇒ (x(t), y(t), z(t)) ∈ Ω0 for all t > 0

since Ω0 is positively invariant. It follows that (x(t), y(t), z(t)) /∈ ∂Ω0. This is a

contradiction. Therefore we have M∂ = {(0, 0, 0)}.
Now we can introduce the following result of uniform persistence of the

disease.

Theorem 3.3. When R0 > 1, System 11 admits at least one positive periodic

solution and there exists a positive constant ε such that for all initial condition

(x0, y0, z0) ∈ Ω0,

lim inf
t−→+∞

(x(t), y(t), z(t)) ≥ (ε, ε, ε)

.

Proof. : We first prove that P is weakly uniformly persistent (see definition

1.3.2 from [38]) with respect to (Ω0, ∂Ω0), because this implies that the solution

of System 11 is uniformly persistent with respect to (Ω0, ∂Ω0) ([38], theorem

3.1.1).

Since R0 > 1, we have r(P ) > 1, where r(P ) is the spectral radius of

Poincaré map P . Let Pη be the Poincaré map of the following perturbed linear

periodic system:




dx

dt
= −mx(t) + pβ(t)(1− η)y(t) + pα(t)(1− η)z(t),

dy

dt
=

γ(t)

2
x(t)− β(t)y(t),

dy

dt
= σx(t)− β(t)z(t).

(20)
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We have lim
η→0

r(Pη) = r(P ). We can choose a small number η > 0 such that

r(Pη) > 1.

Let us define

W s(M0) = {φ ∈ Ω0 : lim
m→+∞

||Pm(φ)−M0||1 ≤ 0},

the stable set of M0 where M0 = (0, 0, 0). We will show that W s(M0)∩Ω0 =

∅.
By the continuity of solutions in [0, T ] with respect to initial values, for a small

real number η > 0, there exist δ > 0 such that for all φ ∈ Ω0, with ||φ−M0||1 ≤
δ, we have

||u(t, φ)− u(t,M0)||1 < η,∀t ∈ [0, T ], with u solution of Equation 11.

We now claim that:

lim sup
m→+∞

||Pm(φ)−M0||1 ≥ δ, ∀φ ∈ Ω0.

By contradiction, we suppose that lim sup
m→+∞

||Pm(φ)−M0||1 < δ for some φ ∈ Ω0.

Without lost generality, we can assume that ||Pm(φ)−M0||1 < δ for all m ≥ 0

(see [39], Appendix c). Then from the the above discussion, it follows that

||u(t, Pm(φ))− u(t,M0)||1 < η,

for any m > 0 and t ∈ [0, T ].

For any t ≥ 0, let t = mT + t1, were t1 ∈ [0, T ] and m =
⌊ t
T

⌋
is the greatest

integer less than or equal to
t

T
. We then have:

||u(t, φ)− u(t,M0)||1 = ||u(t1 +mT, φ)− u(t1 +mT,M0)||1
= ||u(t1, φ) ◦ u(mT, φ)− u(t1,M0) ◦ u(mT,M0)||1
= ||u(t1, P

m(φ))− u(t1, P
m(M0))||1

= ||u(t1, P
m(φ))− u(t1,M0)||1 < η.

If we set u(t, φ) = (x(t), y(t), z(t)), then we have:

0 ≤ x(t) ≤ η , 0 ≤ y(t) ≤ η, 0 ≤ z(t) ≤ η,∀t ≥ 0.
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And from Equation 11,





dx

dt
≥ −mx(t) + pβ(t)(1− η)y(t) + pα(t)(1− η)z(t),

dy

dt
=

γ(t)

2
x(t)− β(t)y(t),

dy

dt
= σx(t)− β(t)z(t),

(21)

and r(Pη) > 1. By lemme 2 and the comparison principle, there exist a positive

T-periodic function v1(t) solution of system 20 such that J(t) ≥ ertv(t), where

r =
1

T
ln(r(pη)) > 0 and J(t) = (x(t), y(t), z(t))t. Therefore, lim

t→+∞
(x(t), y(t), z(t)) =

(+∞,+∞,+∞), this leads to a contradiction and our claim holds.

This claim shows that P is weakly uniformly persistent with respect to

(Ω0, ∂Ω0). From Equation 9, Γ is a compact set which attracts all positive

orbits in Ω. This implies that the discrete-time System P : Ω → Ω is point-

dissipative. Moreover, ∀n ≥ 1, Pn is compact. It then follows that P admits

a global attractor in Ω. It follows that M0 is an isolated invariant set in Ω

and W s(M0) ∩ Ω0 = ∅. Any solution in M∂ then converges to M0 and M0 is

acyclic in M∂ . By the acyclicity theorem on uniform persistence for maps ([38]

Theorem 1.3.1 and Remark 1.3.1), it follows that P is uniformly persistent with

respect to (Ω0, ∂Ω0). This means that there exists ε > 0 such that any solution

of System 11 satisfies:

lim inf
t→+∞

(x(t), y(t), z(t)) ≥ (ε, ε, ε).

Moreover, P has a fixed point (x̃0, ỹ0, z̃0) ∈ Ω0 that is a positive T-periodic

solution for System 11 ([38], Theorem 1.3.6). This ends our proof.

3.2.3. Stability of disease free solution with delay

We now analyse the stability of System 7 when τ > 0.

We firstly determine the basic reproduction number for this model.

Let us define the evolution operator U(t, s) on C associated to System 7 as

U(t, s)φ = ut(s, φ), for t ≥ s, s ∈ R,
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where

ut(s, φ)(θ) = u(t+ θ, s, φ), ∀θ ∈ [−τ, 0].

U(t, s) is continuous and

U(s, s) = I, U(t, s)U(s, r) = U(t, r) and U(t+T, s+T ) = U(t, s) for r ≤ s ≤ t.

The monodromy operator is introduced as the evolution operator evaluated

at the period U(T, 0). The characteristic multipliers or Floquet multipliers of

System 7 are the eigenvalues of the operator U(T, 0). It is well known that for

most non autonomous systems, analytical solutions in explicit form are difficult

to obtain. We will analyse the stability of the free solution of System 7 by

introducing the basic reproduction number R0.

In order to analyse the stability of the free solution of System 7, we make

the following assumption.

Assumption : The parameters of System 7 are non-negative and continuous

functions with

∫ T

0

α(t)dt > 0,

∫ T

0

β(t)dt > 0,

∫ T

0

γ(t)dt > 0, and

∫ T

0

σ(t)dt >

0.

In order to linearize System 7 at p(t) ≡ 0, we put it in the following form

du

dt
= F (t)ut − V (t)u(t), (22)

where F : R −→ L(C, R3) is a map and V (t) is a continuous 3 × 3 matrix

function on R, F (t) and V (t) are T-periodic functions. Let us refer to ([40, 38]).

The Linearization at (0, 0, 0) gives the following linear periodic system :





ẋ = pβ(t)y(t− τ) + pα(t)z(t− τ)−mx(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σx(t)− α(t)z(t).

(23)

If we let

F (t)




φ1

φ2

φ3


 =




pβ(t)φ2(−τ) + pα(t)φ3(−τ)

γ(t)

2
φ1(0)

σ(t)φ1(0)


 and V (t) =




m 0 0

0 β(t) 0

0 0 α(t)


 .
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Then, System 23 can be written in the matrix form as follows:

du(t)

dt
= F (t)ut − V (t)u(t), ∀t ≥ 0 where u = (x, y, z)T . (24)

Note that F (t) and V (t) are T-periodic functions in t and the newly infection is

represented by F (t) while the growth of the pathogen is described by the system

du(t)

dt
= −V (t)u(t). (25)

Let Φ(t, s), t ≥ s be the evolution matrix of System 25, that is, for each

s ∈ R, the 3× 3 matrix solution of

∂Φ(t, s)

∂t
= −V (t)Φ(t, s), t ≥ s, Φ(s, s) = I3.

Then,

Φ(t, s) =




exp(−m(t− s)) 0 0

0 exp

∫ t

s

−β(r)dr 0

0 0 exp

∫ t

s

−α(r)dr



.

The exponential growth bound of Φ(t, s) is defined as

w(Φ) = inf
{
w̃ : ∃M ≥ 1 : ||Φ(t+ s, s)|| ≤Mew̃t, ∀s ∈ R, t ≥ 0, s ≤ t

}
.

Hence,

||Φ(t+ s, s)|| = max




e−mt; e

−
∫ t+s

s

β(r)dr
; e

−
∫ t+s

s

α(r)dr





≤ max
{
e−mt; e−at; e−bt

} (26)

where

a = min
0≤t≤T

α(t), b = min
0≤t≤T

β(t).

It follows that w(Φ) ≤ −min{m, a, b}. Therefore, F (t) and V (t) satisfy the

following assumptions:
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Assumption : F (t) : C −→ R3 is positive in the sense that F (t)C+ ⊆ R3
+.

Assumption : The periodic matrix −V (t) is cooperative, and w(Φ) < 0.

Let us assume that hypothesis 1, 2 and 3 hold.

Let us consider CT , the Banach space of all T-periodic functions from R

to R3 equipped with the maximum norm and the positive cone C+
T = {u ∈

CT : u(t) ≥ 0,∀t ∈ R}. According to ([40], section 2), we assume that v ∈
CT is the initial distribution of of infectious individuals. Then, for s ≥ 0,

F (t−s)vt−s is the distribution of newly infected individuals at time t−s, which

was produced by the infectious individuals who were introduced over the time

interval [t− s− τ, t− s]. Then Φ(t, t− s)F (t− s)vt−s is the distribution of those

infected individuals who were newly infected at time t − s and remain in the

infected compartment at time t for t ≥ s. Hence,

∫ ∞

0

Φ(t, t− s)F (t− s)vt−sds =

∫ ∞

0

Φ(t, t− s)F (t− s)v(t− s+ .)ds

is the distribution of cumulative new infections at time t, produced by all those

infectious individuals introduced at all previous times to t.

We define the next generation operator L : CT −→ CT by

[Lv](t) =

∫ ∞

0

Φ(t, t− s)F (t− s)v(t− s− τ)ds, ∀t ∈ R, v ∈ CT .

The basic reproduction ratio, R0 = ρ(L), is the spectral radius of L. It

stands that R0 − 1 is a threshold value for the stability of the zero solution

of System 23 ([40], Theorem 2.1). Theorem 3.4 gives the stability of the zero

solution of System 23.

Theorem 3.4. [40] Since R0 − 1 has the same sign as r(U(T, 0))− 1 and the

following results hold:

1. If R0 < 1, then the disease free solution P (t) ≡ 0 is asymptotically stable.

2. If R0 > 1, then free solution is unstable and the disease persists.

This result shows that the sign of R0−1 determines the stability of the zero

solution of System 23, and hence, R0 is a threshold value for the local invasion
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of the disease.

In order to compute numerically the basic reproduction ratio defined by

R0 = ρ(L), we can use the results of [41]. The expression obtained by the

latter method is often difficult to exploit. From the perspective of applying to

a real-world problem, as is the case here, then it may be unnecessary.

Once again we rely on long-term averaging to compute the basic reproduction

number. The system is then reduced to an autonomous delayed system, and

the method exposed by Xiao. et al [40] can be used. The basic reproduction

number of the autonomous system is still calculated as the spectral radius of

the matrix FV −1. Many different models in the literature are analyzed using

long-time averaging method [33, 34, 35, 36] and for most of them, the calculated

basic reproduction number turned out to be correct and equivalent to that found

using the linear operator method [42].

since all parameters values are T-periodic, then for some parameter δ(t), the

averages value is given by

〈δ〉 =
1

T

∫ T

0

δ(t)dt.

Let us refer in this case to [40]. For any given F ∈ L(C,Rm), we define

F̂ ∈ C(Rm,Rm)) by

F̂ u = F (û),∀u ∈ Rm,

where û(θ) = u,∀θ ∈ [−τ, 0]. Then, F̂ can be looked as a m ×m matrix and

the following results hold.

Theorem 3.5. Let us consider F (t) ≡ F ∈ L(C,Rm) and V (t) ≡ V . Then, the

basic reproduction number is given by

R0 = r(V −1F̂ ) = r(F̂ V −1).

Therefore, the following proposition holds.

Theorem 3.6. Let us consider R0 =
p〈σ〉
m

+
p〈γ〉
2m

. The following results hold:
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1. If R0 < 1, then, disease free solution p(t) ≡ 0 is asymptotically stable.

2. If R0 > 1, then, solution 0 is unstable and the disease persists.

Proof. : In this case, dropping the symbol 〈〉 for convenience, linear Sys-

tem 23 can be written as follows,





ẋ = pβy(t− τ) + pαz(t− τ)−mx(t),

ẏ =
γ

2
− βy(t),

ż = σx(t)− αz(t).

(27)

Let us consider

F




φ1

φ2

φ3


 =




pβφ2(−τ) + pαφ3(−τ)

0

0


 and V =




m 0 0

−γ
2

β 0

−σ 0 α


 .

Then, System 27 can be written as

du(t)

dt
= Fut − V u(t), ∀t ≥ 0 where u = (x, y, z)T . (28)

We have

F




φ1

φ2

φ3


 =




0 pβ pα

0 0 0

0 0 0







φ1(−τ)

φ2(−τ)

φ3(−τ)


 .

Therefore, using Theorem 3.5, the basic reproduction number is given by

R0 = r
(
F̂ V −1

)
. We have,

F̂ =




0 pβ pα

0 0 0

0 0 0


 , V −1 =




1

m
0 0

γ

2mβ

1

β
0

σ

mα
0

1

α




and

R0 =
pσ

m
+
pγ

2m
.

The stability follows by Theorem 3.1 and 3.4. Hence, disease-free solution is

asymptotically stable if R0 < 1 and unstable if R0 > 1.
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We can observe that, in this case, the threshold R0 for the model without

delay is equal to R0 for the model with delay using time-average parameters.

Hence, when the model has constant parameters, the incubation period has no

influence on the disease extinction. Therefore, this increases the importance of

taking into account the seasonality in the disease incidence.

3.2.4. Disease persistence with time delay

In this section, we show that if R0 < 1, then the disease free equilibrium

(0, 0, 0) is globally asymptotically stable and hence, the disease declines. Next,

we show that if R0 > 1, then x(t), y(t) and z(t) are uniform persistent, and

hence the disease persists. Consequently, the basic reproduction number R0 is

the threshold parameter between the extinction and the uniform persistence of

the disease.

Let

Ω = C([−τ, 0],R3
+), Ω0 = {φ = (φ1, φ2, φ3) ∈ Ω : φi(0) > 0, i = 1, 2, 3}

and

∂Ω0 = Ω/Ω0.

Let P (t) be the solution maps of System 23 on the space Y = C([−τ, 0],R+)3.

This is P (t)φ = u(t, φ), t ≥ 0, where u(t, φ) is the unique solution of System 23

satisfying u0 = φ ∈ Y. Then P ≡ P (T ) is the Poincaré map of System 23. Let

r(P ) be the spectral radius of P . Then we have the following threshold-type

result for the persistence of system 7.

Theorem 3.7. 1. If R0 < 1, then the disease free equilibrium (0, 0, 0) is

globally attractive for system7 in Ω,

2. If R0 > 1, then System 7 admits a least one positive T-periodic solution

and there exist a positive constant ε such that for all initial condition

(x0, y0, z0) ∈ Ω0,

lim inf
t−→+∞

(x(t), y(t), z(t)) ≥ (ε, ε, ε).
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Proof. : From Theorem 3.4, we have that sign(R0 − 1) = sign(r(P ) −
1). It follows that for each t ≥ 2τ , the linear operator P (t) is compact and

strongly positive on Y ([27], Theorem 3.6.1), [28], Lemma 5.3.2).Let us consider

an integer n0 > 0 such that n0T ≥ 2τ . Since Pn0 = P (n0T ), then r(P ) is a

simple eigenvalue of P having a strongly positive eigenvector, and the modulus of

any other eigenvalue is less than r(P ) ([43], Lemma 3.1). Let now µ =
1

T
ln r(P ).

It follows, from Lemma 1 in [44], that there is positive T-periodic function v(t)

such that u(t) = v(t)eµt is a positive solution of 23.

In the case R0 < 1, we have r(P ) < 1. Since x(t), y(t), z(t) verified the

system 



ẋ ≤ −mx(t) + pβ(t)y(t− τ) + pα(t− τ)z(t),

ẏ =
γ(t)

2
x(t)− β(t)y(t),

ż = σ(t)x(t)− α(t)z(t),

(29)

it then by the standard comparison principle, there exists a positive T -periodic

function v(t) such that J(t) ≤ v(t)eµt is a positive solution of 7 with J(t) =

(x(t), y(t), z(t))T . Then we see that

lim
t→+∞

x(t) = lim
t→+∞

y(t) = lim
t→+∞

z(t) = 0.

Hence, the DFE (0, 0, 0) is globally attractive.

For R0 > 1 then r(P ) > 1. We rely on the persistence theory for periodic

semi-flows.

Let Q(t) be the solution maps of system 7 on Ω .Then Q := Q(T ) is the

Poincaré map associated with System 7.

We now prove that Q is uniformly persistent with respect to Ω0.

Let M1 = (0, 0, 0). Then Q(T )M1 = M1 because, M1 is an equilibrium of

System 7. Since lim
φ−→M1

||Q(t)φ −M1||1 = 0 uniformly for t ∈ [0, T ], then for

η > 0, there exists η1 > 0 such that for any φ ∈ x0 with ||φ −M1||1 < η1, we

have

||Q(t)φ−M1||1 < η,∀t ∈ [0, T ].

By a contradiction argument similar to that in proof of Theorem 3.3, we can
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further prove the following claim:

lim sup
n−→∞

||Qn(φ)−M1||1 ≥ η1,∀φ ∈ Ω0.

This implies that M1 is an isolated invariant set for Q in Ω and W s(M1)∩Ω0 = ∅
where W s(M1) is the stable set of M1 for Q (see proof of Theorem 3.3).

Let us set

M∂ = {φ ∈ ∂Ω0 : Qn(φ) ∈ ∂Ω0,∀n ≥ 0}.

We have M∂ = M1, and M1 cannot form a cycle for Q in ∂Ω0. By the acyclicity

theorem on uniform persistence for maps ([38], Theorem 1.3.1 and Remark

1.3.1), Q : Ω −→ Ω is uniformly persistent with respect to (Ω0, ∂Ω0). Note

that for any integer n with nT ≥ τ , Qn = Q(nT ) is compact(see [27],Theorem

3.6.1]). Moreover, Q(t) is an α−contraction with respect to an equivalent norm

in C([−τ, 0],R3) for any t > 0, where α is the Kuratowski measure of non-

compactness ([38], Theorem 3.5.1, [27], Theorem 3.6.1). It then follows from

([45], Theorem 4.5 ) that there exists a global attractor A0 for Q : Ω0 −→ Ω0

and Q has a fixed point φ∗ ∈ A0. Hence, u(t, φ∗) = (s∗(t), y∗(t), z∗(t)) is a

T-periodic solution of system 8 with s∗(t) > 0, y∗(t) > 0 and z∗(t) > 0. Since

A0 = Q(A0) = Q(T )A0,we have φi(0) > 0, i = 1, 2, 3.

Let

B =
⋃

t∈[0,T ]

Q(t)A0.

Then B ⊂ Ω0, which implies that lim
t−→+∞

d(Q(t)φ,B) = 0,∀φ ∈ Ω0 ([38], Theo-

rem 3.1.1).

Let us define a continuous function p : Ω −→ R+ by

p(φ) = min{φ1(0), φ2(0), φ3(0)},∀φ ∈ Ω.

Since B is a compact subset of Ω0, it follows that inf
φ∈B

p(φ) = min
φ∈B

p(φ) > 0.

Consequently, there exists ε > 0 such that

lim inf(min{x(t, φ), y(t, φ), z(t, φ)}) = lim inf
t−→+∞

p(Q(t)φ) > ε.

This ends our proof.
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4. Numerical simulations

Most of the parameters are set to realistic values after previous biological

research and modelling works in the literature.

We assume the same infection efficiency for both ascospores and conidia:

0.0004 ≤ p ≤ 0.01853 [46]. Each week, a single banana plant deploys new

leaves that keep their freshness for about 12 weeks without control [17]. The

old leaves which fall on the ground after senescence may keep hosting sexual

spores while they are not completely disintegrated [47], i.e. for several weeks,

giving a range for parameter m. The delay that is the time between infection

and the appearance of spots on leaves vary from 11 to 36 days [48, 46] and the

cropping season duration vary from 300 to 360 days[49].

Since there are not reliable results in the literature about the relationship

between the disease incidence and the temperature, the following T-periodic

forms of α(t), β(t), σ(t) and γ(t) are assumed:

α(t) = α(1 + 0.5 sin(
2πt

T
)),

β(t) = β(1 + 0.5 sin(
2πt

T
)),

σ(t) = σ(1 + 0.9 sin(
2πt

T
)),

γ(t) = γ(1 + 0.75 sin(
2πt

T
)).

We consider the constant initial condition ϕ(θ) = (0.2, 0.3, 0.3) for all θ ∈ [−τ, 0].

Table 2 summarizes the parameter values for the simulation of System 7.

We numerically illustrate the results of theorems 3.2, 3.4 and 3.7, over four

cropping seasons. With a constant value of parameter p, we play on the values

of parameters σ and m within their ranges in order to obtain different values of

the basic reproduction number around the threshold values R0 = 1.

• If we set m = 0.6 and σ = 5, then the basic reproduction number takes

the value R0 = 0.2. According to Theorem 3.2, the DFE of System 7 is

globally asymptotically stable when there is no time delay (Figure 3 (1)).
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Parameter Range Selected Value References

p [0.0004, 0.018] 0.005 [46]

m [0.002, 0.01] variable [17], [47]

γ [46.4, 350.4] 40 [46], [48] [17], [47]

σ [2, 120] variable [21], [46], [17], [47], [48]

α assumed 5 /

β assumed 20 /

T [300, 360] 360 [49]

τ [11, 36] variable [48], [46]

Table 2: Parameter values for system 7 simulation

Also, from Theorem 3.7, it remains stable with a time delay; this result is

illustrated in Figure 3 (2).

• If we set m = 0.185 and σ = 10, then the basic reproduction number takes

the value R0 = 0.8 that is still below 1. The DFE remains stable but the

convergence to the DFE is slower since the basic reproduction number is

higher (Figure 4).

• If we set m = 0.125 and σ = 10, then the basic reproduction number takes

the value R0 = 1.2. According to Theorems 3.2 and 3.3, when there is no

time delay, the DFE in unstable and System 7 admits a periodic solution

endemic equilibrium that is stable (Figure 5 (1)). Also, from Theorem 3.7,

the stable periodic endemic equilibrium still appears with non null values

of the time delay. We illustrate this result for two different values τ = 15

(see Figure 5 (2)) and τ = 25 (see Figure 5 (3)) of the time delay τ .

• If we set m = 0.025 and σ = 20, then the basic reproduction number

takes the value R0 = 8 that is much higher than 1. According to the

same theorems, than previously, the DFE is unstable, and an endemic

equilibrium appears and persist with strong oscillations (Figure 6).
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Figure 3: BLSD dynamics over 4 cropping seasons: trajectories of Model 7 when the basic

reproduction number takes the value R0 = 0.2. Blocks (a), (b) and (c) describe respectively

the densities Infected leaves x(t), densities of Sexual spores y(t) and densities of asexual spores

z(t). The sub-figure (1) stands for trajectories without the delay (τ = 0) and the sub-figure

(2) describes the trajectories when τ = 15 days. Whether the value of the time delay is τ = 0

or τ = 15, the disease quickly disappears as the basic reproduction number value is far below

1.
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Figure 4: BLSD dynamics over 4 cropping seasons: trajectories of Model 7 when the basic

reproduction number takes the value R0 = 0.8. Blocks (a), (b) and (c) describe respectively

the densities Infected leaves x(t), densities of Sexual spores y(t) and densities of asexual spores

z(t). The sub-figure (1) stands for trajectories without the delay (τ = 0) and the sub-figure

(2) describes the trajectories when τ = 15 days. Whether the value of the time delay is τ = 0

or τ = 15, the disease disappears less quickly than in Figure 3 as the basic reproduction

number is higher but still below 1.
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The figures 3 and 4 illustrate each a scenario in which the basic reproduc-

tion number is less than 1. In the case of Figure 3, as R0 is far smaller than 1,

the disease disappears quickly. In Figure 4, as R0 is closer to 1, it takes much

time to disappears, and we can observe that the density of infected leaves even

increases at a moment before declining to 0.

Figure 5: BLSD dynamics over 4 cropping seasons: trajectories of Model 7 when the basic

reproduction number takes the value R0 = 1.2. Blocks (a), (b) and (c) describe respectively

the densities Infected leaves x(t), densities of Sexual spores y(t) and densities of asexual spores

z(t). The sub-figure (1) stands for trajectories without the delay (τ = 0). The sub-figures (2)

and (3) describe the trajectories when τ = 15 days and τ = 25 days respectively, and their

y-axis are set to a logarithmic scale to figure out the trajectories since the densities are close

to zero but non-zero. Whether the value of the time delay is τ = 0, τ = 15 or τ = 25, the

disease persists with periodic oscillation of its trajectories.
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Figure 6: BLSD dynamics over 4 cropping seasons: trajectories of Model 7 when the basic

reproduction number takes the value R0 = 8. Blocks (a), (b) and (c) describe respectively the

densities Infected leaves x(t), densities of Sexual spores y(t) and densities of asexual spores

z(t). The sub-figure (1) stands for trajectories without the delay (τ = 0). The sub-figures (2)

and (3) describe the trajectories when τ = 15 days and τ = 25days respectively. Whether

the value of the time delay is τ = 0, τ = 15 or τ = 25, the disease persists with periodic

oscillation of its trajectories and the infection reaches higher levels than in Figure 5 as the

basic reproduction number value is much larger than 1.
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5. Discussion

There are not a lot of studies on the dynamics of BLSD in the literature.

Two previous works studied the effect of mate limitation on the dynamics of

the disease though [18, 17]. While the first study [18] deals with the spread

of the fungus and the second specifically focuses on mate limitation, both have

the same outcome: the two reproduction means of M. Fijiensis are relevant in

the survival and dissemination of the disease. Moreover, the second study espe-

cially showed that sexually produced spores could cause sustained oscillations

of disease prevalence [17]. Our present study does not contradict these results

as, on one hand, our values of R0, whether with or without delay, depend on

parameters related to both reproduction means (Theorem 3.2, Proposition 3.6).

On the second hand, sustained oscillations also occur in our model because of

periodic parameters, namely the sexual and asexual spore production and dis-

persal rates. These concordances are even more interesting as our study does

not take into account either the mate limitation or spatial diffusion, showing

the various range of biological mechanisms that can drive oscillations in nature

([50], Chapter 15).

The main focus of the present study was to study the effect of the season-

ality of spore production and dispersal as described in the literature [20] and

the influence of the disease incubation [20, 23] on the long-term dynamics of

BLSD. We showed in Theorems 3.3 and 3.7 that the BLSD may persist with

regular oscillations because of the periodicity of some parameters, and depend-

ing on the values of the basic reproduction number around the threshold value

R0 = 1. This basic reproduction number, which is the average number of spores

produced by an infected leaf during its infection duration, appears to depend on

the production rates of spores, and not on their dispersal rates. This is proba-

bly because only the previously produced spores spread. Even more surprising,

the basic reproduction number of the disease does not depend on the incuba-

tion period of the disease, namely the time delay τ we introduced in this work.

We indeed proved it and illustrated it in Figures 3–6. This behavior is curious
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enough not to appear often in the literature, whether in population dynamics,

in human and animal epidemiology, or in plant epidemiology. Though, it may

appear in a prey-predator model with infection in the prey population in the

case where the infection rate of preys is low [51]. For higher infestation rates

the delay, representing the incubation period of the disease, plays a significant

role in the stability of the system. The latter behavior appears more commonly

in plant epidemics, where for example in vector-borne viral plant diseases, the

basic reproduction number depends either on the incubation of the disease in

the vector and the incubation of the disease in the plant [52]. In population

dynamics, the incubation period of a disease or parasite in a susceptible indi-

vidual often influence the dynamics [53, 54], or in human epidemiology in AIDS

[55] or malaria [56] dynamics for example. Therefore, even if it is uncommon,

there is not a great relevance in the case of BLSD to try to control the incu-

bation periods. Figures 3–4 and 5–6 however show that even if the stability

of the disease is not influenced by the delay, its quantitative behavior depends

on the delay. It is hard to give an analytical description of the oscillations of

the periodic solutions in those figures, but a further sensitivity analysis of the

system according to the delay may help confirm a very slight but not neglectful

influence of the incubation duration [57].

The sexual reproduction function of our model is somehow simplistic. Our

findings on the basic reproduction number could be more or less different if we

take into account different reproduction functions. Indeed, as M. fijiensis repro-

duces predominantly in a sexual manner, a model taking into account a mate

limitation in sexual spore reproduction would make a better job than a model

without mate limitation in estimating disease spreading levels [18]. Moreover,

taking into account spatial diffusion in dynamical models shows that disease

spreads are often correlated with the basic reproduction number. For instance,

in multi-patch environments, the basic reproduction number depends on mo-

bility parameters [58]. Also, spatial heterogeneity may produce larger basic

reproduction numbers [59]. Hence there are chances that taking into account

mate limitation in sexual reproduction may yield a lower basic reproduction
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number.

More biological realities need to be incorporated in our model to have a full

simulation and comparison with available surveillance data if applicable. Our

model, for example, ignores the effects of the spatial distribution of hosts. How-

ever, the main prospect of this study was to show that the incubation duration,

assumed constant, was not relevant enough. So, future modelling works on the

control of the disease should look in a different direction. Though, in realistic

environments, the incubation duration also depends on climatic conditions. The

time delay should therefore depend on time, which certainly explains why in its

current form it does not influence the stability of our dynamics.

While controlling the disease spread, the pathogenic fungus M. fijiensis has

long been considered as relying mostly on sexual reproduction [47, 48]. Man-

agement practices used to rely on the removal of tissues that produce sexual

spores. Our present study, as same as previous modelling works in the litera-

ture [18, 17], suggests that hampering sexual reproduction is likely not sufficient

to fight BLSD. Also, despite its deleterious consequences on plant yields, the

removal of wounded tissues should be considered as a complement to achieve

the disease’s disappearance.

To more rigorously prove the relevance of this control strategy, we plan

in future work to build an optimal control model upon the model discussed

in this study. Future works may also include spatial availability of hosts to

address an issue discussed below, multiple and alternate hosts, and linking the

epidemiological model to the crop yield.

6. Conclusion

In this work, we proposed a mathematical pathogen-host model with a time

delay for the dynamics of the banana black leaf streak disease. Our model ac-

counted for the two reproduction means of the pathogen spores, seasonality, and

a delay to describe the incubation of the disease. We studied the global stabil-

ity of the disease-free periodic solution and disease persistence. We first studied

38



the case without delay in which we computed the basic reproduction number

R0. We showed that R0 is related to both sexual and asexual spore produc-

tion. We also proved that the disease-free solution was globally asymptotically

stable when R0 < 1 and the disease dies out. Conversely, the disease appears

to persist with oscillations when R0 > 1. Our results proved that the control

of sexual spore production is not sufficient. Secondly, we relied on the theory

of basic reproduction number for periodic systems, described by Xiao [40], to

study the global stability of the disease-free solution and the persistence of the

disease with time delay. We showed that stability of the disease-free solution

is related to the sign of R0 − 1 and hence on the relative position around the

threshold 1 of the same R0 than previously. Thus, the stability of the system

was shown to not depend on the delay, i.e. on the duration of the incubation

period. We finally provided some numerical simulations to illustrate our results.
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commercialisation, Biotechnol. Agron. Soc. Environ 13 (4) (2009) 575–586.

[2] A. Lassoudière, Le bananier et sa culture, Editions Qu, 2007.

[3] C. Efanden, M. Kwa, L. Temple, D. Foundjem, Production de plantain

dans la zone périurbaine de Yaoundé : identification des contraintes et
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[6] F. P. Castelan, L. A. Saraiva, F. Lange, L. d. L. de Bellaire, B. R. Corde-

nunsi, M. Chillet, Effects of black leaf streak disease and sigatoka disease

on fruit quality and maturation process of bananas produced in the sub-

tropical conditions of southern Brazil, Crop Protection 35 (2012) 127–131.

doi:10.1016/j.cropro.2011.08.002.

[7] X. Mourichon, Analyse du risque phytosanitaire (arp),

CIRAD:http:/agriculture. gouv.fr/IMG/pdf/BAN/-c2. pdf.

[8] J. Henderson, J. Pattemore, S. Porchun, H. Hayden, S. Van Brunschot,

K. Grice, R. Peterson, S. Thomas Hall, E. Aitken, Black sigatoka disease:

new technologies to strengthen eradication strategies in Australia, Aus-

tralasian Plant Pathology 35 (2) (2006) 181–193. doi:10.1071/AP06017.

[9] N. J. Cunniffe, B. Koskella, C. J. E. Metcalf, S. Parnell, T. R. Gottwald,

C. A. Gilligan, Thirteen challenges in modelling plant diseases, Epidemics

10 (2015) 6–10. doi:10.1016/j.epidem.2014.06.002.

[10] L. V. Madden, F. Van Den Bosch, A population dynamics approach to

assess the threat of plant pathogens as biological weapons against annual

crops: Using a couple differential-equation model , we show the conditions

necessary for long-term persistence of a plant diease after a pathogenic

microorganism in introduced into a succeptible annual crop, BioScience

52 (1) (2002) 65–74. doi:10.1641/0006-3568(2002)052[0065:APDATA]

2.0.CO.2.

40



[11] L. V. Madden, M. J. Jeger, F. van den Bosch, A theoretical assessment of

the effects of vector-virus transmission mechanism on plant virus disease

epidemics, Phytopathology 90 (6) (2000) 576–594. doi:10.1094/PHYTO.

2000.90.6.576.

[12] R. Shi, H. Zhao, S. Tang, Global dynamic analysis of a vector-borne plant

disease model, Difference Equations 2014 (1) (2014) 59. doi:10.1186/

1687-1847-2014-59.

[13] J. Jeger, M, P. Jeffries, Y. Elad, M. Xu, X, A generic theoretical model

for biological control of foliar plant diseases, Journal of Theoretical Biology

56 (2) (2009) 201–14. doi:10.1016/j.jtbi.2008.09.036.

[14] R. Anguelov, J. Lubuma, Y. Dumont, Mathematical analysis of vector-

borne diseases on plants, in: 2012 IEEE 4th International Symposium on

Plant Growth Modeling, Simulation, Visualization and Application, IEEE,

2012, pp. 22–29. doi:10.1109/PMA.2012.6524808.

[15] I. Tankam-Chedjou, S. Touzeau, L. Mailleret, J. J. Tewa, G. Frédéric, Mod-

elling and control of a banana soilborne pest in a multi-seasonal framework,

Mathematical Biosciences 322 (2020) 108324. doi:10.1016/j.mbs.2020.

108324.

[16] L. Mailleret, M. Castel, J. Montarry, F. M. Hamelin, From elaborate to

compact seasonal plant epidemic models and back: is competitive exclusion

in the details?, Theoretical ecology 5 (3) (2012) 311–324. doi:10.1007/

s12080-011-0126-0.
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Highlights

• We proposed a mathematical pathogen-host model with a time delay for

the dynamics of the banana black leaf streak disease

• Model accounted for the two reproduction means of the pathogen spores,

seasonality and time delay to describe the incubation

• The basic reproduction number R0 does not depend on the time delay and

is related to both sexual and asexual spore production

• The stability of the system was shown to not depend on the time delay,

i.e. on the duration of the incubation period

• Results proved that the control of sexual spore production is not sufficient.

We provide numerical simulations
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