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On finite-time stability analysis of homogeneous Persidskii systems
using LMIs*

Konstantin Zimenko†, Denis Efimov‡,†, Andrey Polyakov‡,† and Artem Kremlev†

Abstract— The paper provides a sufficient condition to en-
sure robust finite-time stability of homogeneous generalized
Persidskii systems. The proposed condition is formulated using
linear matrix inequalities and it allows to obtain settling time
estimates. The results are supported with numerical examples.

I. INTRODUCTION

Homogeneity is a kind of symmetry of the right-hand
sides of dynamical systems implying also a similar property
for their solutions, which is widely used in systems and
control theory for stability and robustness analysis, nonlinear
control and observer design, etc. (see, for example, [1]-
[12]). In addition, homogeneous differential equations and
inclusions describe a (local or approximate) behaviour of
a wide class of dynamical systems, which includes some
physical phenomena (e.g., flow of heat, motion of viscous
fluids [3]), nonholonomic systems [13], mechanical models
with frictions [14], etc. The use of the homogeneity property
in regulator and observer design is supported by a number of
useful features, such as behaviour scalability (local (stability)
property can be transformed to the whole state space),
nonasymptotic convergence rates (finite-time or fixed-time
stability) and robustness (e.g., Input-to-State Stability (ISS)
and delay robustness) [2], [6], [7].

Stability analysis of nonlinear systems is a basic problem
in systems and control theory whose solution is based on the
use of Lyapunov function method, then it is hard to solve
this problem constructively in a general case since there is
no common approach to select a Lyapunov function [19].
In the case of homogeneous systems, in [10], it was shown
that such systems are equivalent to standard homogeneous
ones (namely, the systems ẋ = f(x), where f(λx) = λf(x)
for all λ > 0) via appropriate change of coordinates (dif-
feomorphism). Based on this equivalence it was shown that
for a stable homogeneous system there exists an implicitly
defined quadratic-like homogeneous Lyapunov function. The
choice of such a Lyapunov function may sufficiently simplify
stability analysis for many practical cases (see [10]), and in
particular the Implicit Lyapunov Function (ILF) method was
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applied to design of finite-/fixed-time stabilizing controls of
linear systems [4], [5].

Pursuing the aim to enlarge the class of the systems to
which the ILF method can be applied, the present paper
deals with the class of generalized Persidskii systems that
are homogeneous, and have a linear part and different
nonlinearities. Persidskii systems were studied in the context
of neural networks [15], [16], electric circuits [24], robust
stability analysis [17], gradient systems convergence analysis
[18], etc. In [17] stability criteria was presented in the form
of Linear Matrix Inequalities (LMIs). However, in general
case, these LMIs are infeasible for homogeneous Persidskii
systems due to homogeneity imposes some restrictions on
system matrices (e.g., linear part of the system is presented
or can be reduced to the form A0x, x ∈ Rn with a nilpotent
matrix A0 ∈ Rn×n), and the approach of [17] does not
take into account a possible homogeneity of the system,
then the used Lyapunov function cannot be homogeneous.
In some cases this problem can be handled with the use
of homogeneous approximations as in [25]. However, this
approach does not allow to obtain settling time estimations
and does not provide quantitative robustness analysis. The
main goal of this paper is to propose a new constructive
modification of the ILF approach by formulating LMIs
to check finite-time stability for homogeneous Persidskii
systems with negative degree; and provide both quantitative
and qualitative robustness analysis.

More precisely, in this work for homogeneous Persidskii
systems an implicit homogeneous Lyapunov function is
proposed, where a properly dilated sum of quadratic-like part
and linear combination of the integrals of the nonlinearities is
used. This form of Lyapunov function allows to obtain simple
sufficient stability conditions in terms of LMIs. Note, that
with the use of the local homogeneity concept the presented
result can be developed for nonhomogeneous systems to
provide local finite-time stability analysis.

The outline of this paper is as follows. Notation used
in the paper is given in Section II. Preliminary results
are introduced in Section III. The problem statement is
given in Section IV. Section V presents the main result on
finite-time stability conditions for homogeneous Persidskii
systems. Numerical example is given in Section VI. Finally,
concluding remarks are discussed in Section VII.



II. NOTATION
Through the paper the following notation will be used:
• R+ = {x ∈ R : x > 0}, where R is the field of real

numbers;
• Rn denotes the n dimensional Euclidean space with

vector norm ‖ · ‖;
• The symbol 1,m is used to denote a sequence of

integers 1, ...,m;
• The order relation P > 0 (< 0; ≥ 0; ≤ 0) for P ∈

Rn×n means that P is symmetric and positive (negative)
definite (semidefinite);

• λmax(P ) and λmin(P ) denote maximum and minimum
eigenvalues of a symmetric matrix P ∈ Rn×n;

• The set of nonnegative diagonal matrices with dimen-
sion n× n is defined by Dn+;

• diag{λi}ni=1 is a diagonal matrix with elements λi, i =
1, n;

• Om×n denotes zero matrix with dimensions m× n;
• L∞ is the set of essentially bounded measurable

functions R → Rm with the norm ‖ · ‖[0,+∞) =
supt∈[0,+∞) ‖ · (t)‖.

III. PRELIMINARIES
Let us consider the system

ẋ = f(x), x(0) = x0, (1)

where x ∈ Rn is the state vector, f : Rn → Rn is a vector
field, f(0) = 0. If the vector field f is discontinuous with
respect to x, then the solutions of (1) fall into the area of
differential inclusions and need to be understood in the sense
of Filippov [20]. Assume that the system (1) has unique
solutions defined in forward time (at least locally).

A. Finite-time stability

Definition 1 [21], [14] The origin of (1) is said to be
globally finite-time stable if it is globally asymptotically
stable and any solution x(t, x0) of the system (1) reaches the
equilibrium point at some finite time moment, i.e. x(t, x0) =
0 ∀t ≥ T (x0) and x(t, x0) 6= 0 ∀t ∈ [0, T (x0)), x0 6= 0,
where T : Rn → R+ ∪ {0}, T (0) = 0 is the settling-time
function.

The following theorem presents the ILF method [22], [23]
for finite-time stability analysis.

Theorem 1 [4] Suppose that there exists a continuous
function

Q : R+ × Rn → R
(V, x) 7→ Q(V, x)

such that
C1) Q(V, x) is continuously differentiable ∀x ∈ Rn\{0}

and ∀V ∈ R+;
C2) for any x ∈ Rn\{0} there exist V − ∈ R+ and V + ∈

R+:
Q(V −, x) < 0 < Q(V +, x); (2)

C3) for Ω = {(V, x) ∈ Rn+1 : Q(V, x) = 0}

lim
x→0

(V,x)∈Ω

V = 0, lim
V→0+

(V,x)∈Ω

‖x‖ =0, lim
‖x‖→∞
(V,x)∈Ω

V=+∞;

C4) the inequality

−∞ <
∂Q(V, x)

∂V
< 0

holds ∀V ∈ R+ and ∀x ∈ Rn\{0};
C5) the inequality

∂Q(V, x)

∂x
f(x) ≤ αV 1+µ ∂Q(V, x)

∂V

holds ∀(V, x) ∈ Ω, where µ < 0 and α > 0 are some
constants.

Then the origin of the system (1) is globally finite-time
stable and

T (x0) ≤ −V
−µ
0

αµ
,

where Q(V0, x0) = 0.

B. Weighted homogeneity

The homogeneity is a symmetry property of an object with
respect to a group of transformations (dilation operation).
This property provides many advantages to analysis (includ-
ing finite-time stability and robustness properties) and design
of nonlinear control system.

For ri, λ ∈ R+, i = 1, n define the dilation matrix
Dr(λ) = diag{λri}ni=1 and the vector of weights r =[
r1, . . . , rn

]T ∈ Rn+, rmax = max1≤j≤n rj , rmin =
min1≤j≤n rj .

Definition 2 [1] A function g : Rn → R (vector field
f : Rn → Rn) is said to be r-homogeneous of degree µ if

g(Dr(λ)x) = λµg(x)

(f(Dr(λ)x) = λµDr(λ)f(x))

for given r, all λ ∈ R+ and all x ∈ Rn.
The following theorem provides the relation of homogene-

ity property and finite-time stability:
Theorem 2 [9] Let f : Rn → Rn be a r-homogeneous

vector field with degree µ < 0. If the origin of the system

ẋ = f(x) (3)

is locally asymptotically stable, then it is globally finite-time
stable and there exists a continuously differentiable Lyapunov
function V which is r-homogeneous of degree v > −µ.

Under homogeneity conditions, asymptotic stability of a
nonlinear system with zero disturbance implies a certain
robustness in ISS or integral ISS sense. Consider the system

ẋ(t) = f(x(t), d(t)), t ≥ 0, (4)

where x(t) ∈ Rn is the state, d(t) ∈ Rm is the external input,
d ∈ L∞, and f : Rn × Rm → Rn is a locally Lipschitz (or
Hölder) continuous function, f(0, 0) = 0.

Lemma 1 [2] Let the vector field f̃(x, d) =[
f(x, d)T , O1×m

]T
be homogeneous with the weights r =[

r1, . . . , rn
]T

> 0, r̃ =
[
r̃1, . . . , r̃m

]T ≥ 0
with a degree µ ≥ −rmin, i.e., f(Dr(λ)x,Dr̃(λ)d) =
λµDr(λ)f(x, d) for all x ∈ Rn, d ∈ Rm and all λ > 0.
Assume that the system (4) is globally asymptotically stable



for d = 0, then the system (4) is
ISS if r̃min > 0, where r̃min = min1≤j≤m r̃j;
integral ISS if r̃min = 0 and µ ≤ 0.
The r-homogeneity presented in Definition 2 is introduced

for some r ∈ Rn+ and all λ ∈ R+. Restricting the set of
admissible values for λ the local homogeneity concept has
been introduced in [1], [2], [8].

IV. PROBLEM STATEMENT

Consider the following class of systems:

ẋ(t) = A0x(t) +

M∑
j=1

Ajf
j(x(t)) + d(t, x(t)), t ≥ 0, (5)

where x(t) = [x1(t) . . . xn(t)]T ∈ Rn is the state vector,
x(0) ∈ Rn, f j(x) = [f j1 (x1) . . . f jn(xn)]T , j = 1,M are the
functions ensuring existence of solutions of the system (5) in
forward time, f j(x) is continuous, f j(0) = 0, the matrices
Ak ∈ Rn×n for k = 0,M , and the function d : R×Rn → Rn
describes exogenous disturbances and uncertainties.

The diagonal structure of the nonlinearities (i.e., that
f ji (x) = f ji (xi) for j = 1,M and i = 1, n), places (5) to a
class of Persidskii systems. It is assumed that the system (5)
satisfies the following assumptions:

Assumption 1
For any i = 1, n, j = 1,M :

sf ji (s) > 0 ∀s ∈ R \ {0}. (6)

Assumption 2 The system (5) with d = 0 is r-
homogeneous of degree µ < 0, i.e.

Dr(λ)
(
A0x+

∑M
j=1Ajf

j(x)
)

= λ−µ
(
A0Dr(λ)x+

∑M
j=1Ajf

j(Dr(λ)x)
)

;
(7)

and there exists ρ ∈ {1, ...,M} such that f j(x) are homo-
geneous of degree µ for j = 1, ρ.

In Assumption 1 it is stated that all nonlinearities belong to
a sector and may take zero values at zero only. Assumption 2
restricts (5) to the class of disturbed homogeneous Persidskii
systems. The presence of homogeneous functions f j(x),
j = 1, ρ can be obtained after a proper re-indexing and
decomposition of a nonlinear system dynamics, and the
principal restriction of Assumption 2 is (7).

Remark 1 According to Theorem 2, to establish the finite-
time stability property of (5) with d = 0 it is enough to
show asymptotic stability of the system. In this case, at a
first glance, to solve the problem we can use sufficient LMI-
based conditions as in [17] to check asymptotic stability,
and then the system is finite-time stable due to homogeneity
property. According to [17] one of the main requirements
for stability checking is that there should exist matrices P =
PT ∈ Rn, P ≥ 0 and Λj ∈ Dn+ for j = 1,M to serve as
solutions of the Lyapunov equation for the matrices A0 and
Aj for j = 1,M , respectively. However, this approach has
the following sticking point: for nonzero linear part of the
system (5) the homogeneity property imposes restrictions on

the system matrices (A0 is nilpotent or Aj is not diagonally
stable for some j ∈ {1, ...,M}), that is difficult to fit into
the requirements of [17]. Thus, such an approach can be
used only for A0 = 0, that significantly reduces the class of
systems under consideration.

This paper is aimed to derive constructive (given in the
LMI form) conditions of robust finite-time stability of the
homogeneous system (5) with a settling-time estimate.

V. MAIN RESULT

After proper re-indexing and decomposition of a nonlinear
system dynamics the sector condition (6) and homogeneity
property imply that:
• for any i = 1, n, j = 1, ζ the nonlinearities f ji have

unbounded integrals, i.e.,

lim
s→±∞

∫ s

0

f ji (σ)dσ = +∞, (8)

where ζ ≥ ρ;
• due to negative homogeneity degree µ for any i = 1, n,
j = 1, ρ:

sf ji (s) > ψji s
2 ∀s ∈ [si, si] \ {0}, (9)

where ψji ∈ R+ and −∞ < si < 0 < si < +∞.
Define Ψj = diag{ψji }ni=1 ∈ Dn+, j = 1, ρ.

Introduce the function in the form

Q(V, x) = xTDr(V
−1)PDr(V

−1)x+

2
∑M
j=1

∑n
i=1 Λji

∫ V −rixi
0

f ji (s)ds− χ,
(10)

where Λj = diag{Λji}ni=1 ∈ Dn+, P ∈ Rn×n is a symmetric
positive semi-definite matrix, and χ ∈ R+. All these quanti-
ties will be selected below as a solution of LMI. For Λj = 0,
j = 1,M the same equation for ILF was considered in [4],
[4] for the chain of integrators.

Denote H = diag{ri}ni=1.
The main result of this paper is as follows:
Theorem 3 Let Assumptions 1, 2 be satisfied. Let α ∈ R+,

ι ∈ R be chosen such that the LMI system

P ≥ 0; Γ > 0; P + 2
∑ζ
j=1 Λj > 0;

HP + PH ≥ 0; H
∑M
j=1 Λj + ι(HP + PH) > 0;

Q1+

[
Q3 O(M+1)n×n

On×(M+1)n On×n

]
+

α

[
Q2 O(M+1)n×n

On×(M+1)n On×n

]
≤ 0,

(11)
is feasible for some P = PT , Γ = ΓT ∈ Rn×n;
Ξk,Λj ,Υη,l ∈ Dn+, k = 0,M , j = 1,M , η = 0,M − 1,
l = η + 1,M , where for X = P +

∑ρ
j=1 ΛjΨj and

Ã0 = A0 +
∑ρ
j=1AjΨ

j

Q1 =


XÃ0+ÃT0 X XA1+ÃT0 Λ1 ··· XAM+ÃT0 ΛM X

Λ1Ã0+AT1 X Λ1A1+AT1 Λ1 ··· Λ1AM+AT1 ΛM Λ1

...
...

. . .
...

...
ΛM Ã0+ATMX ΛMA1+ATMΛ1 ··· ΛMAM+ATMΛM ΛM

X Λ1 ··· ΛM −Γ

 ;



Q2 =


XH+HX Λ1H · · · ΛMH

Λ1H
...

ΛMH

OMn×Mn

 ;

Q3 =


Ξ0 Υ0,1 ··· Υ0,M

ΥT0,1 Ξ1 ··· Υ1,M

...
...

. . .
...

ΥT0,M ΥT1,M ··· ΞM

 ,
and let

dTDr(V
−1)ΓDr(V

−1)d ≤ V 2µyTQ3y (12)

for y =



Dr(V −1)x

f1(Dr(V −1)x)−Ψ1Dr(V −1)x

...
fρ(Dr(V −1)x)−ΨρDr(V −1)x

fρ+1(Dr(V −1)x)

...
fM (Dr(V −1)x)


and V ∈ R+ :

Q(V, x) = 0 with χ < mini∈1,n{s2
i , s

2
i }λmin(X).

Then the origin is globally finite-time stable and

T (x0) ≤ −V
−µ
0

αµ
,

where Q(V0, x0) = 0.
All proofs are skipped due to space limitations.
Remark 2 The result of Theorem 3 is based on the use

of the following system representation:

ẋ(t) = (A0 +
∑ρ
j=1AjΨ

j)x(t)+∑ρ
j=1Aj(f

j(x(t))−Ψjx(t))+∑M
m=ρ+1Am(fm(x(t))) + d(t, x(t)), t ≥ 0,

(13)
that was applied in order to obtain more efficient LMIs (see
Remark 3 below).

Stable homogeneous systems have such qualitative stabil-
ity properties as ISS with respect to additive perturbations
and measurement noises (see, for example [2]). In this case
to establish the ISS property it is enough to analyse system
stability with d = 0.

Corollary 1 Let all conditions of Theorem 3 be satisfied
for Γ = 0 and

Q1 =


XÃ0+ÃT0 X XA1+ÃT0 Λ1 ··· XAM+ÃT0 ΛM On×n
Λ1Ã0+AT1 X Λ1A1+AT1 Λ1 ··· Λ1AM+AT1 ΛM On×n

...
...

. . .
...

...
ΛM Ã0+ATMX ΛMA1+ATMΛ1 ··· ΛMAM+ATMΛM On×n

On×n On×n ··· On×n On×n

.
Then the system (5) is ISS for d ∈ L∞, and for d = 0 the
origin is globally finite-time stable and

T (x0) ≤ −V
−µ
0

αµ
,

where Q(V0, x0) = 0.
Remark 3 In order to satisfy the condition (11) the ma-

trices X and Λj serve as solutions of the Lyapunov equation
for the matrices Ã0 and Aj for j = 1,M , respectively. In this
case it is important to choose appropriate representation of

the system in the form (13) to better take the features of the
LMIs (11). Indeed, without the use of the representation (13),
the linear part of the system (5) in general case can be
represented with nilpotent matrix A0 (i.e. Ã0 = A0, Ψj = 0)
for which the inequalities (11) are not feasible.

Similarly to [17], the matrices Ξk for k = 0,M are used
in order to relax the stability requirements for each matrix
Ak for k = 0,M by looking for their total influence on the
system performance. The matrices Υη,j for η = 0,M − 1
and j = η + 1,M are introduced in order to reduce the
conservatism of the condition

Q1+

[
Q3 O(M+1)n×n

On×(M+1)n On×n

]
+

α

[
Q2 O(M+1)n×n

On×(M+1)n On×n

]
≤ 0.

(14)

Indeed, since for χ < min{s2
i , s

2
i }λmin(X) we have that

xiV
−ri ∈ [si, si] \ {0} for any xi ∈ R \ {0}, i = 1, n,

then due to the sector properties (Assumption 1) we have
that (f ji (V −rixi) − ψjiV

−rixi)V
−rixi ≥ 0 for x ∈ Rn \

{0}. In other words, all cross-terms, which appear in the
off-diagonal blocks of the left-hand side of (14), should not
be considered as additional ”perturbations” in verification of
the restriction (14) provided that they have a non-positive
multiplier.

The advantages of using the representation (13) are based
on the following observations:
• the linear term

∑ρ
j=1AjΨ

jx has slower dynamics in a
neighbourhood of 0 with respect to

∑ρ
j=1Ajf

j(x);
• due to homogeneity property of the system and the cho-

sen Lyapunov function, the global stability properties
can be analysed in the vicinity of 0, where the sector
condition is satisfied for nonlinearities f ji (x) − ψji xi,
i = 1, n, j = 1, ρ.

Since for homogeneous system a local stability means the
global one, the condition Ξ0 ≥ 0 can be removed (locally at a
vicinity of the origin, the quadratic term of the state, which is
weighted by Ξ0, is outperformed by the nonlinearities since
µ < 0):

Corollary 2 Let all conditions of Corollary 1 be satisfied
for α = 0 and a diagonal matrix Ξ0 ∈ Rn×n. Then the
system (5) is ISS for d ∈ L∞ and for d = 0 the origin is
globally finite-time stable.

Remark 4 Using the concept of local homogeneity the
presented results can be applied to establish local finite-time
stability for a more general class of systems.

Similarly to the representation (13), the same trick can
be used for other terms of (5) with a slow dynamics in a
neighbourhood of 0, and the obtained results stay relevant. It
is shown in the following corollary, that for stability analysis
we can use the representation with the terms Aj(f j(x) −
Ψjx− Φjhj(x)), where Φj ∈ Dn+, j = 1, ρ and hj(x) have
slow dynamics close to 0.

Assume that in (5) the terms Aif i(x(t)), i = ρ+ 1, ϑ,
ϑ ∈ [ρ + 1,M ] have slow dynamics close to 0, and (11) is
not feasible. For any i = 1, n, j = 1, ρ, q = 1, ϑ− ρ we



have

sf ji (s) > φif
ρ+q
i (s)s ∀s ∈ [si, si] \ {0},

where φi ∈ R+ and −∞ < si < 0 < si < +∞ are as
before. Define Φ = diag{φi}ni=1 ∈ Dn+ and f̂ i(x(t)) =
Φf i(x(t)) for i = ρ+ 1, ϑ, then for i = 1, n, j = 1, ρ,
q = 1, ϑ− ρ:

sf ji (s) > f̂ρ+qi (s)s ∀s ∈ [si, si] \ {0}

and by (9)

sf ji (s)>
1

1 + ϑ− ρ

(
ψji s+

ϑ−ρ∑
q=1

f̂ρ+qi (s)

)
s ∀s∈ [si, si]\{0}.

(15)
Therefore, the following result can be used:

Corollary 3 Let Assumptions 1, 2 be satisfied. Let α ∈
R+, ι ∈ R be chosen such that (11), (12) are satisfied for
some P = PT ∈ Rn×n; Ξk,Λj ,Υη,l ∈ Dn+, k = 0,M ,
j = 1,M , η = 0,M − 1, l = η + 1,M , with

y=



Dr(V −1)x

f1(Dr(V −1)x)− 1
1+ϑ−ρ [Ψ1Dr(V −1)x+

∑ϑ−ρ
q=1 f̂

ρ+q(Dr(V −1)x)]
...

fρ(Dr(V −1)x)− 1
1+ϑ−ρ [ΨρDr(V −1)x+

∑ϑ−ρ
q=1 f̂

ρ+q(Dr(V −1)x)]
f̂ρ+1(Dr(V −1)x)

...
f̂ϑ(Dr(V −1)x)

fϑ+1(Dr(V −1)x)

...
fM (Dr(V −1)x)


,

X = P + 1
1+ϑ−ρ

∑ρ
j=1 ΛjΨj , Ã0 = A0 +

1
1+ϑ−ρ

∑ρ
j=1AjΨ

j , Ãi = AiΦ
−1 + 1

1+ϑ−ρ
∑ρ
j=1Aj

substituted instead of Ai for i = ρ+ 1, ϑ, and
Λ̃j = ΛjΦ−1 + 1

1+ϑ−ρ
∑ρ
q=1 Λq substituted instead of

Λj for j = ρ+ 1, ϑ.
Then the origin is globally finite-time stable and

T (x0) ≤ −V
−µ
0

αµ
,

where Q(V0, x0) = 0.
Remark 5 If in (5) there exists a locally bounded and

piecewise continuous fj , j ∈ {1, ...,M}, then under the as-
sumption that the trajectories do not stay on the discontinuity
set (except at the origin), the results above are preserved
by interpreting the inequality for the derivative of Lyapunov
function in the almost everywhere sense.

VI. NUMERICAL EXAMPLES

Example 1 Consider the system

ẋ =

0 2 3
0 0 0
0 0 0

x+

−1 0 0
0 −2 1
0 0.5 −1


|x1|2/3sign(x1)√
|x2|sign(x2)√
|x3|sign(x3)

2+sign(x3)



that is homogeneous of degree µ = −1 with r = [3 2 2], i.e.,

Assuption 2 is satisfied. Due to f1(x) =

|x1|2/3sign(x1)√
|x2|sign(x2)√
|x3|sign(x3)

2+sign(x3)


is homogeneous of negative degree, Assumption 1 and (9)
are satisfied with j = 1, i = 1, 3.

Let us represent the system in the form (13):

ẋ =
[−1 2 3

0 −1 1
0 0.25 −1

]
x+

[−1 0 0
0 −2 1
0 0.5 −1

] |x1|2/3sign(x1)−x1√
|x2|sign(x2)−0.5x2√
|x3|sign(x3)

2+sign(x3)
−x3



where for Ã0 =

−1 2 3
0 −1 1
0 0.25 −1

, A1 =

−1 0 0
0 −2 1
0 0.5 −1


and Ψ1 =

1 0 0
0 0.5 0
0 0 1

 the LMI (11) is feasible. Thus, the

system is ISS and globally finite-time stable. The results of
simulation with using the logarithmic scale are shown in Fig.
1 in order to demonstrate finite-time convergence rate of ‖x‖.

Fig. 1. The results of simulation for three different initial conditions

Example 2 Consider the system

ẋ=
[−1 0 0

0 −2 1
0 0.5 −1

] |x1|2/3sign(x1)√
|x2|sign(x2)
√
|x3|sign(x3)

2+sign(x3)

+
[

0 1 0.2
0 0 0
0 0 0

][ 0
x2(sign(x2)+2)
x3(sign(x3)+2)

]
,

where Assumptions 1, 2 are satisfied. Then, according to
Corollary 3 let us represent the system as follows:

ẋ=
[−1 0 0

0 −1 1
0 0.25 −1

]
x+[−1 0 0

0 −2 1
0 0.5 −1

] |x1|2/3sign(x1)−2x1√
|x2|sign(x2)−0.5x2−0.5x2(sign(x2)+2)
√
|x3|sign(x3)

2+sign(x3)
−x3−x3(sign(x3)+2)

+

[−1 1 0.2
0 −1 1
0 0.25 −1

] [ x1

x2(sign(x2)+2)
x3(sign(x3)+2)

]
,

where the sector condition is satisfied in the vicinity of 0.

Then, for Ã0 =

−1 0 0
0 −1 1
0 0.25 −1

, A1 =

−1 0 0
0 −2 1
0 0.5 −1

,

Ã2 =

−1 1 0.2
0 −1 1
0 0.25 −1

 and Ψ1 =

1 0 0
0 0.5 0
0 0 1

 the

LMI (11) is feasible, and the system is ISS and globally
finite-time stable.



VII. CONCLUSIONS

In the paper, sufficient conditions of robust finite-time sta-
bility are presented for a class of homogeneous generalized
Persidskii systems. The conditions are given in terms of LMI.
The proposed approach extends the results of [17]: with the
use of system representation (13), simple LMI-based stability
conditions were extended on the class of homogeneous Per-
sidskii systems; and nonasymptotic (finite-time) stability was
studied. The proposed results allow to obtain settling time
estimates. Possible directions for future research include an
extension of the results for homogeneous Persidskii systems
with positive degree and finite-time control and observer
design.
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