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Abstract. Sentiment analysis is the research area that délanalysis of
sentiments expressed in the social media textsenrlty the internet users.
Sentiments of the users are expressed in variaussfeuch as feelings,
emotions and opinions. Tweet sentiment polarityeckn is an important
sentiment analysis task which is to classify arutripveet as one of three
classes: positive, negative and neutral. In thislystwe compare various
deep learning methods that use LSTM, BILSTM and ChiNHe sentiment
polarity classification of Bengali tweets. We alsegent in this paper a
comparative study on the Bengali tweet sentimenarigl classification
performances of the traditional machine learninghoés and the deep
learning methods.

Keywords: Sentiment polarity classification, Machine learninDeep
learning, Bengali Tweets, LSTM, BILSTM, CNN, Naive Bsay Support
Vector Machines

1 Introduction

There has been a tremendous surge of data on tiwmen after the social
media boom. Since the advent of the Social Webatheunt of textual content on
the Internet has exponentially grown and providegreat deal of potential for
analysis. Since millions of tweets are generateztyeday, machine learning can
be more useful for efficient and fast data analysisbetter understand the
activities of the social media users as well asugers’ feedback on various social
and political issues. The online merchants alloies customes to give feedback
on various products. The opinions and commentshencther issues related to
crickets, sports, movies, music etc. are also abkglon the Internet.

After collecting a vast amount of users’ feedbaclopinions/comments, the
next task is to analyze them to derive knowledget ttan help the online
merchants in improving the customer services amthdaing new products to
satisfy customer needs. The opinions and commetased to various political
and social events can be useful in policy makigveall as enriching the various



academic fields such as politics, political sciens®ciology, psychology.
Sentiment of a text refers to the expression ofpf@s thought, judgment or
attitude prompted by feelings [1] in the text. Smeint polarity classification is
one of the important sentiment analysis tasks.ehtisient polarity classification
task, sentiment expressed in an input tweet issifled into one of three
categories -positive, negative or neutral.

Since manual processing of the vast amount of kowdalia texts for know-
ledge extraction is a difficult task, there is @ddor an automatic system which
can determine the polarity of the sentiments ofadamedia texts coming from
multiple heterogeneous sources.

Since the Bengali language is tH& most spoken language in the world, with
approximately 215 million speakers all over the oBengali is a primary lan-
guage in Bangladesh, and in India - West Beng@bufa and Assam and recently
Bengali tweets are becoming available on the varsmcial media, there is a need
for a tool for sentiment classification of Bengalieets. But the most existing sen-
timent classification systems have been developeddfocessing English texts
and a limited numbers of research works on Berggaitiment classification are
reported in the literature.

In this paper, we focus on developing sentimergsifecation system for Ben-
gali tweets and report the results obtained fordaéirsentiment classification us-
ing the several deep learning algorithms such aBM.$Long Term and Short
Term Memory), BILSTM (Bidirectional Long Term anch@t Term Memory)
and CNN (Convolutional Neural Networks).

In the rest of the paper, section 2 discusses xtstireg works related to our
work. In section 3, we present descriptions ofrtfwdel. In section 4, we discuss
the experimental setup, evaluation and resultsc@vielude in section 5.

2 Related Work

The earliest works on sentiment polarity classtf@maused lexicon based senti-
ment polarity detection methods [2] that used imfation retrieved from senti-
ment lexicon to determine sentiment polarity (pesittlass or negative class) of
the text. The simpler version of sentiment lexit®@ mere collection of positive
and negative terms [3]. Since manual construabiosuch lexicon is a laborious
task, automatic construction of sentiment lexicas hlso been proposed [4] [5].
Some researchers have studied on automatic pdictisemantic orientation of
adjectives and adjectival phrases [6] [7]. The apph proposed in [8] determines
polarity of words. SentiWordNet [9] is a more infaative sentiment lexicon
which is created by analyzing the glosses (assatiaith synsets) retrieved from
WordNet [10]. The main criticism of the lexicon kdssentiment analysis is that
maintaining a universal sentiment lexicon is difftc

Compared to sentiment lexicon based approach, madkarning based ap-
proach has been more popular due to the fact lleatmiachine learning based ap-
proach does not require in-depth domain knowledgecfafting rules from data



and it automatically learns the relationship betwegut and the output from the
data provided to the system. So, the most existioiks on sentiment polarity de-
tection considers this task as a classificatiorbl@m and use a number of ma-
chine learning algorithms for course grained (doentrevel) sentiment polarity
classification [11-18]. The more fine-grained ais@édyhas also been done using the
linguistic features combined with machine learnimgthods [19-22]. Though
sentence level sentiment polarity classificatioB] [ not uncommon today, the
substantial portion of previous research works $eduon sentiment classification
of product and movie reviews [24] [25] [26] [27].

In supervised learning method for sentiment pofadigtection, a labeled cor-
pus converted to a collection of labeled featuretarss is provided to the learning
algorithms. This labeled data is used to train ahime learning (ML) algorithm
and then the trained model is applied to class#fiyy nnseen texts. Since ML algo-
rithm requires each instance of text to be tramséar into feature vector, the
common features used for feature representationndieidual words, n-grams,
surrounding words, punctuations and the populaesiged learning algorithms
used for this task are SVM (Support Vector Machin&sNN (K-nearest neigh-
bor), decision tree and Naive Bayes [28] [29] [BM] [32] and ANN (Artificial
Neural Networks) [33].

Some approaches to sentiment polarity classifinadi@ the hybrid approaches
[34] that combine both supervised and unsupervieadhing for analyzing re-
views. Sentiment analysis of micro-blog posts amelets have been presented in
[35] [36].

Withinn the last several years, deep learning baggutoaches to sentiment
analysis have been applied and many research papee reported efficacy of
deep learning based approaches applied to sentppoéarity detection tasks [ 37]
[381139].

Most of the existing works on sentiment polarityest#ion discused above has
dealt with detecting polarity of non-Indian langeagxts. Since many Indians are
now activley participating in writing their opinisrand comments on Twitter or
other micro-blog sites using Indian languages, iogied texts in Indian languages
are now available on the Internet. But there isrétéd number of research works
on sentiment analysis of tweets or comments or iopsn written in Indian
lanuages. So, there is a need for a system thatleasify a large volume of
Indian social media texts.

For sentiment aanalysis of tweets in Indian langsa@ few attempts have
been made so far. A contest on sentiment anaiydisdian languages (SAIL)
tweets @ MIKE 2015 was held in 2015 at lIT Hydead, India [40].

Some studies on sentiment analysis for Hindi lagguzave been presented in
[41][42][43].

Some baseline results on aspect-based sentimdygsianaas been reported in
[44]. Deep learning based sentiment analysis systaitnuses LSTM and CNN for
sentiment analysis of Bengali tweets has been predén [45] and [38].

Unlike the prior work on tweet sentiment analysis Bengali tweets, which
applied Naive Bayes and SVM [35] [46], we have usethis present work the



bidirectional recurrent neural networks named LSTlMng Term Short Term
Memory for sentiment classification. We have alsumpared the sentiment
classification performances of LSTM, BILSTM and BN

3 Model Development

Our proposed system for sentiment polarity detectises a special kind of deep
learning models. Our proposed system has sevengba@nents- (1) preprocessing
(2) development of deep learning models

3.1 Preprocessing

Since tweet data is noisy, we preprocess our data clean unimportant
characters. From tweets in our corpus, the chasdte-, , =, :, +, $,@,~,!,
ol ™), (10 },<,> are removed.

At this stage, we use SentiWordNet to augmentwleet terms by searching
terms in SentiwordNet and retrieving the coresspandentiment tags. We have
used for our present work, the SentiWordNet [47pwdloaded from
http://amitavadas.com/sentiwordnet.phphis is basically a collection of three
types of polarity words-positive, negative and nalutvords. How the terms of a
tweet are augmented is illustrated as follows. &mmple, the following two
tweets:

Tweetl: J7S FETFT <Positive> | FFFIF P17 (03 JFIZ 57 FIF 3237
7717 \(Awesome! | was totally amazed by the cameraly 8t

Tweet2: 5] Ffe, AT FIR F AR AT © b 5] 78 $Cf= (Damn
movie, | feel like I've wasted an entire hour)

They are augmented as follaws

Tweetl: FfG T <Positive> | FFIF FIza) (03 TAIE EHSFIT
<positive> 2237 (7777 |

Tweet2:&Fa7 <negative> ¥/S, FFT PR Fa AR AT © b §5T I8
<negative> @2

Since the words3TTIHTES (Awesome)” and SI’F1F (Excellent)” of
tweetl are found in SentiWordNet, they are augmkemigh <positive>). Since
the words ‘&&ay (Damn) and “¥& (wasted)’ of tweet2 are found in
SentiWordNet, they are augmented with <negative>).

This augmentation is done because we observeltbagxternal knowledge
of word level sentiments can help in classifying@ll polarity of tweets. After
processing all the training tweets in the abovetioaad way, they are submitted
to the deep learning algorithms for model developme




3.2 Deep Learning Models

For implementing our proposed sentiment classificasystem, we have
considered three deep learning algorithms - (LJuReat Neural Networks called
LSTM, (2) Bidirectional Recurrent Neural Networkslled BILSTM and (3)
Convolutional Neural Networks (CNN). Unlike thediional sentiment analysis
model that uses multinomial Naive Bayes and SVMh@lavith bag-of-words
tweet representation [35] [46], the deep learniageal models can take into ac-
count the entire sequence of tokens containedweat while detecting sentiment
polarity of the tweet. Since the deep learning n®aéth word embedding layer
transforms the input words into the dense wordarscthe data sparseness prob-
lem arising out from the bag-of-words tweet repnésiion used by the traditional
machine learning based models is overcome to someateby the deep learning
models.

3.2.1. LSTM and BILSTM based Models

The important feature of LSTM based deep learniaged model is that it can

process sequence of tokens in the input tweet ¢odmit to a contextual embed-

ding that passes through the fisaftmaxiayer that classifies the tweet into one of
the three sentiment classes - positive, negatidenantral.

Positive Negative  Neutral

N T

Softmax Dense Layer

A

Context Embedding

A

I I I I
LSTM | | LSTM || LSTM | LSTM | ] LSTM

i T 1 i 1

Embedding Layer

A A A

NSl W@ A9 FE@ T

Figure 1. Unrolled LSTM over a sample input tweet
“TNOT I M FE (7 (Power makes a man mad)



Thus the LSTM based model can make use of the pppte context words in the
sequence of tweet words for sentiment polarity jotemh.

A LSTM (Long Term Short Term Memory) is a specigbe of recurrent
neural networks, which can process relatively leeguence of data in better way
because it does not suffer from so-called gradiantshing problem [48]. The de-
tails of LSTM with its working principle can be fod in [49].

The outline of the broad architecture that we hased for developing our
LSTM based sentiment polarity detection model igegiin Figure 1. The output
of LSTM unit goes to the softmax layer which preslithe class of the input tweet.

While LSTM can process the input in only forwardedtion (from the left to
right of the input word sequence), the bidirectidd@TM (BILSTM) can capture
the better contextual information by processingitiput word sequence in both
the forward and backward directions.

In practice, architecture involves two recurrenels side-by-side, then pro-
viding the input sequence as input to the firsetagnd providing a reversed copy
of the input sequence to the second. The outputsmbarallel LSTM layers are
finally merged for improving the performance of Reent Neural Networks
(RNNSs). Figure 2 shows how bidirectional LSTM warks

Input
Forward LSTM Backward LSTM
Dense Layer

Figure 2. Bidirectional LSTM Architecture

For implementation of our LSTM based deep learmmgglels for sentiment polar-
ity classification, we have used Keras open solibrary written in Python for
deep learning.

3.2.2. CNN based Model

We have also used one dimensional CNN (Convolatidleural Networks)
for tweet polarity classification. The input to CN&lformed by concatenating the
word vectors of the tokens contained in a tweetd€al with the variable tweet
length problem, zeros are added for equalizinglehgth. CNN effectively helps



in convolving the effect of local (word level) senént polarity with the semantics
of tweet words. Moreover convolution helps to immmate the surrounding
information in feature computation.

The architecture of the CNN model that we have dsedentiment polarity
classification of Bengali tweets is shown in Fig8reT his architecture is similar to
that is given in [38]. In Figure 3, the input to @Nis an m X k matrix
representation of a tweet whare= the number of words in the tweet dnd the
embedding dimension, that is, k is the size ofdéese word vector representing
each tweet word. The convolutional layer convolresinput using a filter whose
size isW = h x k, where h is the window size and& is the word vector’s
dimenstion. This convolutional operation giveseavrfeature fwhen a filter W is
applied to the window of h words:

fi=g(W.Xii+h-1+D)

Where X1y iS the vector formed by concatenating the wordtorsc
corresponding to the words falling in the windowattispans from the™iword to
the (i+h-1}" word in the tweet, b is the bias weight and g is the-izar
trasformation functions such as hyperbolic tangemectilinear.

Max Fully Softmax
nxk . i connected
. Convolutional Pooling layer
representation of _ Layer layer
layer with

tweet
multiple filter

widths and
feature maps

Figure 3. CNN Architecture

The filter is slided right with stride equal to fica each possible window of word
vectors are convolved to a new feature. This givéssature map:
f=[f1 o, fmneal-
Then max pooling [35] is applied on all the obtadinkature maps (the
number of filters determine number of feature mapspelect the most salient



feature per feature map f. Using pooling the proid related to the variable tweet
length are also overcome.

Thus each filter can give one convoluted featurd we obtain a feature
vector of lengthN if N filters are used (For the different filters, thiéfetent
window sizes can be used).

The output of the convolution layer is then conedcto a fully connected
(FC) layer which receives as input a vector of digien N. Here the convlutional
layer acts as feature learning layer. The outpuhisffully connected layer is then
passed tesoftmaxlayer which gives the probability distribution oviaree class
labels-postive, negative and neutral.

For implementing the CNN based model, we have W&@ds open source
library written in Python for deep learning. The debis developed using Keras
sequential model. Figure 4 shows the various faysed for implementing the
CNN model.

Input

A

Embedding Layer

v

1-Dimensional CNN

\ 4

Fully connected layer

v

Softmax Layer

/v

Positive Negative Neutral

Figure 4. Steps of our implementation of CNN model

4 Evaluation and experimental results

We have used Bengali sentiment analysis datasetsinghe shared task named
SAIL@MIKE 2015, held at IIIT Hyderabad, India [40].The distribution of
postive, negative and neutral tweets in the trgiisiet and the size of the test set is
shown in Table 1. The training set contains a tofal000 tweets and the test
contains a total of 500 tweets.



Since the deep learning methods are data hungsyd#taset is not sufficient
for training deep learning models. However, weehased this dataset because
this is the only dataset on which many existing dggin sentiment analysis
techniques had been tested.

Table 1. Description of SAIL 2015 Bengali dataset

Training set Test set
Negative Positive Neutral
356 368 276 500

4.1. Experimental Results and Comparisons

Since training set is relatively small, we combthe MIKE training set and test
set to form a single dataset consisting of 150@&tsvand 10-fold cross validation
is done for model performance comparisons. For @iaiur developed models,
we compute average accuracy over 10 folds and tiaels have been compared
based on the obtained average accuracy.

We conducted several experiments to judge effentise of deep learning
models for sentiment polarity classification.

Experiment 1: In this experiment, we have developed a simple M3Jased
model which has been discussed in section 3.

Experiment 2: In this experiment, we have also developed anrditbnal
LSTM model as discussed in section 3.

Experiment 3: In this experiment, we have developed a CNN basedel as
discussed in section 3.

4.1.1. Model Configuration

The deep learning models have several tunable hgpmmetes which need to be
properly tuned to obtain the best possible resultée have tuned the
hyperparameters in sequential manner. For exanmiiielly hyperparameters are
set to default values as per Keras implementationSTM based model, then
batch size is tuned by varying its value from loalues to high values and the
batch size that gives the best results is noteav bip setting the batch size to the
obtained optimal value, other hyperparametes exambiedding size are set to the
default values and embedding size is tuned. Thed#st configuration of each
model is found.
We have obtained the best results for our LSTM thasedel with the following

configurations:

embedding_size = 100

SpatialDropout = 0.4

Dropout = 0.2 and recurrent_dropout =0.2

dimension of the output space = 100
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Loss function ="categorical_crossentropy”

optimizer="Adam”

epochs =25

batch_size =100
For the bidirectional LSTM model, we obtained thestoresults with the following
settings of the model hyperparameters:

embedding_size =32

Dropout =0.2

dimension of the output space = 32

Loss function ="categorical_crossentropy”

optimizer= "RmsProp”

epochs = 20

batch_size =64
For the CNN base model, the best results are ataivith the following model
configuration:

embedding_size =32

Activation of CNN layer="relu”

Number of flters=32, kernel_size=3, strides=1

Max pooling size=3

Size of the first dense layer = 32

Activations of the dense layer="tanh”

Dropout =0.2

Loss function ="categorical_crossentropy”

optimizer="Adam”

epochs = 20

batch_size =64
The 10-fold cross validated results of our devetbgeep learning models with the
above mentioned configurations are shown in Table 2

Table 2. Performances Comparisons of Our Proposedp DLearning based
Models for Bengali Sentiment Classification

Models Accuracy (%)
The BILSTM based model 55.73
The LSTM based model 55.27
The CNN based model 51.93

As we can see from Table 2, BILSTM performs tksttamong the three deep
learning models we have implemented.

4.2 Model Comparsions and Discussion
By comparing the results of all the deep learnirggddl models, we can

observe that, for Bengali sentiment classificatiask, the BILSTM based model
can perform slightly better than the other deemieg models.
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To judge the effectiveness of the deep learning elspdve have compared
them with the trditional machine learning algorithnSince some previous works
suggest that two machine learning algorithms- Moltnial Naive Bayes [35] and
SVM with the linear kernel[46] are effective in Bgli sentiment polarity
classification, we have chosen these two algoritlianscomparsons with our
deveoped deep learning based models. MultinomialeNBayes and SVM based
models have been developed WEKA? platform with the same feature set and
parameter settings as mentioned in [35] and [4§jeetively. The comparisons of
the results are shown in Table 3.

Table 3. Performances Comparisons of Our Proposeg Dearning based Model
and Two Existing Machine Learning based Models Bengali Sentiment
Classification

Models Accuracy (%)
The BILSTM based model 55.73
The LSTM based model 55.27
The CNN based model 51.93
SVM with unigram features [46] 53.73
Multinomial Naive Bayes with unigram and 53.07
bigram features[35]

it is evident from Table 3 that performances of LSaRH BILSTM based
models are slightly better than the traditional hiae learning algorithms-
Multinomial Naive Bayes and SVM though the CNN hhseodel performs like
the traditional machine learning algorithms. BILSerforms the best because of
the fact that it analyzes the tweet from both sidef-to-right and right-to-left,
whereas the LSTM processes the tweet from leftgfiotionly.

We can aslo see that deep learning models outpetfoe traditional machine
learning models by small margin. It is also unckeans why CNN gives relatively
poor performance. One of the possible reasonsuci sesults of deep learning
models may be the nature of SAIL 2015 dataset hadcize of the dataset. Since
deep learning model is highly data hungry and S2015 datset is insufficient for
training the deep learning models, the deep legrmodels could not outperform
the traditional machine learning models by largergima Though SAIL 2015
dataset is small, we have applied deep learninfisrdataset for several reasons -
(1) to the best of our knowledge, this is only demark datset for Bengali tweet
sentiment analysis, (o free lunchitheorem states that no learning algorithm can
outperform another when evaluated over all posgildssification problems and
(3) to investigate whether deep learning can beatitematic choice for Bengali

! http://www.cs.waikato.ac.nz/ml/weka/
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tweet sentiment analysis task or not.

5 Conclusion

In this work, we have presented several deep leginased models for sentiment
polarity classification of Bengali tweets. Sentiiibiet has been incorporated in
each model to utilize external knowledge.

We feel that we need more training data for impngvéccuracy of the deep
learning models for sentiment polarity classifioati With the availability of
relatively large training data and the hybrid ddeprning models such as
BILSTM with addtional attention layers can be usknt developing more
enhanced deep learning model. For improving théopaance of the CNN based
model, transfer learning mechanism can be intedrati¢h the model in future.
With slight modifications, our proposed deep leagnimodels can easily be
applied to the tweet data sets for other Indiaglages.

Acknowledgment. This research work has received support from tlegept
entitled “Indian Social Media Sensor: an Indianctb Media Text Mining Sys-
tem for Topic Detection, Topic Sentiment Analysigla@Dpinion Summarization”
funded by the Department of Science and Technoldgyernment of India under
the SERB scheme.
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