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Abstract. Lung cancer, an uncontrolled development of abnbomlls in one
or both lungs has been one of the primary causesanter related deaths
worldwide. Detecting it in the earlier stage is thdy solution to reduce lung
cancer deaths. The most common tests to look faceraus cells include X-
ray, CT scan , Sputum cytology and biopsy test. Gif $& recognized as one of
the effective tools in recognizing it in the earligage. Detecting the lung
nodules (lesions) sometimes seems to be very diiffic Computer Aided
Detection (CAD) systems. Because of the fact thatItimg nodules have
similar contrast with other structure, there midiet a chance in generating
numerous false positives. The performance of Corioolal Neural Network
(CNN) mainly depends on the hyper parameters seldotea problem. The
main motive of the proposed work is to use Bat allgor to optimize the
network hyper parameters such as number of filiergonvolution layers,
number of neurons and filter size in the CNN to emkathe network
performance thereby eliminating the requiremeniahual search for optimal
hyper parameters. The methodology is validatedgusiportant performance
validation metrics such as accuracy, sensitivity sppecificity. The result shows
that CNN in conjunction with Bat algorithm providegtter results in the
classification of nodules and non-nodules with migi false positive rate.

Keywords: Deep learning, Lung nodules, Convolutional Nettatwork, Bat
Algorithm, Particle Swarm Optimization, Hyper parter.

1 I ntroduction

Deep learning aims in creating artificial rdunetworks, capable of learning and
taking the decisions intelligently with the help aligorithms. Deep learning uses
neural networks with several layers of nodes betvike input and output layer. Term
deep here refers to the number of layers in thevoréti.e. the more the layers, the
deeper the network. Series of layers between ignat output perform feature
identification. The need for deep learning raiseainty to process huge volume of
data, perform complex algorithms, to achieve bestopmance with large amount of
data and for effective feature extraction.[10]



Deep learning in health care covers a wider rarigeablems ranging from cancer
screening and disease monitoring to providing petred treatment suggestions.
Immense amount of data is present from radiologiocalging such as X-ray, CT and
MRI scans. There is shortage of tools to convéthid data to useful information.

Lung cancer is one of the life-killing dreadful ééses in the developing countries.
Computed Tomography (CT), Sputum Cytology, Chestra)X-and Magnetic
Resonance Imaging (MRI) are some of the medicafintatechniques employed in
the earlier detection of lung cancer. Here, detectmeans classifying tumour
basically into two classes one is noncancerous tumiich is also known as benign
and the other one is cancerous tumour which is @fared as malignant. There is
very less chances of survival of a lung cancerepatat the advanced stage when
compared to the one when diagnosed and treatbe attly stage of the cancer.

Deep neural network plays an important role inrdegnition of the cancer cells
among the normal tissues, thereby providing arcéffe tool for building an assistive
Artificial Intelligence based cancer detection. Tdacer treatment will be effective
only when the malignant cells are accurately sepdrdrom the normal cells.
Classification of the tumour cells followed by traig of the neural network forms the
basis for the deep learning-based cancer detection.

2 Related Works

Andreas Maier and others [9] provided a gentleothtiction to deep learning in
medical image processing, proceeding from theakfmundations to applications.
The proposed paper discusses about the reasotisef@opularity of deep learning,
reviews the fundamental basics of perceptron angtaheetwork. It also discusses
about medical image processing particularly in ieatptection and recognition,
segmentation, registration and computer aided disign

A new method of using three-dimensional (3-D) cduational neural networks
(CNNs)for FP reduction in automated pulmonary nediétection from volumetric
CT scans is addressed in the work [2]. The impeodaand effectiveness of
integrating multilevel contextual information int®D CNN framework for lung
nodule detection in volumetric CT data is discuassidg the experimental results.

The authors [3] presented a novel approach, whidfast and Adaptive Detection
of Pulmonary Nodules in Thoracic CT Images UsingHerarchical Vector
Quantization Scheme in which combination of custate-based filtering operations,
extraction of features, and SVM classifier is emyphb.

A CAD system that uses deep features extracted fmrauto encoder to classify
the lung nodules into nodules and non nodules ggested in the work [5].10 fold
cross validation is used for which the results wiatd are 75.01% accuracy with a
sensitivity rate of 83.35%.

Haeil Lee and others [6] pointed out an approactusig Gaussian weighted
average image patches for contextual Convolutioparal networks for lung nodule
classification. With the extracted patches, 2D CN&\ trained to achieve the
classification of lung nodule candidates into pesiand negative labels.



A dedicated proposal on survey on deep learningédical image processing is
clearly illustrates about how deep learning alyonis are effectively used for
analyzing medical images [7].

The authors [8] used 62,492 slices of nodule-caatdil extracted from 1013 CT
scans obtained from the LIDC-IDRI database, coimgid0,772 nodules and 21,720
non-nodules. The test scheme was designed usingdparate strategies. The first
was 10-fold cross-validation, and the other was dhtabase division into training
data (85.7%) and testing data (14.3%). Five testsewperformed with various
configurations, hyper parameters, and image sipelsaghieved optimal results of
84% of accuracy.

Cascaded CNNs are used [11] to perform as seleclassifiers for filtering out
apparent non-nodules such as blood vessels orimitesach cascading stage. To
implement such selective classifiers, the CNNg@ieed with an inverse imbalanced
data set consisting of humerous nodule images afedvanon-nodule images. The
method was tested on 1348 nodules and 551,062 odules in 888 CT scans
obtained from the Lung Nodule Analysis (LNA) databa

Santos and others [12] introduced a methodologyétomatic detection of small
lung nodules (with sizes between 2 andni@)) and performed FP reduction at the
end. Tsalli's and Shannon’s entropy indexes wersd uss texture descriptors and
SVM to classify suspect regions as either nodutesa-nodules.

A hierarchical learning framework, i.e Multi-scal®nvolutional Neural Networks
(MCNN)-is suggested by the authors [13] in ordecapture nodule heterogeneity by
extracting discriminative features. The methodolagys evaluated on CT images
from Lung Image Database Consortium and Image [RamlResource Initiative
(LIDC-IDRI), where both lung nodule screening amdlale annotations are provided.

A new approach based on automated detectionlitdiry pulmonary nodules using
Positron Emission Tomography (PET) and Computed dgraphy is presented in the
work[14]. An improved false positive (FP) reductiomethod is identified for the
detection of lung nodules in PET/CT images by meah<onvolutional Neural
Networks (CNNSs).

The methodology proposed by sEaand Ugur [15] used 33 features based on
shape and texture information extracted from nodwaledidates, and realized tests
with four methods of feature selection. The optimauhset is identified by evaluating
classifier performance on the top five classifiansong the 10 which is tested based
on the area under the ROC curve (AUC).

A new technique of using deep feature fusion fréwa mon-medical training and
hand-crafted features is presented by Changmia@ieds [16]in order to reduce the
false positive results. The experimented resulivgtb69.3% of sensitivity and 96.2%
of specificity.

Semi supervised adversarial model classificatiddAS) of lung nodule on chest
CT images has been introduced by Xie and otherk tds model consists of two
networks namely an adversarial autoencoder-baseslipenvised reconstruction
network and a supervised classification networki also learnable transition layers.
The SSAC model has been extended to the Multi-vigwowledge-based
collaborative learning, aiming to employ three SSAG characterize each nodule’s



overall appearance, heterogeneity in shape andrédnd also to perform such
characterization on nine planar views. The modsl been evaluated on the widely
used benchmark LIDC-IDRI dataset.

Kaur and Sharma [4] proposed a dedicated surveyusing nature inspired
computing for fatal disease diagnosis. This propeffactively analyses the efficacy
of various nature inspired techniques in diagnosiivgrse critical human disorders.
The article explains how Genetic Algorithm, Ant Goy Optimization, Particle
Swarm Optimization and Artificial Bee Colony optimation have been successfully
used in early diagnosis of different diseases.Heurhore, ACO, PSO and ABC are
found to be best suited in diagnosing lung, prestaid breast cancer respectively.

Da Silva and others [1] proposed a new model PSgo#thm with Convolutional
Neural Network to evaluate the optimal values of t8NN and to reduce the
classification error. This paper presents a mettloggofor reduction of lung nodule
false positive on CT scans.

Nature provides rich models to solve these problentshence swarm intelligence
optimization algorithm has been introduced. Theabgdrithm (BA) was proposed by
professor Yang based on the swarm intelligenceistausearch algorithm in 2010
and is a kind of effective method to search thebglooptimal solution. BA has
attracted more and more attention because of itgplei less parameters, strong
robustness, and the advantage of easy implemeamtdtierefore, the Bat algorithm is
used to optimize a few of the hyper parameters NNQOmodel, eliminating the
requirement of a manual search to identify the rogti hyper parameters for the
classification of nodule and non-nodules.

3 Problem Statement

Lung cancer identification is difficult and amtremely complex problem to solve.
However, if it is detected in early stage, the grdtihas a high chance of survivability.
The diagnostics data suggests that the highesedenfr people who get diagnosed
with this type of cancer have already an advanoeu bf cancer.

4 Proposed method

The main objective of the proposed work islessify the CT images into nodules
and non-nodules using a CNN in conjunction with Ba algorithm to optimize the
network hyper parameters. With the obtained opthibyper parameter values, the
sensitivity rates can be increased there by efftgiereducing the number of false
positives.

The proposed methodology is divided into three stepdescribed in Fig 1. To be
explained briefly, the first step deals with thegaration of images for lung cancer
identification. The second step is the classifamatinto nodules and non-nodules
using CNN-based Bat, further followed by resultlaation.
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Fig. 1. Proposed M ethodology

4.1 Dataset details

The image database used in this research is thprpcessed 50 x 50 LIDC-IDRI
image dataset. The dataset was divided into thetse aining, validation and test set.
Table 1 depicts the distribution of the data set.

Table 1. Dataset details

Dataset No. of nodule No. of non-nodule Total
candidates candidates
Training data set 845 4342 5187
Validation dataset 224 1063 1287
Test data set 182 1318 1500
Total 1251 6723 7974

4.2  Classfication using CNN

The preprocessed CT grey scale images of €ize 50 is submitted to CNN to
classify the images into nodule and non-noduleg.2Filepicts the CNN architecture.
The architecture consists of two convolutional tayeith ReLU activation (C1 and
C2), two max pooling layers (P1 and P2) after eamtvolutional layer followed by a
dropout layer.

The completely connected layer presents an ingerla hidden layer followed by
ReLU activation and dropout layer and an outpuetayith sigmoid activation. The
total number of filters used in first and seconaadutional layers are 32, size of
trainable filters are 3 in each convolutional l&y/&1 and C2, batch size of 32, max
pooling is used in the pooling layers with poolesizx 2 ,128 neurons in the hidden



layer, the probability of dropout in convolutioni@yer is 0.35 and probability of
dropout used in completely connected layer is 0.04.
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Fig. 2. CNN Architecture

Convolutional Neural Network with bat ar chitecture

The performance of plain CNN model purely demendn the network
hyperparameters that are assigned manually. In rotde obtain optimized
hyperparameter value metaheuristic approach carsée to enhance the performance
of the network and to eliminate manual searchhingroposed work Bat algorithm,
one of the effective metaheuristic methods is dsetiyperparameter tuning.

In the beginning, the Bat parameters such as nuwieat population, maximum
number of iterations, upper bound, lower bound, etligion, loudness, pulse rate,
maximum and minimum frequency range are initializsddepicted in Table 2. The
four parameters in CNN that has to be tuned usatgaRjorithm are Number of filters
in first and second convolution layer, number afino@s in the hidden layer and filter
size. The bat algorithm randomly initializes thdsger parameters based on the
upper and lower bound specified in parameter liEadion process. The upper and
lower bound values for number of filters in firshda second convolution layer,
number of neurons in the hidden layer are randdnitialized with integer values
between 4-100.The filter size is initialized witfteéger values 3, 5 or 7.

The fitness of each bat is evaluated using theviolig equation:

Fitness = (2 — 2*Sensitivity) + (1 - Specificity)(1- Accuracy) 1)



A higher weight is assigned to the metric sengitiin order to obtain models with
a high capacity to classify nodules correctly. histway we tend to reduce false
positive rates.

Table 2. Bat-Parametersfor initialization

Parameters Values
Dimension 4
Iterations 3

Bat Population 3

L oudness 0.5
Pulse Rate 0.5
Minimum and maximum 0.0-0.2
frequency

Bat Algorithm

Initialize the bat population; andv; (i=1, 2....n)
Initialize frequenciey; , pulse rateg; and loudnesd; ---#Min and Max frequency
(0.0-0.2)
#Pulse rate and loudness= 0.5
While (t<Max number of iterations)
Generate new solutions by adjusting frequency
Update velocities and locations/solutions
if(rand>r; )
Select a solution among the best Eniat
Generate a local solution around #lected best solutions based on
fitness.
endif
Generate a new solution by flying randomly
if(rand<4; & f(x;) < f(x*))
Accept the new solutions
Increase and reducd;
end if
Obtain the fitness for the three bats
Rank the bats based on minimum fitness vataefind the best bat
End while
The process flow of Bat-CNN is depicted in Fig.3
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Once the terminating criteria is satisfied, thethgest with minimum fitness is
obtained by ranking the bats based on minimum $gres mentioned in equation 1.
The parameter values for the best bat initializgcbat algorithm are obtained. The
best parameter value will be the optimal hyper peter value for the CNN
architecture. The optimized result obtained are fit8rs in first convolutional
layer,90 filters in second convolutional layer, #urons in the hidden layer and filter
size of 7.

4.4  Convolutional Neural Network with Particle Swarm Optimization

Since the dataset used is pre-processed luageirdatasets a comparison is made
with another effective nature inspired algorithmartizle Swarm Optimization
algorithm. PSO is another meta heuristic approazhobtain optimized hyper
parameter value to enhance the performance of éteonk. The same 50 x 50
preprocessed lung CT scan images which is usedNiN Based Bat architecture is
submitted to CNN based PSO architecture. Initialhe PSO parameters such as
swarm size, maximum number of iterations, uppembpdower bound, dimension,
cognitive parameter, social parameter and inergak are initialized as depicted in
Table 3



Table 3. PSO- Parametersfor initialization

Parameters Values
Dimension 4
Iterations 3
Swarm size 3
Cognitive parameter 2.0
Social Parameter 2.0
Inertia weight 0.7

The four parameters in CNN that has to be tunedguBiSO algorithm are the
number of filters in first and second convolutiaydr, number of neurons in the
hidden layer and filter size. The upper and lowaurid values for number of filters in
first and second convolution layer, number of nearon the hidden layer are
initialized with integer values between 4-100.THief size is initialized with integer
values 3,5 or 7.

The fitness of each PSO is evaluated using theviatlg equation:

Fitness = (2 — 2*Sensitivity) + (1 - Specificity)(1- Accuracy) (2)
PSO algorithm

Initialize the objective function
For each particle
For each dimension
Initialize position xand velocity vy
While
For loop over all n particles and d dimensions
Generate new velocity 'Vt
Calculate new local solutions™®i= xi*"* + vi**
Calculate the fitness function value as mentianeztjuation 2
Find the current best value for each particle xi
If the fitness value is better than ii the past history
Set current fitness value as Xi
End for
Find the current global bestlgy choosing the value with best fitness value
Update t=t+1(pseudo time or iteration counter)
End while
Output the final result xiand g (Obtain local and global best results which is the
optimal hyperparameter)

Each particle is attracted towards the positiothef current global best gnd its
best position xi When the particle finds a location that is bettemt any previously
found locations, the particle updates the locatisrthe new current best for particle i.
In the similar way the current best for all n pags at any time t is obtained. The aim
is to find the global best among all the currengtleolutions until the objective no
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longer gets improved further or after certain numtddfaterations. Fig 4 illustrates the
process flow of PSO-CNN.

Start

P50 parameter
imitialization

I Generate random |

particles
! CNN training |
Evaluate the fimess | e, ——
| 7 Optimized CNN hyper |
' fonxtion ' | parameters [
Update particle velocity | | CNN training once |
- and position | . aTi.n
v | CNNPSOmodel |
bt . Yea
i Satisfy the
stopping criteria

Fig. 4. Process flow of PSO-CNN

The optimized hyperparameter value obtained usB@ Rlgorithm are 100 filters
in first convolutional layer,44 filters in secondnvolutional layer,100 neurons in the
hidden layer and filter size of 7.

5 Experimental Results and Discussion

This section presents and discuss the resultsined with the proposed
methodology with reference to lung nodule falseitpasreduction on CT scans. The
entire methodology was implemented in python codequ Keras deep learning
library and executed on Kaggle GPU and GPU.

Comparison of test accuracy, sensitivity, spedifiietween plain CNN model,
Bat based CNN model, PSO based CNN model is madi¢harresults are depicted in
Table 4.
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Table 4. Compar ative study-plain CNN model, CNN based PSO and CNN
based Bat algorithm

Parameters Plain CNN model CNN CNN
with Bat with PSO

No. of filtersin C1 32 48 100

No. of filtersin C2 32 90 44

Number of neurons 128 78 100

in hidden layer

Filter size 3 7 7

Sensitivity 0.8120 0.8368 0.8104

Specificity 0.8528 0.9271 0.8612

Accuracy 0.8456 0.9112 0.8504

Thus, CNN based Bat algorithm significantly increshsthe test accuracy,
sensitivity and specificity compared to CNN base80P With the increased
sensitivity rates, the total number of false pwssi can be reduced. Even though
similar works [1] have been done to improve lungule classification, Bat algorithm
is implemented with reduced datasets. However, rdmilt depicts that the Bat
algorithm can provide good results for high dimensai datasets. It is noticed that the
feature extracted by the proposed model from thagem are indistinguishable
between nodule and non-nodule images in some c&&s.to this the model
classifies few of the nodule images as non-noddles.number of hidden layers may
be increased to extract the low-level features.

6 Conclusion

Parameter selection for Convolutional Neural Netwierone of the most important
problems. Nature inspired algorithm, one of tharojation techniques can provide
some efficient results. Bat Algorithm is used fdjusting the CNN parameters to find
the optimal CNN hyper parameters. In the proposedkwBat Algorithm with
Convolutional Neural Network is used for contrafithe parameter values which
gives the better solution by exploring and exptmjti The result shows that the Bat
Algorithm with Convolutional Neural Network achievebetter classification
accuracy, sensitivity and specificity in classifyinodule and non-nodules compared
with CNN based PSO and plain CNN models. Thus,ebedensitivity results in
reduced false positive rates. In future, CNN asgdtitre can be experimented in
conjunction with other nature inspired algorithmsorder to optimize the parameter
values and try to achieve good classification tesurhe proposed methodology
simply classifies CT images into the nodules anagtmodules but does not specify the
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stages of lung cancer. Future work can be perforomespecifying the stages such as
initial, moderate and severe cases.
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