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Feedback Stabilization with Discrete Measurements
using Bounds on Fundamental Matrices

Frédéric Mazenc and Michael Malisoff

Abstract— We prove a new robust stabilization theorem
for systems with time-varying disturbances and sampled
measurements, using novel bounds on fundamental ma-
trices for systems with disturbances. Our main tools use
properties of positive systems and Metzler matrices. Our
numerical example illustrates an advantage of using our
method instead of previous methods.

I. INTRODUCTION

The study of time-varying systems [12] is frequently
rendered difficult by the fact that in general, no formula
for state transition (i.e., fundamental solution) matrices
can be obtained, and estimating them may not be easy.
This problem often arises when the vector fields defining
the systems are uncertain, and where one must also find
a globally asymptotically stabilizing feedback control
that can be computed from only sampled state measure-
ments. While such sampling problems can be recast as
delay compensating problems where the delay is a time-
varying sawtooth shaped function, delay compensation
methods normally require exact knowledge, or close ap-
proximations, of the vector fields defining the dynamics
[4], or they can lead to bounds on the allowable delays
(and so also bounds on the allowable sample rates) that
might not always be large enough for applications. See,
e.g., [7], [8], and [15] for motivation for studying the
effects of sampling in control engineering.

To help address these challenges, this note provides
a new construction of functions that are composed of
exponential functions which upper and lower bound the
entries of the state transition matrix of a linear system
with a poorly known but bounded vector field, where the
inequalities are componentwise. We apply this result to
build robust stabilizing controls for linear systems with
discrete measurements. Our control formula is the one
from [6, Chapter 2, Section 2.9], which is applied in
[6] to cases where the state is available for continuous
measurement. Here, we apply the approach from [6] to
systems whose variables are only measured at discrete
instants. This lets us cover cases where the sup norm of
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the uncertainty in the dynamics and the sample rate are
arbitrarily large, which we believe is a significant and
novel contribution. Our proofs use comparison systems
which are reminiscent of interval observers (as defined,
e.g., in [5] and [11]), but are outside the scope of pre-
vious interval observers that did not consider sampling
and unknown vector fields. We use novel applications
of properties of Metzler matrices and positive systems.
While positive systems have been used in aerospace
engineering, mathematical biology, and other fields, we
believe that our work is the first to apply them to sample
data feedback stabilization under uncertain vector fields,
where the sup norms of the uncertainty and the inter-
sample intervals can be arbitrarily large.

In Section II, we provide the relevant definitions and
notation. Then in Section III, we state our main feedback
stabilization theorem. In Section IV, we state our new
theorems on estimating fundamental matrix solutions of
time-varying systems, which are of independent interest
because of the importance of estimating fundamental
matrices for uncertain systems, and which we use to
prove our stabilization theorem in Section V. We illus-
trate our findings in Section VI by showing a potential
advantage of our approach compared with earlier meth-
ods, and we close in Section VII by summarizing our
contributions and suggesting future research problems.

II. DEFINITIONS AND NOTATION

We use the following definitions and notation in
the sequel, where the dimensions of our systems are
arbitrary unless other indicated. The notation will be
simplified whenever no confusion would arise given the
context, and all of the matrices in this note are assumed
to have only real entries. A matrix is called Metzler pro-
vided its off diagonal entries are all nonnegative. For two
vectors Vi = (V11 ....v1,,) " and Vo = (Va1 oocv2) T,
we write V3 < Vo whenforalli € {1,...,n}, v1; < va;;
and V3 <V, when for all i € {1,...,n}, v1; < vo,. We
adopt similar notation for matrices. Let || - || denote
the standard Euclidean norm of vectors and matrices.
We define functions Z; by Zi(s) = E(t + s) for all
=, s, and t for which ¢ + s is in the domain of =.
We set Gt = [max{g;;,0}] for matrices G = [g;]
and G~ = Gt — G. Note for later use that if M; and
M5 are matrices of the same size such that M; < Mo,



then we have the ordering properties M;" < M., and
M, < M . Let I denote the identity matrix of any
dimension, and let 0 denote the matrix of any dimensions
whose entries are all equal to zero. Square matrices M
and M5 of the same size are called similar provided there
is an invertible matrix P such that M; = P~ 1M, P.
For a continuous function F : [0, +00) — R"*™, the
fundamental (or state transition) matrix solution ¢ is
defined to be the unique matrix valued solution of

92r (t,t0) = F(t)@r(t,to), ®r(to,to)=1 (1)

for all real ¢t and ty3. We also use basic properties of
input-to-state stability (or ISS, which we also use to
mean input-to-state stable), e.g., from [14].

III. STABILIZATION THEOREM
We study systems of the form

X(t) = (M —=061(t))X(t) + BU(t) + 02(t), (2
(but see Remark 2 for more general systems that covered
by our methods) with X valued in R”, the control
U valued in RP, M € R™™ and B € R™*P being
constant matrices, and §; : [0,4+00) — R™*™ and
d2 : [0,400) — R™ being piecewise continuous and
locally bounded. We assume that the available output
measurement Y is defined by Y (¢t) = X(¢;) for all
t € [ti,ti+1), where to = 0 and the ¢;’s present times
when new state measurements become available, and we
define o : [0,+00) — [0,+00) by o(t) = ¢t; for all
t € [ti,ti+1). We assume the following (but see Remark
2 for non-Metzler cases):
Assumption 1: The matrix M is Metzler, there is a
matrix § > 0 such that

0<6:(t) <6 3)

for all ¢ > 0, the pair (M,B) is controllable,
inf;>0{ti+1 — t;} > 0, and there is a known constant
v > 0 such that supl-zo{tiH —t;} <w. O
We then use the functions and matrices
- - (M+ﬁ)e+ (M—=3)e Mo
() = ——=—— ",
(M-8 (M4D)e . T
() = —3~——, S=BB", (€]

and J(r) = j;)r e MlGe—MTlqy.

Since (M, B) is controllable, J~1 is well-defined for all
r > 0, e.g., by [13, Corollary 3.2.10 and Theorem 5].
Then, for all r € (0, v], the matrices

Felr) =€)+ f; [w =0 (se7I7 )
~elr—0) (se ) Jar

- _®
(r=0) (et 1))

“Er—0) (Se*MTZJ*I(r)) +] e

are well-defined. Using the matrices (5), our stabilization
theorem is as follows, where we use the entrywise supre-
mum notation sup,.c(g ] M(r) = [sup,¢o,; Mi;(r)]
for matrix valued functions M(r) = [M
Theorem 1: Let the system (2) satisfy Assumption 1.
Then (2), in closed-loop with the control defined by

AIE

Ut) = —BTeM G0 7140 —1)X (L) (6)

for all ¢ € [t;,t;11) and ¢ > 0, is ISS with respect to o
if the matrix

—+ _
F. F
Fegp | 7o) E2O) o
reow) | EZ(r) FL(r)
is Schur stable. O

Before providing our fundamental matrix estimation
theorems (and then our proof of Theorem 1 in Section
V), we discuss the novelty and value of Theorem 1.

Remark 1: A crucial aspect of Theorem 1 is that
one can check whether I" is Schur stable because the
matrices F.(r) and F.(r) are expressed in terms of
known functions, whereas the state transition matrix of
M — 61(t) cannot be found since ¢; is unknown. In the
special case where 5 is the zero function, our proof of
Theorem 1 will show that the origin of the closed-loop
system is a globally exponentially stable equilibrium on
R™. For ways to compute F. and F, see [, p.34]. O

Remark 2: By Theorem 3 from Section IV-B, we can
extend Theorem 1 to cases where M is not Metzler
but is similar to a Metzler matrix, by first using a
change of coordinates to transform (2). We can also
cover cases where M and B are time varying, with
added uncertainty also on B [10]. The control (6) is the
one of [6, Chapter 2, Section 2.9]. We can find a matrix
8p > 0 so that T is Schur stable when 0 < ¢ < ép
since £ and ¢ are continuous and zero when & = 0. This
facilitates checking the assumptions of Theorem 1. [J

IV. ESTIMATION OF FUNDAMENTAL MATRICES

In this section, we state our theorems on estimating
fundamental matrices, which are of independent interest.
In Section V, we will see how these estimation theorems
can be used to prove Theorem 1.

A. Metzler Case

We first address the problem of estimating funda-
mental solutions, using a known Metzler term in the
vector field defining the system; see Section IV-B for a
way to relax this Metzler requirement. Throughout this
subsection, we fix a A that satisfies:

Assumption 2: The function A : [0,+00) — R™*™
is a piecewise continuous matrix valued function. Also,
there is a known constant nonnegative matrix A € R™"*"
such that 0 < A(t) < A for all ¢ > 0. O



In [10], we prove:

Theorem 2: Let M € R™*™ be a Metzler matrix and
A be a function satisfying Assumption 2. Choose the
functions

G(M—X)e+e(M+Z)a

6M x(0) = 2 ancl ®
D, x(0) = Mt e(M—A)V«ge(M+A)e'
Then
@y alt—t0) < Pr-altito) < Pyt —to) 9
hold for all ¢ > ty and tg > 0. O

Remark 3: In the particular case where A is a con-
stant function, i.e., A(t) = A, for all ¢ > 0, then
Dr_alt tg) = eM-2e)=t0)  Also, for any square
matrices A and B of the same dimension, the inequality

A+B 6'A|| < HBH@SUP[E[OJ] [ A+28B]| (10)

le

is satisfied, which follows by applying the Fundamental
Theorem of Calculus to the function G(¢) = eA*5 on
the interval [0, 1]. Taking A = A, it follows from (10)
that in this constant A case,

P r-a(ts to) = Pa(t, to)]
< (t — to)||Ag][ett0) suPee -1y [IMALA

an

for all t > ¢y > 0. On the other hand (9) gives

o(t—tg) < Pa—alt,to) —Pa(t, to) < o(t—to) (12)
where
@(2) _ e(./\/l—AC)E_eMl_ge(MJrAC)Z_eMZ and
Q(f) _ e(M—AC)E76M£§QM£76(M+AC)£ (13)

which gives (11), by (10). The main advantage of Theo-
rem 2 in this time invariant case (over the estimates that
can be obtained diredctly from (10)) is that it provides
estimates for each entry of ® oq_a (¢, 0); see Section VI
for an example illustrating this advantage. (]

B. More General Case

A limitation of Theorem 2 is that it only applies when
M is Metzler. In this subsection, we relax this Metzler
condition by considering the broader family of matrices
that are similar to Metzler matrices. This is motivated
in part because Jordan canonical forms of matrices with
real eigenvalues are Metzler. Also, using the theorem
from this subsection, we can relax the Metzler condition
from Assumption 1 to only requiring the matrix M in
(2) to be similar to a Metzler matrix. In [10], we prove:

Theorem 3: Let A € R™*™ admit an invertible matrix
P € R™" and a Metzler matrix F' € R™*™ such that
PAR =F, where R =P~ Let p: [0, +00) — R™*"
and the matrices p € R™*" and p € R™*" be such that

p<plt)<p (14)

for all ¢ > 0. Choose the functions

de(l) = R72+ (e(M—é)é+e(M+5)e) pt
B <6W N 6<M—f>e;ew+f>z> pt
_Rp+ (eMZ + e(M—e)ége<M+s>e> p-
+R;< (M=9)t 1 ((M+)t) p=
D(0) = RF (M4 SN pi (4
2
Tf (e (M—<) +€(1Vf+<)€) Pt
RT*' (e(M 3) _|_6(M+<')£) P
TR (e <M—f>z;e(M+6)Z> p-
where
&=
(P*p—P ) R* — (Prp-Pp)R)"  (16)
—(Ptp—P p)R" 4+ (P"p—P p)R™
and
M = F+((P"p—P p)R"
+ (P p-Ptp)R)". {17)
Then the inequalities
D (t —to) < Payp(t,to) < Pe(t —to) (18)
hold for all ¢t > ty and tg > 0. O

V. PROOF OF THEOREM 1

We use Theorem 2 to prove Theorem 1. The proof
has three main parts. In the first part, we derive a sample
data system that corresponds to the closed loop system
from Theorem 1, which is the dynamics for the discrete
time variables z;, = X (¢ ). In the second part, we prove
an ISS property of this discrete time system, using the
Schur stability assumption from the theorem. In the final
part, we use the ISS property for the discrete time system
to obtain an ISS property for the closed loop system
from the statement of the theorem.

First Step: Deriving the Discrete Time System. Let
¢ > 0 be an integer. By integrating the system (2) over
the interval [t;,t], with ¢ € [t;,?;41], we obtain

X(t) = Py (tt:)X(H)
+ [} ®ar—s, (t,0)BU(£)dl
+ fti Par—s, (t,£)52(£)de.
Consequently, since M is constant, we get
X(t) = {eM(t_t’?) [X(t,-)+ Sl
+ fti Dar—s, (£, £)02(¢)de
+H[Prr—s, (t, 1) — Pas(t, t:)] X ()
+ ftt (®arr—s, (t,€) — (2, 0)]BU(£)dL

19)

(5i=0) BU(€)d£] }

(20)



since @/ (t,0) = M= for all £ € [t;,t]. Then the
feedback (6) gives

X(t) = [} ®rr—s, (t,0)82(0)dl + D(t, 1;)
+H[®nr_s, (t, 1) — Ppr(t,6:)] X (8;)
+ [ [ @ur(t,0) — ®ar_s, (8, 0)SFALX (£:) (21)
= {_ j: ®p(t,0)Side + Pt ti)} X(t:)
+ ;. Dars, (£, 052(0)dl + Dt t,),
where D(t,t;) is the quantity in curly braces in (20),
St = Se=M (=) =1,

= ‘I)M_51 (a, b)

(22)

r, = ti+1 —ti, and ‘I)D(a, b)
Consequently,

X(tit1) =

—CD]\/[(CL, b)

F(i) X (t:)

o 23
—’—fttqz+ Par—s, (tit1,£)02(£)dL, (23)

where

F(i) = ®p(tit1,ti) —

and where we also used the fact that our formula for
our control U from (6) and our choice of J in (4) give
D(tiy1,t;) = 0. Equation (23) defines the desired closed
loop discrete time system.

Second Step: Stability Analysis for Discrete Time
System (23). Theorem 2 ensures that for all a > b, we
have

Ji @p(ti, 0)SidL,  (24)

(a—b) < ®pla,b) <&(a—b), (25)

where & and £ are defined in (4). We deduce that, for
any integer ¢ > 0, we have

E(tiv1—0) (SeMT(U(f)—f)J—1<ri))

j +

< ®p(tiyr,f) (Se (o(0)— )Jfl(m)) 26)
< E(ti1—0) (SeMT(‘T(é)—f)J—l(ri))Jr

+

and
E(tisr—0) (SQM%(@*@)JA(”))‘
< ®p(tips, ) <5€MT(U(Z)_£)J_1(W))7

< &(tip1—4) (SeMT(U(f)*f)Jfl(TZ_D_

for all £ € (¢;,t;+1). By multiplying (27) through by —1
and then adding the result to (26), we get

27

E(tivr — 087, —&(tig1 — 0)S;,
< (I)D(ti+17£)*§i,é (28)
< E(tig1 — )S;fe_ E(tipr — é)éi_,z

for all ¢ € (t;,t;+1), where
Sip = SeM =0 771 (). (29)

We deduce that F(i) < F(i) < F (i), with F (i) and
F (i) defined as follows:

F(i) = E(tigr — o)

L B - 08, - 6t - 087 ae O
and
( ) g( i+1 — )

3 o . 1
i el — 08, — €t - 0], e (b

From the definition of the sequence t;, we deduce that
for each i > 0, we have F(i) = F.(r;) and F(i) =
F.(r;) with F. and F_ defined in (§) and r; = t;41 —t;
as before. It follows that for all integers ¢ > 0, we have

F(ri) < F(i) < Felry). (32)

In order to prove our ISS property for (23), we first
study the system

Z(tiv1)

that corresponds to the d2 = 0 case in (23). By rewriting
(33) as Z(tit1) = (F(i)" — F(i)7)Z(t;), we conclude

= F(i)Z(t:) (33)

that for any solution Z(¢;) of (33), the function Z(¢;) =
[(Z#t))T,(=Z(t;))T]T is a solution of
G(tipr) = F(i)7C(t:) + F(i) T (ta)-

Moreover, (34) is a positive system.

Next,  let  [(G(t)(%p(t))T]T  and
[(Ca(t)) T, (¥n(t;))T]T denote the solutions of (34)
with the initial conditions

Glto) \ _ [ Z(to)*
(a)-(Zar) o
and
Cnlto) '\ _ ( Z(to)”
(5 )=(Zm-) oo
respectively. Then, noticing that
= _( Z(to)" = Z(to)”
E(ty) = ( Z(tg)* 7Z(tg)+ ) 37

= () -(h )

we deduce from the uniqueness of solutions property for

(34) that
- (§)-(£8)

for all integers ¢ > 0.

(38)



Next consider the system
—=+

{cm) - o ri)C(t:) + Z.(n OTICYR
Otiv) = Eo(ri)C(ts) + Fe (ri)(t).
Let [(C,(t:) ", (1, (t:)) "] T and [(C, (1)) T, (¥, (t:)) ']
denote the solutions of (39) satisfying
gp(to) = Z(tO)J_r and
(50 (2 )

()= (2o )

respectively. Then, by the order preserving properties
from Section II and the comparison principle, we have

o< () )= (i ) me
ti)

Gl C(t) @b
0= ( Dt ) <<wﬁi<m )
for all ¢ > 0. As an immediate consequence,
g ( bulte) ) = T\ Bt
< (t;)
(42)

A IN
27—
N S
="
S e
—~ N — —
-
2.2 ~—
N———

for all 7+ > 0, where I is the Schur stable matrix from
(7), and where we used (38), (41), and the nonnegativity
of the terms in the difference in (38). Consequently,

(S ) = ()

Fi Z(tO)i_ ,
Z(to)
by our choice of =. Thus,

_ i Z(to)” }
[7,0]T ( Z(to)" ) < Z(ty) . w
< o (Gey )

By our assumption that I" is Schur stable, this implies
exponential stability of (33), hence the desired ISS
property of (23), by the boundedness of §; (which can be
shown, e.g., by showing that the strict Lyapunov func-
tion for (33) that can be constructed from [2, Theorem
5.13] is an ISS Lyapunov function for (23)).

Third Step: 1SS Conclusion of Theorem 1. By applying
the method of variation of parameters to (2) and recalling
our control formula (6), we can find a constant ¢ > 0
such that all solutions of the closed loop system satisfy

(X (1) < e(|X (o) +sup{|d2(€)] : 0 < £ < t}) (45)

(43)

IN

for all ¢ > 0. We can combine this with the ISS
conclusion from the second step to obtain the ISS
property of the closed loop system from the theorem.
This proves Theorem 1.

VI. APPLICATIONS

In the important special case where the additive
disturbance 6o in (2) is zero, Theorem 1 ensures that
the closed loop system with the control (6) is uniformly
globally exponentially stable to the origin on R™ when
the matrix (7) is Schur stable. On the other hand, we
will see in this section that we can also use (10) to get
an alternative sufficient condition for this exponential
stability property. In the following example, we show
that our Schur stability condition from Theorem 1 is
less restrictive than the condition that would arise from
(10), by showing that our Schur condition holds under
larger bounds & on §; than the largest bound that would
be allowed if we had instead used (10). This will show
an advantage of our Schur stability condition. Although
we assume in this section that d5 = 0 and that ¢; = iv
for all 7 > 0 and that the matrix §; is a constant matrix
5, similar reasoning applies for time varying d;’s and
for ISS cases where d5 is not the zero function.

Consider the system (2) with

M=1€eR*? B=]¢cR>*?
= | 0 4 2% 2 (46)
and 0 = { 5. 0 } eR
with 0. € (0,2). Then S = I and
J(r)= [y e 2dll = F(1 — e ?")L. (47)

Moreover, since e(ME0)t — eMlei‘%, the relations

B Q600 A-800  [(1+6:)0_ (150
e(M+8)t _ [ e(1+5*)536(1_5*)e e(1+5*)zie<1—5*)e ] (48)
2 2
and
~ Q=800 (4800 (=808 (14+52)¢
e(M—ﬁ)KZ [ 6(175*)538(1%5*)[ e(176*)13_2~_e(1+5*)z ](49)
2 2

hold. Consequently, the functions & and £ from (4) are

£(0) = e*(cosh(8,0) — 1)1
and £(0) = —e' sinh(3.0) { ? (1) (50)
and the functions from (5) are
Feo(r) = e"(cosh(d,r) — 1)1
I er_%sjnh(é*(r—g))dg{ ? (1) } 51)
and F(r) = —e” sinh(8,r) [ ; (1) } o

— =2 Jo € [eosh (8. (r — €)) — 1]d4,



because (Se~™'¢J=1)~ is the zero matrix. Since
cosh(s) > 1 holds for all s € R, it follows that in
this example, we have ]—"j = Feand F_, = —F .. With
the preceding choices of F. and F_, the closed loop
system from Theorem 1 will be globally exponentially
stable to 0 on R™ if the I' from (7) is Schur stable.
Next, observe that in this case, the function (24) is
F(i) = = [/ Ga(tisr, Qe+ Odl =20 T (53)
+G3(tiy1,ti),
where G3(t,£) = ®rrs, (¢, £) — Par(t, £). Then, in the
special case where §; = J, we have
.7:(1) = eit1i—t:)(I=8) _ o(tiv1—t:)]

2 [ten |:e(t7¢+1—£)(1—5) _ e(tm—e)z] oti—tqp OY

T 1—e 2wy,

and so also
]:(Z) — vI=8) _ oI
S [e(u—é)(l—s) _ e(u—@)]jl e—Ldll.
Then, from (10), we deduce that
IF @) < vy (v = 0)]6]|e=D0+BIDe=tqy
+V||5Heu(1+H6H)
= ||| foV(V — 0)ev(HIN—L+I0D g
+V||5H€u(1+H6H)
= ut]|5]|er(+1191D) {yfove—aw&u)dg
— ge—€(2+||5|\)d4 + | |5]er O-+181D

15| (LI [, 1mer IS
volle {” ST

(35)

- v(2HI151D,

2+US|(|2+H3H) - 5
*W} + v|[3][e IS
— 5] er(1HI181D v_
vH0]le ( 5|)<2+||5||
A e—v(2+ - <
=) + Bl D,
where ¥ = -—2. This gives the condition
. 26. v(1+384) —v(2+8x) _q
IFGI < g2t (o “5=) o

+v8,er (10

Therefore, by using (10), we conclude that the closed
loop system will satisfy the desired exponential stability
property if the right side of (56) is in (0,1), by the
second part of the proof of Theorem 1. This is a more
restrictive condition than our Schur stability condition
from Theorem 1, since, e.g., if ., = 0.36 and v = 0.72
in the previous example, then simple Mathematica cal-
culations show that the eigenvalues of the matrix I" from
(7) are {0.969621, —0.767802,0.246164, —0.170381}
(so the Schur stability requirement is satisfied) but the
right side of (56) is 1.0879. Hence, Theorem 1 gives
a better stability condition than the one that we would
have gotten by merely applying (10).

VII. CONCLUSIONS

We contributed to the literature on feedback stabi-
lization for systems with uncertainty and sampling. We
allowed additive uncertainty on the right side of the
dynamics, and in a vector field defining the system. Our
strategy combined positive systems approaches with new
matrix inequalities that estimate fundamental solutions
for time-varying linear systems with uncertain coeffi-
cients. Due to the difficulty in estimating fundamental
matrix solutions for time-varying linear systems with
uncertainties, our matrix estimations are of independent
interest. Our example illustrated an advantage of using
our new stabilization approach. In future work, we aim
to extend our work to event-triggered [3] nonlinear
systems whose right sides include Metzler matrices and
to provide analogs that compensate for input delays [10].
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The following 2 pages contain proofs of Theorem 2-3,
which are special cases of proofs from [10], and are for
review purposes only, and are not part of the paper being
proposed for the proceedings. See p.6 for the references.

APPENDIX Al: PROOF OF THEOREM 2

We use the following consequence of the uniqueness
of solutions property for (1) with 7 ="R, which is shown
by checking that H(t,tg) = LP4(t,to)L™1 satisfies
H(to,to) =1 and 2 H(t,to) =RH(t,to) for all t > 0
and ty > 0:

Lemma 1: Let A:[0,+00) — R"*" Let £L € R"*"
be an invertible matrix and let R = LAL~!. Then

Dr(t,to) = LD 4(t, to) L1 (A.1)

for all ¢ > 0 and t¢ > 0. O
Returning to the proof of Theorem 2, we choose the
function Q : R — R(2®)*(2") and the matrix P defined

by
M A1)
Q(t):{A(t) M ] and

p_{ I 1 } c REMx(2n)

-1 1
Elementary calculations give

(A.2)

Pt =

N~ D[~
NI~ N[~

1 and PQHP~t =0(t), (A3)
M+ A(R) 0
0 M-AQ®) ] - (A4

Lemma 1 ensures that &g = PPoP 1,
combine with (A.4) to get

where O(t) = [

which we can
0
1
Also, Assumption 2 guarantees that the inequalities
[ M 0

RN

are satisfied for all ¢ > 0. Since the matrix M is Metzler
and A is nonnegative, it follows that

{ oM (t—to) 0 }

dya = [0 I|PDoP!

(A.5)

\NM\N —

[—1 I@Q[

(A.6)

0 eM(t—to)
M A] (A7)
(t—to)
<do(tty) <el B M

for all ¢ > ty3. To see why (A.7) holds, notice that
if X(¢) and Z(t) are solutions of X = Q(t)X and
Z = diag(M, M)Z respectively (where diag(M, M)
is the block diagonal matrix with M as the diagonal
blocks) with the same initial state X (to) > 0, then

D (t,to) > 0 and Z(¢) > 0 hold for all ¢t > ¢y (by the
Metzler property of M and the nonnegative valuedness
of A, using, for instance, [9, Lemma 1]), and applying
variation of parameters to X — Z = Q(¢)(X — Z) +
(Q(t) — diag(M, M))Z gives

X(tt) — Z(t) = Pa(t, to)(X(to) — Z(to))

+ [, Palt, O)(Q() — diag(M, M))Z(¢)dl > 0
for t > tg > 0, which gives the first inequality in (A.7)
by specializing to cases where X (tg) is a standard basis
vector, and the second inequality in (A.7) follows by
applying similar reasoning to

. [M &
X = [ SO } X

(A.8)

(A9)

and Z = Q(t)Z
Since
M A [ M+A 0
{A M]_P { 0 M—A}P’
it follows from Lemma 1 that
{M A ] o)
0
¢ A M _
e(M+A)(t—to) 0
0 e(M—2)(t—to)

(A.10)

(A.11)

Pl P.

We deduce from (A.7) and (A.11) that

|: eM(t—to) 0

0 eM(t—to) } < ¢Q<t7t0)

o(MAE) (t—t0) (A.12)

0 eM= &

0
A

-1
<P [ )(t—to)

for ¢t > tg > 0. Consequently,

|: eM(t—to) 0
0 eM(t—t0) }
Gt —t0) (A.13)

@Q(t,t()) S |: g2(t _ to)

for t > tg, where

Gi(s) =
S MIE)s Z (M-B)s

2

Ga(s) = ——=——

By right multiplying the inequalities (A.13) through
by [0, I/2]T and [~1/2,0]T, we obtain

0
{ M—t0) } < ‘I’Q(t,to)[ I } <
2

[ e(MFR)(t—tg) _,

Ga(t — to) }
Gi(t —to)

eMFB)s | ((M-B)s
and (A.14)

2
(M=B)(t—tg) ‘|

_ 4 _
eMFA)(t—tg) 4 o(M=A)(t—tg)

4
(M+D)(t to)+e(M*Z)(t*to)

_e A —
and vy
€ —e
7

(M—=A)(t—tg) ‘(MJrZ)(t*to)
_ eMGto)
< Dot t) s[ = }

] (A.15)

o i~



since multiplying by —I/2 reverses the inequalities.
Adding these inequalities yields

_I _
B(t —to) < Pa(t,to) [ 7 ] < B(t—to), (A16)
2
where
eMADN_ (M-B)  Me ]
2 4 T2
6(5) = cMAE)E | ((M-B)e and
- _ ! _ . (A.17)
_e(M+A)1{+e(M—A)1{
1
ﬁ(f) = oM c(M=B)E_ (M+B)L
I S

By left multiplying the inequalities (A.16) by the matri-
ces [0 1] and [-I 0], we obtain:

iy
[0 I8(t) < [0 I]®q(tto) Z] (A.18)
< [01]B(t)
and
_ -
[~I 0]B(t —to) < [-I 0]®a(t,to) L] (19
< [=I 0]B(t —to).
By adding these inequalities, we obtain
[0 IB(t—to) +[—1 O]B(t —to)
I
<[-I I®a(t,to) l ?] (A.20)
2
<[0 I|B(t—to)+[—I 0Bt —to).

Finagy, from the second equality in (A.5), we deduce
that @, x(t—to) < ®u_alt to) < D, 5x(t—1o), where
P MA and ¢ MA are the functions defined in (8). This
allows us to conclude.

APPENDIX A2: PROOF OF THEOREM 3
From (14), it follows that PTp < PTp < P*p
and —P7p < —P7p < _P_B' We deduce from the
formula Pp = (Pp)™ — (Pp)~ that the inequalities

P+B — P p<Pp<Ptp— P=p (A21)
are satisfied. From them we deduce that
(P*p - P*ﬁ) Rt < PpR*
< (Ptp—Pp) Rt A
and
- (P+ﬁ — P‘p) R~ < —PpR~™
T < (Prp-Pp R AP
By adding the inequalities (A.22)-(A.23), we obtain
¢ < PpR<F, (A.24)

A-2

where < and ¢ are defined as follows:
+ + +p
(PP BT = (PTo = PR R o
=(Ptp—P p)R"— (P"p— P p)R".
Then, since the formula (17) gives M = F+ST, we get
P(A+p)R=F+ PpR=M - A (A.26)

where M is the matrix defined in (17) and A =< —
PpR. The matrix M is Metzler and the inequalities
(A24) give 0 < A <TF — ¢. Next, Theorem 2 ensures
that

ot _ =t oyt
eM(t*to)_i_ e(M—3T+5)(t to);e(M+s S)(t—tg)

< Dpr_alt, o)
< M=t 40)(t—t0) | ((M+TT —5)(t—1t0)
— 2

for all ¢ > t9 > 0. According to Lemma 1, these
inequalities in combination with (A.26) give

(A.27)

Bt —to) < P@agp(t,to)R< Tt —to)  (A28)
for all ¢ > tg > 0 with
—ct 4o <t —o)e
ﬁ(g) _ e(JVI +7)ﬁ<£€(1¥l+ s)e and
,LL(@) = GMZ + e(lwff++i>é—e(lw+?+*£)z (A29)
pr) = 2 :
Consequently,
Rtu(t—ty) < RY*Pd t,to)R
( o) < o Atp(t,to) (A.30)
< Rt —to)
and
—R u(t—t < —R P® t,to)R
7i( o) < A+p(t,to) (A31)
< —Rp(t—to).

Adding the inequalities in (A.30)-(A.31) and recalling

that R = P!, we get
Rt (t — to) R_ﬁ(t — fo) < ®A+p(t, to)R
< Rt —tg) (A.32)
—R_H(t - t()).
From these inequalities, we deduce that
[RTu(t —to) — RT(t — to)| P+
< Paq,(t,to)RPT (A.33)
< [RT(t —to) — R~ p(t — to)] P*
and
— [RTA(t —to) — R™p(t —to)] P~
< =@y ,(t to)RP™ (A.34)
< — [RYu(t —to) — RTp(t — to)| P~

This allows us to conclude, by adding the inequalities
in (A.33)-(A.34) and recalling that { = (T — (.

The preceding 2 pages consisted of material from [10]
and were included for review purposes only, and are not
part of the paper that is being proposed for inclusion in
the proceedings. See p.6 for the references cited.



