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This paper presents our work toward correct and efficient automatic differentiation of OpenMP parallel worksharing loops in forward
and reverse mode. Automatic differentiation is a method to obtain gradients of numerical programs, which are crucial in optimization,
uncertainty quantification, and machine learning. The computational cost to compute gradients is a common bottleneck in practice. For
applications that are parallelized for multicore CPUs or GPUs using OpenMP, one also wishes to compute the gradients in parallel. We
propose a framework to reason about the correctness of the generated derivative code, from which we justify our OpenMP extension
to the differentiation model. We implement this model in the automatic differentiation tool Tapenade and present test cases that are
differentiated following our extended differentiation procedure. Performance of the generated derivative programs in forward and
reverse mode is better than sequential, although our reverse mode often scales worse than the input programs.
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1 INTRODUCTION
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Fig. 1. OpenMPworksharing loops use a fork-join par-
allelism model. Automatic Differentiation can use the
same model in forward mode, but the reverse mode
poses additional implementation challenges that are
discussed in this paper.

Automatic differentiation (AD), also known as algorithmic differenti-
ation or differentiable programming, and the closely related method
of backpropagation have in recent years received growing interest
for their many uses in optimization, uncertainty quantification, and
machine learning. Given a program that implements some mathe-
matical function, AD creates a new program that implements the
derivative, gradient, or Jacobian of that function. Many different tools
and approaches have been developed to this end; we discuss some
of them in Section 6.

We focus on source-transformation AD, a method in which a given
program is transformed into its derivative program before compile
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2 Jan Hückelheim and Laurent Hascoët

time, often resulting in higher efficiency compared with other approaches. Efficiency, in terms of both memory footprint
and compute cost of the generated derivative program, is crucial for many AD applications and often requires effective
use of parallel computing hardware. While AD for distributed-memory parallelism has been an active research subject
for a while and libraries for adjoint MPI are used in some practical applications, to our knowledge no prior literature
describes fully automated source-transformation AD of C or Fortran programs containing OpenMP pragmas or any
other shared-memory parallelism, in either tangent or adjoint mode.

In this work, we present an extension to the Tapenade automatic differentiation tool that supports the differentiation
of programs containing OpenMP parallel loops in both forward- and reverse-mode (also known as tangent or adjoint
mode), as illustrated in Figure 1. This extension is based on a theoretical framework that we propose in order to reason
about the correct scoping (e.g., private, shared) of variables in the generated derivative code. For reverse-mode AD, we
also present a runtime support library that correctly reverses OpenMP schedules (e.g., static, dynamic) and handles
the storage of inputs to nonlinear intermediate operations during the original computation and retrieval during the
derivative computation in a thread-safe manner. This extension is now part of the Tapenade master branch and will be
available in the next release.

We evaluate our implementation on three test cases: a stencil loop, which follows a computational pattern occurring
in structured-mesh solvers, image processing, neural networks, and many other applications; a lattice-Boltzmann
method (LBM) solver from the Parboil benchmark suite [25], with applications in computational fluid dynamics; and a
Green’s function Monte Carlo (GFMC) kernel from the CORAL benchmark suite [28] modeling nuclear physics.

Our paper makes the following contributions:

• We present the first theoretical model for the direct differentiation of OpenMP parallel worksharing loops in
C/C++ or Fortran. Previous work [9] has considered OpenMP pragmas but only within a simplified language
called SPL that lacked for-loops and many other features and did not consider schedules.

• We present the first publicly documented general-purpose AD implementation that supports OpenMP. TAF [11]
supports some OpenMP, but the differentiation model for OpenMP is closed-source and not publicly documented
in the literature. SPLc [9] supports OpenMP but only for SPL programs.

• We present performance test cases that compare implementation strategies for shared-memory parallel adjoint
derivatives with potential write conflicts. While previous work [9, 16, 17] has discussed those strategies, there
has been a lack of experiments to guide that choice for a user in a general AD setting.

• We present the first OpenMP AD runtime library that supports thread-safe stack access and OpenMP schedule
reversal for reverse-mode AD.

Our work has the following limitations:

• We focused exclusively on OpenMP parallel worksharing loops. Some additional pragmas, such as barrier, master,
or single, seem like a straightforward extension to our implementation and have been described in theory [9].
Others, such as tasks or target offloading, would require more effort.

• We assume, but do not check, that the input program does not contain unspecified behavior. Differentiation may
reveal parallelism bugs that were present but did not manifest in the primal because of implementation-defined
behavior. Checking for input code correctness is impossible in general and certainly beyond the scope of our
work.
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• The current Tapenade implementation supports OpenMP only in Fortran. We expect C support to be a straight-
forward extension to the OpenMP parser, but leave this for future work. C++ (even without OpenMP) is not
currently supported by Tapenade at all and would require substantial development and research effort.

• Concurrent read access in the primal leads to concurrent increments, which our implementation turns into
atomic updates or reductions. While some parallel speedup still results, the adjoint codes in our experiments
scale worse than the input codes, which is expected in the general case, and can only be improved upon in special
cases. This has also been observed in other work for SPL [9] and Fortran [16, 17]. Future work should address
this by increasing the number of cases in which atomics/reductions can be avoided, and/or by implementing
faster methods for parallel reductions.

Our paper is structured as follows. In Section 2 we briefly summarize OpenMP and AD concepts that are relevant to
this work. In Section 3 we explain our theoretical framework and its implementation, and in Section 4 we discuss the
implementation of the runtime support library. In Section 5 we present our test cases and performance measurements
In Section 6 we discuss related work, and in Section 7 we review our results.

2 BACKGROUND

In this section we summarize OpenMP programming and AD concepts that are relevant to this work. Even though we
expect most readers to be familiar with at least basic OpenMP programming, we highlight some subtleties that affect
the differentiation of such programs.

2.1 OpenMP

OpenMP is an industry standard (version 5.1 is the most recent at the time of writing) that allows portable parallelization
of C, C++, and Fortran programs, mostly for shared-memory architectures. Recent extensions include tasks, SIMD
vectorization, and offloading to GPUs and other accelerators. In this work, we restrict ourselves to one of the most
widely used features, which has been part of the OpenMP standard from the first version, namely the parallelization
of worksharing loops [7]. A for-loop (C/C++) or do-loop (Fortran) that satisfies certain structural requirements, in
OpenMP language called canonical loop form, can be parallelized by placing an OpenMP worksharing loop construct in
front of the loop header. An example OpenMP program is shown in Figure 2.

This causes the loop iteration space to be split into chunks, which are then distributed among the available threads.
The size of the chunks, as well as the assignment of chunks to threads, is controlled by the OpenMP schedule. The user
may explicitly choose a schedule using environment variables or runtime library calls or by adding a schedule clause
to the worksharing loop construct. The OpenMP standard defines a number of schedules, including a static schedule,
which assigns roughly equal parts of the iteration space to the threads a priori in a determinstic fashion, as well as
dynamic and guided schedules, which use different strategies to improve load balancing by dynamically adjusting the
assignment of chunks to threads at runtime.

In addition, OpenMP provides the scoping clauses shared, private, firstprivate, lastprivate, and reduction.
Scoping clauses contain a list of variables to which the clause is applied. OpenMP also has a default scope for variables
that are not listed in any clause, which is usually shared, with some exceptions. All clauses except shared will result
in a process called privatization. For each variable that is privatized, a local version of that variable is declared on each
thread, which is accessible instead of the original variable during the parallel region. Note that this can cause programs
containing OpenMP pragmas to behave differently depending on whether or not the compiler supports OpenMP (or

Manuscript submitted to ACM



4 Jan Hückelheim and Laurent Hascoët

program test

real arr (100)

a=1

!$omp parallel do firstprivate(a) shared(arr) schedule(dynamic)

do i=1,100

arr(i) = a

a = 0

end do

write (*,*) a, arr

end program test

Fig. 2. Example OpenMP program. Even though this program is legal, it has a data flow that causes non-determinstic results in arr
that also depend on the number of threads, and a different result in a depending on whether the program is compiled with or without
OpenMP support. Our method enables the correct differentiation of such general programs.

has OpenMP support activated, for example by using a command line option such as -fopenmp). If the program in
Figure 2 is interpreted without OpenMP support, the pragma is treated as a comment. The reference a refers to the
same variable inside and outside the loop, and hence the value of a is first set to 1, then 100 times overwritten with 0,
and the program will finally print "0", followed by a printout of the array arr, which is "1" followed by many zeros. In
contrast, an OpenMP-capable compiler must privatize a inside the parallel region, which means that the reference a
inside the loop refers to a separate variable on each thread, all of which are separate from the original variable that is
accessible outside the parallel loop. The program must therefore print "1", followed by a printout of arr that in this
case contains "1" in each index that was the first to be modified on any thread, and "0" otherwise. Note that the original
and all private entities of a exist in memory at the same time, which can drastically increase the memory footprint of
the program if a is a large object or array, particularly if the number of threads is high. Since the dataflow of a program
may change depending on whether or not OpenMP support is active in the compiler, our AD implementation also has a
command line switch to that effect.

The privatization scopes differ in the way that the variables are influenced by, or influence, their corresponding
original variable. For example, the privatized instances of a variable declared firstprivate will be initialized with
the value of the corresponding original variable, while variables with reduction scope will be initialized to a neutral
element, and the thread-local instances are combined with the original variable using the reduction operator. Apart
from the initialization and combination, the reduction clause behaves just like any other privatization clause, and a
program therefore can use or modify a reduction variable in arbitrary ways.

The scoping clauses must be taken into account during differentiation, since they affect the dataflow and the semantics
of the program, as we explain in more detail in Section 3 and illustrate in Figure 8. We note that a parallel loop may
have dataflow across iterations. In particular, the lifetime of private variables on each thread spans an entire parallel
region, not just a loop iteration. A thread may, for example, allocate a private data structure in its first iteration, read,
update, or reuse it across multiple loop iterations, and then deallocate it in its last iteration.

Because private variables stay alive across iterations within one parallel loop, the OpenMP schedule may also affect
the dataflow and program semantics. This is also shown in Figure 2. Because each thread copies the value of the
firstprivate variable a into one particular index in arr before overwriting its own private instance of a, the shared array
Manuscript submitted to ACM



Source-to-Source Automatic Differentiation of OpenMP Parallel Loops 5

arr will be zero except at the indices that correspond to the first iteration that each thread was assigned, resulting in a
schedule-dependent dataflow.

Sometimes one wishes to keep private variables alive across multiple parallel regions. OpenMP supports this feature
through the threadprivate pragma, which can be placed before the declaration of certain variables (the detailed
restrictions are given in the standard). We use this feature for our AD implementation to store intermediate results
during the original computation and retrieve them in the corresponding derivative computation. This requires that both
computations occur on the same thread, which must be ensured by our AD tool regardless of the OpenMP schedule.

2.2 Source-Transformation AD

Here we aim to present the subset of Automatic Differentiation theory and the notations used in the rest of the paper.
A complete introduction to AD can be found in e.g. [14] or [10]. Automatic differentiation identifies a sequence of
instructions performed by a given (primal) program

P : {𝐼1; 𝐼2; . . . 𝐼𝑝 ; } (1)

with a composition of mathematical functions

𝐹 = 𝑓𝑝 ◦ 𝑓𝑝−1 ◦ · · · ◦ 𝑓1 .

Strictly speaking, each program variable possibly represents several mathematical variables, one for each time the
program variable is overwritten. Each instruction 𝐼𝑘 is identified to a function 𝑓𝑘 that operates on this larger set 𝑋
of mathematical variables. Each 𝐼𝑘 thus applies 𝑓𝑘 to the output of 𝑓𝑘−1. If the program contains control flow, the
instruction sequence in (1) is that of the executed code path. By the chain rule of calculus, the derivative of 𝐹 is

𝐹 ′(𝑋 ) = 𝑓 ′𝑝 (𝑋𝑝−1) × 𝑓 ′𝑝−1 (𝑋𝑝−2) × . . . × 𝑓 ′1 (𝑋0) ,

where 𝑋0 = 𝑋 and 𝑋𝑘 = 𝑓𝑘 (𝑋𝑘−1) for 𝑘 = 1 to 𝑝 . Practically, codes produced by AD will compute the product of 𝐹 ′

with an appropriate seed vector, either on the left or on the right. This approach is more efficient for applications that
only require Jacobian-vector products. The full 𝐹 ′(𝑋 ) can be obtained through repeated evaluation of the derivative
code with all vectors of the Cartesian basis as seeds.

With a seed column vector ¤𝑋 multiplied on the right, one obtains the tangent mode of AD,

¤𝑌 = 𝐹 ′(𝑋 ) × ¤𝑋 = 𝑓 ′𝑝 (𝑋𝑝−1) × 𝑓 ′𝑝−1 (𝑋𝑝−2) × . . . × 𝑓 ′1 (𝑋0) × ¤𝑋 ,

which computes the directional derivative of 𝐹 along direction ¤𝑋 . The efficient computation order is right to left. This
results in a tangent program that evaluates the 𝑓 ′

𝑘
from 𝑘 = 1 to 𝑝 , that is, in the same order as the primal program.

Therefore the tangent program built by source-transformation AD retains the general control structure of the primal
program, with each primal instruction accompanied (actually preceded) by its derivative instruction.

With a seed row vector 𝑌 multiplied on the left, one obtains the adjoint mode of AD,

𝑋 = 𝑌 × 𝐹 ′(𝑋 ) = 𝑌 × 𝑓 ′𝑝 (𝑋𝑝−1) × 𝑓 ′𝑝−1 (𝑋𝑝−2) × . . . × 𝑓 ′1 (𝑋0) ,

which computes the gradient with respect to 𝑋 of the scalar function 𝑌 × 𝐹 (𝑋 ). The efficient computation order is left
to right. This results in an adjoint program that evaluates the 𝑓 ′

𝑘
from 𝑘 = 𝑝 down to 1, that is, in the inverse order

of the primal program. This is certainly more complicated than the tangent program but has an enormous benefit:
in the frequent case of a program with many inputs and few or just one output (think of a simulation leading to a
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6 Jan Hückelheim and Laurent Hascoët

scalar-valued cost function) this will return the complete gradient of the function with respect to all of its inputs in
just one run. This benefit largely compensates for the resulting extra complexity, with a source-transformation adjoint
code made of one forward sweep followed by a backward sweep. Since the derivatives are computed in the reverse order,
the code that evaluates them (the backward sweep) must reverse all control structures of the primal program. This is
called control-flow reversal. Moreover, since each 𝑓 ′

𝑘
is evaluated at point 𝑋𝑘−1, all the 𝑋𝑘 must be provided to the

backward sweep in the inverse of their primal computation order. This is called dataflow reversal. For both reasons,
our adjoint AD model chooses to precede the backward sweep with a forward sweep, which is basically a copy of the
primal code equipped with storage of the intermediate values and control decisions that will be used in the backward
sweep. The “mirror-like” correspondence between the forward and backward sweeps indicates that a last-in first-out
stack datastructure can naturally serve as a storage mechanism for this application. It should be noted that instead
of storing all intermediate values, it is often possible to mix storage and recomputation from nearby stored values,
allowing tradeoffs between computational cost and memory footprint that are beyond the scope of this work. An
approach that completely eliminates storage in favor of recomputation would remove the need for the thread-safe stack
implementation discussed in this work, but at a computational cost that is infeasible for many real-world applications.
In the remainder of this work we will therefore assume a differentiation procedure that stores intermediate values, as
implemented in Tapenade.

In Section 3 we will look in more detail at the derivative instructions in both tangent and adjoint programs. Derivative
code for function or procedure calls is mainly a technical issue, related to the particular AD model chosen by an AD
tool, and is irrelevant here. We will concentrate on assignments, putting aside other kinds of instructions (I/O, . . . ),
whose derivative are nonexistent or trivial. Consider any particular primal scalar assignment 𝐼𝑘

z = x op𝑘 y

with op𝑘 any differentiable (here binary) operation. Let us assume for clarity, without loss of generality, that the memory
location of z does not overlap with any variable in the right-hand side. If not, just introduce a temporary variable and
split the assignment. The assignment’s tangent derivative is

¤z =
𝜕op

𝑘

𝜕x (x, y) * ¤x +
𝜕op

𝑘

𝜕y (x, y) * ¤y.

The adjoint derivative implements a less intuitive vector×matrix product, resulting here in the sequence of assignments

x = x + z *
𝜕op

𝑘

𝜕x (x, y)
y = y + z *

𝜕op
𝑘

𝜕y (x, y)
z = 0.

We observe that variable x (resp. y) being read results in variable x (resp. y) being incremented. Notice also that z is
reset to zero. While this follows naturally from the vector×matrix multiplication, one can support intuition considering
that any v is the influence of v on the final result, at the corresponding location in the primal code. For instance the
resulting z is the influence of the z immediately before 𝐼𝑘 , on the final result. It is obviously zero as z is about to be
overwritten. We will also need to single out the special case of a primal assignment that just increments variable v. One
can show that the resulting adjoint instruction(s) only read v. Figure 3 summarizes the access patterns occurring in the
backward sweep of the adjoint code, for each relevant access pattern of a variable v in the primal code i.e. pure write,
pure read, increment, coming into scope (shown as setting to undefined v = _), and falling out of scope (shown as v/). It
also shows the POP calls that restore a previous value of v.

We remark that both tangent AD and, even more, adjoint AD make use of several auxiliary variables, for instance to
implement reversal of the control flow or to eliminate common subexpressions introduced by differentiation. When
Manuscript submitted to ACM



Source-to-Source Automatic Differentiation of OpenMP Parallel Loops 7

v = ...; = ...v; v+= ...; v = _ v/
POP(v) ; = ...v; v = 0; v+= ...; = ...v; POP(v) ; = ...v; v/ v/ POP(v) ; v = 0;

Fig. 3. Access patterns of the adjoint and primal variables in the adjoint code (bottom) corresponding to relevant access patterns of
the primal variable in the primal code (top). Access patterns v = _ and v/ are only pseudo-code standing for v coming into and falling
out of scope, but the latter causes actual adjoint code to be generated.

inside an OpenMP parallel region, the AD tool must (and our implementation will) make sure these auxiliary variables
do not conflict across threads, by assigning them the private scoping.

3 DIFFERENTIATION MODEL FOR OPENMP CODE

Given a primal code implemented with OpenMP, we describe a way for an AD tool to deduce a correct and efficient
OpenMP-parallel differentiated code. The answer, immediate for tangent differentiation, is less obvious but more
interesting for adjoint differentiation, considering the dataflow reversal that adjoint AD requires. We note that there are
of course (infinitely) many ways to implement any given function, and that our differentiation strategy is thus only one
possible option. We will point out interesting alternatives that we are aware of throughout the text when appropriate.

As seen in Section 2.1, the OpenMP model for worksharing loops works mostly by designating a parallel region
and by specifying, for designated loops in this region, a scoping for each variable, that is, either shared between
threads or private to each thread, possibly with variants (e.g., firstprivate, lastprivate, or reduction). Our
problem thus naturally splits into two questions. First, given a primal code that we will assume correct (no race
conditions or unspecified behavior), what regions of the differentiated code can be declared parallel? Second, in these
differentiated parallel regions, what is the best scoping that can be attached to each variable, knowing that a variable in
the differentiated code can be either the replica or the derivative of some primal variable?

Notice that for any array reference in the primal code, which uses some indices, both the corresponding primal copy
and derivative reference in the differentiated code are array references with the same indices. This is one of the keys to
guaranteeing the equivalent shapes of the data-dependency graphs that we will use in the next section.

3.1 Parallel Regions of Differentiated Code

The structure of a differentiated code follows that of the primal code, as described in Section 2.2. For tangent AD, a
clear correspondence exists from any region or control-flow structure of the primal code to its tangent counterpart,
which interleaves primal and derivative computations using both primal and differentiated variables. For adjoint AD,
any primal region has two corresponding regions: one in the forward sweep and one in the backward sweep. The
forward corresponding region essentially repeats instructions of the primal code and saves intermediate values and
controls on a special stack. The backward corresponding region computes derivatives, thus writing in differentiated
variables and reading from both differentiated and primal variables, whereas primal variables are overwritten only
when restoring their previous value, popped from the stack. We will show that the parallel regions of the primal code
can be propagated to the differentiated code, that is, to the corresponding region of the tangent code as well as to both
corresponding regions of the adjoint code. We note that in some cases it would be possible to fuse a parallel region
of the forward sweep and a parallel region of the reverse sweep into just one parallel region, which may reduce run
time and peak memory consumption. However, this depends on the position of these parallel regions in the code, and
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8 Jan Hückelheim and Laurent Hascoët

requires a detailed analysis of loop dependencies, which may very well exist even in OpenMP-parallel code as discussed
in Section 2.

3.1.1 Tangent-Linear. The case is clear for the tangent code, whose skeleton is basically a copy of the primal code with
an added differentiated instruction inserted when needed before each primal assignment. The data-dependency graph
of the tangent code is the union of three subgraphs:

• Dependencies between primal variables, which form a copy of the primal code dependency graph, sometimes
even smaller thanks to possible simplification such as slicing, where program parts that do not affect derivatives
are removed

• Dependencies between differentiated variables, which form a graph isomorphic to the primal dependency graph,
sometimes even smaller when some variables have no differentiated counterpart

• Dependencies from read primal variables to written differentiated variables, occurring due to any nonlinear
operation of the primal code, and that follow the same pattern as the primal code dependencies from right-hand
side reads to left-hand side writes.

Therefore, the complete tangent data-dependency graph inherits the shape and properties of the primal and, in particular,
dependency distances over the iteration space of loops. Tangent differentiated loops thus inherit the parallel status
of primal loops. Likewise, tangent differentiated parallel sections remain independent so they can also be declared as
parallel sections.

3.1.2 Adjoint. Regarding the adjoint code, the forward sweep is also basically a copy of the primal code, with some
instructions possibly simplified out and, more important, with added “PUSH” instructions that save intermediate values.
The data-dependency graph of the forward sweep is again a copy or a subgraph of the primal graph, plus dependencies
relating writes of intermediate values and stack PUSH operations. Provided we adapt the stackmechanism (see Section 4.2)
to prevent any cross-thread dependency on the stack itself, the forward sweep of a primal parallel region, loop, or
section inherits the status of the primal region.

Analysis of the backward sweep requires that we take into account the dataflow reversal inherent to adjoint
differentiation. Before that, we need to introduce a refinement to our data-dependency graphs to take into account a
remarkable property of increment operations: just as two successive reads of a given variable v introduce no ordering
constraint and therefore there is no data dependency between two reads, we observe that the same property holds
between two successive increments of v (at least in exact arithmetic), namely, operations of the form v += expression.
To take advantage of this feature, we introduce a new type of node in data-dependency graphs: in addition to the
classical read and write nodes, we define increment nodes collapsing into a single node the read and write nodes that
the increment consists of. In doing so, we assume that each increment is actually atomic, which is not guaranteed in an
execution model such as OpenMP. We will show in Section 3.2 how we ensure atomicity of increment operations on
adjoint differentiated variables. The classical building rules for data dependencies are easily extended by stating that no
dependency exists between two successive increments, whereas dependencies do exist between successive accesses
increment-to-write, write-to-increment, increment-to-read, and read-to-increment.

Going back to adjoint differentiation, we first observe that the backward sweep accesses both primal variables and
derivative variables. Primal variables may be read only by the derivative of code that read them in the primal. They
may be overwritten only through “POP” operations from the stack. Our AD model places each “POP” at the symmetric
location of its “PUSH,” which is itself immediately before the overwrite of the primal variable (save-on-kill). Therefore
Manuscript submitted to ACM



Source-to-Source Automatic Differentiation of OpenMP Parallel Loops 9

the subgraph of the adjoint data-dependency graph that deals with primal variables is a reversed copy of the primal
data-dependency graph. Regarding the subgraph that deals with derivative variables, we observe (see Figure 3) a
one-to-one correspondence from the operations of the primal code on primal variables to the operations of the adjoint
code on the adjoint variables, only in exact reverse order. Consider any primal code assignment and any variable
reference v appearing in the assignment:

• The assignment may read v one or more times and never overwrite it. It follows from the adjoint AD model that
its adjoint code will only increment the derivative v one or more times.

• The assignment may increment v and not access v otherwise. It follows from the adjoint AD model that its adjoint
code will only read the derivative v

• In all other cases, the assignment may read v zero or more times, then finally overwrite v. It follows from the
adjoint AD model that its adjoint code will read v and finally overwrite it.

Since read and increment operations play symmetrically the same role in data dependency, the data-dependency graph
of the backward sweep is (a subgraph of) a reversed copy of the primal graph. This shows that the parallel status of a
code fragment is transferred to its corresponding backward sweep.

In summary, the parallel regions, loops, and sections of the primal code can transfer their parallel status to their
counterpart regions, loops, and sections of the tangent differentiated code and likewise to both the forward sweep
and the backward sweep of the adjoint differentiated code. However, this capability will bear fruit only when we have
decided which scoping we can attach to each variable, primal copy and differentiated, that appears in the differentiated
parallel regions. This topic is studied in the next section.

3.2 Scoping of Variables of the Differentiated Code

For each variable v of the primal code that appears in a parallel region, and knowing its scoping (shared, private, . . . )
in the primal code, we want to find the scoping we may attach to the primal copy and to differentiated counterparts of
v in the differentiated parallel regions, in order to allow for correct and efficient parallel execution.

In the following analysis, if the variable of interest is an array, our notation v symbolizes one particular array cell,
and we consider only the accesses that (may) affect this cell. Since the OpenMP clauses can be attached only to the
variable name, we must make sure in the end that our proposed scoping for each cell of the array is the same, and this
will be the scoping attached to the variable name itself in the OpenMP clauses. This applies to the primal copy of v in
the differentiated code as well as to its derivative ¤v or v

3.2.1 Tangent-Linear. Here also tangent differentiation is the easy case. Jumping to the conclusion, the primal copy
of any v can receive exactly the scoping v has in the primal code. The same holds for its tangent derivative ¤v. As an
exception, reduction scoping other than sum cannot be extended directly to ¤v. We leave this to future work.

We will show the validity of these transformations on a few tangent differentiation cases only, as a training ground
for the justification diagrams that we will use later for adjoint differentiation. We will use the PGAS transformation [8],
which rewrites a piece of parallel code, renaming variables that bear the same name but are distributed (privatized) over
different threads into variables with different names. This transformation results in an equivalent code that operates on
shared memory only. One can then demonstrate properties of this code or, in our case, apply some semantically valid
transformations before trying to apply reciprocal memory conversion to reintroduce thread-local memory. Therefore
our justification diagrams are built of four sections. The first is the primal code of some OpemMP parallel region, the
second is its PGAS translation, the third is the derivative code of the PGAS translation, and the fourth is an OpenMP
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$OMP PARALLEL PRIVATE(v) {
[v = ...; | = ...v; ]∗ }

∀ thread𝑇 {
v𝑇 = _; [v𝑇 = ...; | = ...v𝑇 ; ] ∗ v/𝑇 }

∀ thread𝑇 {
¤v𝑇 = _; v𝑇 = _; [ ¤v𝑇 = ...; v𝑇 = ...; | = ... ¤v𝑇 ; = ...v𝑇 ; ] ∗ v¤/𝑇 v/𝑇 }

$OMP PARALLEL PRIVATE(¤v,v) {
[ ¤v = ...; v = ...; | = ... ¤v; = ...v; ]∗ }

Fig. 4. Validation diagram for tangent AD of the private scoping. Notice the pseudo-code shown in the PGAS sections for v𝑇 coming
into and falling out of scope. Both v and ¤v can inherit v’s private scoping.

code whose PGAS translation is the contents of the third section. In each section we consider only the accesses to
a variable v of interest. The parallel region must be thought of as embedded in a larger code on which we make no
assumption, and for sake of clarity we will not show it in the diagrams. To capture all possible data-dependencies, just
assume (for the top two sections) that the primal parallel region is preceded by access patterns v = ...; = ...v; and is
followed by = ...v; v = ...;. Consequently the code in the last two sections is preceded by the corresponding tangent
access pattern ¤v = ...; v = ...; = ... ¤v; = ...v; and likewise is followed by = ... ¤v; = ...v; ¤v = ...; v = ...; independently of
the OpenMP pragmas applied to v in the parallel region.

Consider, for instance, a parallel region that declares one variable v as private. The four steps of the validation
process are shown in the diagram of Figure 4. In the primal code of the top section, we make no assumption about
the accesses to v, resulting in any sequence of read or write accesses to v, denoted as [v = ... | = ...v]∗. The second
section shows the equivalent PGAS-style code where each v inside the parallel region is replaced with a new v𝑇 for
each particular thread. The original v still exists and retains its value throughout the parallel region. Each v𝑇 is initially
undefined (denoted by v𝑇 = _) since v is not firstprivate. Likewise, v𝑇 falls out of scope (denoted by v/𝑇 ) at the
closing of the thread. We then apply tangent differentiation, yielding the third section. We observe that the third section
is exactly the PGAS-style code that we would obtain from the particular standard OpenMP code shown in the bottom
section.

Figure 5 validates tangent differentiation of the shared scoping. Reference v is not expanded any more into several
v𝑇 . Assuming that the primal program is correct (i.e., deterministic), only three cases arise. First, the memory cell of v
may be accessed by only one thread (left diagram), in which case there is no restriction on the kind of access (read, write
, . . . ). Second, the memory cell of v is accessed by possibly many threads but only for reading (middle diagram). Third, v
is accessed by possibly many threads but only for atomic increment operations (denoted as += ). The tangent-linear
code then only increments ¤v (right diagram), and these increments must be declared atomic, too. In all three cases,
diagrams show that a shared ¤v implements the desired behavior.

3.2.2 Adjoint. Let us now move to adjoint differentiation. In the forward sweep, just as for tangent differentiation,
all variables may retain their scoping from the primal code. A delicate part concerns the stack of intermediate values
that is used internally by the “PUSH” and “POP”. Even if the primal code is indeed parallel and parallel loop iterations
or code sections can be executed in any order, the additional need to preserve the PUSH/POP correspondence imposes
constraints, illustrated by Figure 6. First, the stack itself must become private to each thread (actually threadprivate,
see Section 4.2) because concurrent ‘PUSH” and “POP” on the same stack will make the code nondeterministic. Second,
parallel thread scheduling in the backward sweep must mirror exactly that of the forward sweep, to make sure that the
Manuscript submitted to ACM
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$OMP PARALLEL SHARED(v) {
[v = ...; | = ...v; ]∗ }

On only one thread𝑇 {
[v = ...; | = ...v; ]∗ }

On only one thread𝑇 {
[ ¤v = ...; v = ...; | = ... ¤v; = ...v; ]∗ }

$OMP PARALLEL SHARED(¤v,v) {
[ ¤v = ...; v = ...; | = ... ¤v; = ...v; ]∗ }

$OMP PARALLEL SHARED(v) {
[ = ...v; ]∗ }

∀ thread𝑇 {
[ = ...v; ]∗ }

∀ thread𝑇 {
[ = ... ¤v; = ...v; ]∗ }

$OMP PARALLEL SHARED(¤v,v) {
[ = ... ¤v; = ...v; ]∗ }

$OMP PARALLEL SHARED(v) {
[ v += ...; ]∗ }

∀ thread𝑇 {
[ v += ...; ]∗ }

∀ thread𝑇 {
[ ¤v += ...; v += ...; ]∗ }

$OMP PARALLEL SHARED(¤v,v) {
[ ¤v += ...; v += ...; ]∗ }

Fig. 5. Validation diagrams for tangent AD of the shared scoping. For a given memory reference v, only the three legal cases need be
considered: any sort of access to v but by only one thread (left), all threads may access but only for reading (middle), all threads may
access but only for atomic increments (right). In all three cases, v and ¤v can receive v’s scoping.

Fig. 6. Data dependencies for intermediate results. Each thread has its own stack, and it is important that the same thread will
perform the corresponding primal and reverse iterations and perform the reverse operations in the reverse order, to ensure that the
correct data is popped from the stack.

thread that PUSHes a value in a forward parallel loop is the same that will POP it during the backward parallel loop. This
implies that the forward scheduling be recorded and reused (in reverse) as the backward scheduling (see Section 4.3).
Only then can we guarantee that values popped are always correct whatever the parallel thread execution order.

We focus now on the backward sweep of adjoint differentiation. In the justification diagrams that follow, the bottom
two sections show the backward sweep of the adjoint code, i.e. in essence the computation of the derivatives plus the
POP operations that restore primal values. The PUSH’es do not appear as they belong to the forward sweep. The adjoint
of each instruction is built by applying mechanically the transformation given by Figure 3, only in reverse order e.g. the
beginning of the third section is the adjoint of the end of the second section. In the second section, we explicitly show
pseudo-code for a variable coming into scope (v = _) or falling out of scope (v/) to justify the corresponding adjoint code.

Since we are now dealing with adjoint differentiation, the code in the last two sections of each diagram must be
thought of as preceded by

POP(v); = ...v; v = 0; v+=...; = ...v;

which is the adjoint of the code pattern (= ...v; v = ...;) following the primal parallel region, and as followed by

v+=...; = ...v; POP(v); = ...v; v = 0;
Manuscript submitted to ACM
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$OMP PARALLEL PRIVATE(v) {
[v = ...; | = ...v; ]∗ }

∀ thread𝑇 {
v𝑇 = _; [v𝑇 = ...; | = ...v𝑇 ; ] ∗ v/𝑇 }

∀ thread𝑇 {
POP(v𝑇 ) ; v𝑇 = 0; [POP(v𝑇 ) ; = ...v𝑇 ; v𝑇 = 0; | v𝑇 +=...; = ...v𝑇 ; ] ∗ v/𝑇 v/𝑇 }

$OMP PARALLEL PRIVATE(v,v) {
POP(v) ; v = 0; [POP(v) ; = ...v; v = 0; | v+=...; = ...v; ]∗ }

Fig. 7. Validation diagram for adjoint AD of the private scoping. This diagram as well as the following ones deals only with the
backward sweep of the adjoint code. Therefore the stack PUSH operations do not appear since they belong to the forward sweep. The
adjoint transformation results from the patterns of Figure 3

which is the adjoint of the pattern (v = ...; = ...v;) preceding the primal parallel region. These adjoint patterns result
from mechanical application of the transformation given by Figure 3, and are the same whatever the scoping studied.
We mention these pre- and post-patterns to illustrate the data-dependency context of the adjoint parallel region, which
is quite general as it exposes reads and writes of v, and shows the location of the nearest stack operations.

Let us first study the case of privatized variables, whose possible dataflows are summarized by Figure 8. We start
with pure private case, whose adjoint is validated by Figure 7. Notice the code introduced in the third section, as
the adjoint of v𝑇 falling out of scope when the parallel region ends. Figure 7 shows that the desired backward-sweep
adjoint behavior can be obtained by declaring both v and v as private.

Figure 9 shows jointly the case of a firstprivate v, where all threads initialize their v𝑇 with the value of v before
the parallel region (left diagram), and the symmetric case of a reduction(+:v) (right diagram). Since the adjoint of
the firstprivate initialization is an increment, we obtain a reduction. Conversely the reduction(+:v) leads to a
firstprivate v. We only deal with sum reduction, hence the initialization of v𝑇 to zero. Transitions from the third to
the fourth sections become clear by comparing with the top two sections of the opposite case.

With Figure 10, we terminate this review of the private-like clauses with the lastprivate clause. The OpenMP
standard states that the value of a lastprivate v after the parallel loop is the value of v𝑇 at the end of the iteration
that would be last in a sequential execution. Implementing this requires an ad hoc predicate lastiter.

Let us now examine shared variables. As we mentioned for tangent differentiation, only three acceptable cases
must be examined: v is accessed in any manner but exclusively by one thread, or v is only read but by any thread, or
v is only incremented by any thread. In this last case, the code is deterministic and therefore acceptable only if all
increments are declared atomic. Figure 11 shows the validation diagrams for the exclusive single-thread access and the
atomic-increment-only cases. For both, v and v may be shared in the adjoint parallel region.

Figure 12 shows the more delicate case of read-only access. It shows two possible answers. On the left is a deceivingly
simple answer that also declares a shared v. Unfortunately it requires an atomic clause on each increment of v, which
may be costly. For this reason we might prefer the option on the right, which achieves an equivalent behavior with a
reduction(+) clause. This takes care of the access conflicts, since v is indeed expanded as a private v𝑇 . On the other
hand this option will create copies of v for each thread, and memory for each thread may be limited.

Figure 13 summarizes this study of scoping for the adjoint of a shared variable. Since we assumed that the primal
code is correct and deterministic, we have only three cases, but these cases call for possibly different scopings. The
problem now is that an array may have cells resorting to the cases of Figure 11 and others to the read-only case of
Figure 12. OpenMP does not let us declare scopings cell per cell, and even that would not help because even a scalar
Manuscript submitted to ACM
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Fig. 8. Dataflow of privatized variables using the various OpenMP scoping options. The example shows a loop with 9 iterations
(shown as boxes containing the iteration number), which is parallelized by using two threads and a hypothetical schedule that assigns
two chunks of iterations to each thread. The iterations are colored based on the thread that they are assigned to in the multithreaded
case. The arrows show the dataflow, whereas a break in the arrow shows a variable being newly declared or dropping out of scope
(small solid marker), being initialized to zero (marker containing 0), or being added together (marker containing +). The top part
shows the behavior for the primal and tangent-mode program; the bottom part shows the corresponding adjoint mode.

variable may resort to several cases, depending on runtime or on undecidable properties. To begin with, our fallback
option to exploit the parallel properties that the adjoint region inherits from the primal region is to declare v as shared
and label as atomic every increment access to v, in other words, to ignore the reduction(+) alternative of Figure 12.

Fortunately, we can prove that this fallback needs to declare atomic only the increments to v and not the isolated
write or read accesses to v: in Figures 11 and 12, we observe that plain write or read accesses to v occur only in
Figure 11. In other words if one particular reference v is plainly read or written, then the corresponding primal reference
v is accessed either by only one thread or by only atomic increments. Since we assume that the primal program is
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$OMP PARALLEL FIRSTPRIVATE(v) {
[v = ...; | = ...v; ]∗ }

∀ thread𝑇 {
v𝑇 = v; [v𝑇 = ...; | = ...v𝑇 ; ] ∗ v/𝑇 }

∀ thread𝑇 {
POP(v𝑇 ) ; v𝑇 = 0;
[POP(v𝑇 ) ; = ...v𝑇 ; v𝑇 = 0; | v𝑇 +=...; = ...v𝑇 ; ]∗
v+=v𝑇 ; v𝑇 = 0; v/𝑇 v/𝑇 }

$OMP PARALLEL REDUCTION(+:v) PRIVATE(v) {
POP(v) ; [POP(v) ; = ...v; v = 0; | v+=...; = ...v; ]∗ }

$OMP PARALLEL REDUCTION(+:v) {
[v = ...; | = ...v; ]∗ }

∀ thread𝑇 {
v𝑇 = 0; [v𝑇 = ...; | = ...v𝑇 ; ] ∗ v+=v𝑇 ; v/𝑇 }

∀ thread𝑇 {
POP(v𝑇 ) ; v𝑇 = 0; v𝑇 +=v;
[POP(v𝑇 ) ; = ...v𝑇 ; v𝑇 = 0; | v𝑇 +=...; = ...v𝑇 ; ]∗
v𝑇 = 0; v/𝑇 v/𝑇 }

$OMP PARALLEL FIRSTPRIVATE(v) PRIVATE(v) {
POP(v) ; [POP(v) ; = ...v; v = 0; | v+=...; = ...v; ]∗ }

Fig. 9. Validation diagrams for adjoint AD of the firstprivate (left) and reduction(+) (right) scopings. Notice the appearance of
the global v and v in the second and third sections, permitted only by the PGAS notation, and used to expose the implementation of
the internal spread or reduction operations. The vector×matrix nature of adjoint AD (Section 2.2) implies classically that the adjoint
AD of v+=v𝑇 is exactly v𝑇 +=v. We find that adjoint AD makes the firstprivate and reduction(+) scopings commute.

$OMP PARALLEL LASTPRIVATE(v) {
[v = ...; | = ...v; ]∗ }

∀ thread𝑇 {
v𝑇 = _; [v𝑇 = ...; | = ...v𝑇 ; ] ∗ if (lastiter) v = v𝑇 ; v/𝑇 }

∀ thread𝑇 {
POP(v𝑇 ) ; v𝑇 = 0; if(lastiter) {v𝑇 +=v; v = 0; } [POP(v𝑇 ) ; = ...v𝑇 ; v𝑇 = 0; | v𝑇 +=...; = ...v𝑇 ; ] ∗ v/𝑇 v/𝑇 }

$OMP PARALLEL FIRSTPRIVATE(v) PRIVATE(v) {
POP(v) ; if(!lastiter) v = 0; [POP(v) ; = ...v; v = 0; | v+=...; = ...v; ]∗ }

v = 0;

Fig. 10. Validation diagram for adjoint AD of the lastprivate scoping. A predicate lastiter is required to identify the iteration
that will provide the exit value of v. The PGAS notation lets us refer to global v and v in the second and third sections to expose the
implementation of the internal spread operation. However OpenMP forbids explicit access to global v inside the parallel region so, after
observing that the piece of PGAS code v𝑇 = 0; if(lastiter) {v𝑇 +=v; v = 0; } can be rewritten v𝑇 =v; if(!lastiter) {v𝑇 =0; } v = 0;,
we move the final zero-initialization after the region

$OMP PARALLEL SHARED(v) {
[v = ...; | = ...v; ]∗ }

On only one thread𝑇 {
[v = ...; | = ...v; ]∗ }

On only one thread𝑇 {
[POP(v) ; ... = v; v = 0; | v+=...; = ...v; ]∗ }

$OMP PARALLEL SHARED(v,v) {
[POP(v) ; ... = v; v = 0; | v+=...; = ...v; ]∗ }

$OMP PARALLEL SHARED(v) {
[ v += ...; ]∗ }

∀ thread𝑇 {
[ v += ...; ]∗ }

∀ thread𝑇 {
[ = ...v; ]∗ }

POP(v) ;
$OMP PARALLEL SHARED(v,v) {
[ = ...v; ]∗ }

POP(v) ;

Fig. 11. Validation diagrams for the adjoint of a shared reference, in the exclusive single-thread access case (left) and in the atomic-
increment-only case (right). These are the favorable cases where the scoping of v can be extended to v. On the right, the POP(v)
needed in general for the adjoint of an increment of v (see Figure 3) is moved after the parallel region, and the corresponding PUSH(v) ,
not shown here, is moved accordingly. This is necessary to keep v shared as concurrent overwrites are forbidden. This is permitted
because by hypothesis the primal parallel region contains no read nor overwrite of v.
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$OMP PARALLEL SHARED(v) {
[ = ...v; ]∗ }

∀ thread𝑇 {
[ = ...v; ]∗ }

∀ thread𝑇 {
[ v += ...; = ...v; ]∗ }

$OMP PARALLEL SHARED(v,v) {
[ v += ...; = ...v; ]∗ }

$OMP PARALLEL REDUCTION(+:v) SHARED(v) {
[ v+=...; = ...v; ]∗ }

Fig. 12. Validation diagram for the adjoint of a shared reference, in the read-only case. The desired PGAS behavior of the adjoint can
be achieved by two alternative OpenMP implementations, unfortunately none of them simply extending the shared scoping to v.
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Fig. 13. Various ways in which a primal parallel program can access a shared-memory location (top row) and what the corresponding
adjoint program must do to ensure correct differentiation (bottom row). The first two cases show a write/write or read/write conflict,
which would cause undefined behavior. We assume that our input programs do not contain these, although in general checking this
statically is impossible. Therefore, if a primal program contains write access (possibly in addition to read access) to a shared-memory
location, no other thread can access that same data within the same parallel region, and differentiation can assume exclusive access.
The biggest concern is the existence of concurrent read access in the primal, since this leads to concurrent increments, which must be
safeguarded by use of atomics or reductions in the adjoint. Parallel increment/increment access, if safeguarded with atomics, is also
legal and leads to concurrent read access in the adjoint, which is safe.

deterministic, this forbids that this primal memory cell is read by more than one thread. Therefore there can be no
increment access conflict on the v memory cell.

Still, this fallback suffers from the cost of the atomic pragma, and it is profitable to detect when v resorts never,
or only, to the read/read case. Then the AD tool can generate a more efficient adjoint code. Some static analyses for
detection have been proposed [9] but cannot work for general programs, particularly if the memory access pattern
depends on runtime input. Algorithm 1 shows a possible decision tree for any shared primal variable V, informed by
detection results. In addition, since detection is a static and therefore approximate analysis, we will allow the user to
override the tool’s choices with a pragma.
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if (for all cell v of V, all accesses to v in the primal parallel region are (atomic) increments or
all accesses to v in the primal parallel region occur in the same thread) then

declare SHARED(V)
else if (all accesses to V in the primal parallel region are read accesses and

V is not too big to be privatized) then
declare REDUCTION(+:V)

else
declare SHARED(V) and declare atomic all increments of V

end
Algorithm 1: Rudimentary decision tree to choose the scoping of the adjoint V of a variable V, based on the access
patterns detected for each memory cell v of V. Trade-off between reduction and atomic increments should be
elaborated further, considering the “density” of conflicts and updates, as well as array size and characteristics of the
platform. See Section 5 for examples.

4 IMPLEMENTATION

The Tapenade AD tool 1 had to be extended in various ways to support OpenMP, touching the parser, code analysis,
and code generation stages. These extensions are discussed in Section 4.1. The generated code interacts with a runtime
support library that is part of the Tapenade distribution and facilitates the differentiation of OpenMP schedules,
explained in Section 4.3, and provides a thread-safe stack mechanism to store and retrieve intermediate values, shown
in Section 4.22.

4.1 Changes to the Tapenade AD Tool

Following the workflow of the AD tool, we first extended the parser to analyze OpenMP syntax. The only point of note
here is that we defined a command line option to turn the OpenMP extension on and off, allowing for a parsing mode
that oversees OpenMP pragmas as plain comments. This is needed for backward compatibility and, as we mentioned,
because turning on OpenMP support may change the dataflow for private variables. Many OpenMP compilers have a
similar option. To date, we have extended only our Fortran parser. However, all the changes that we have done farther
down the workflow apply independently of the source language, so that it will only take adaption of our C parser to
obtain the same differentiation capacity on C. We then extended correspondingly the abstract syntax that Tapenade
takes as input, adding tree constructs such as parallelRegion and parallelLoop and constructs for scoping and
scheduling clauses. These constructs are naturally structured; for example, a parallelRegion or parallelLoop both
have two children trees: one for the list of clauses and the other for the complete code contained.

Tapenade then builds its internal representation. Similarly to other control structures, a parallelRegion or a
parallelLoop gives birth to a basic block in the control-flow graph that controls entry into and exit from the subflow
graph of the contained region or loop. This basic block just contains the “header” of the control structure, that is, its
name and clauses. This almost unchanged structure for the control-flow graph allows all dataflow analysis to run with
virtually no modification. Since we saw in Section 3.2 that the scoping of differentiated variables depends on the scoping
of the primal, we have added a simple analysis to propagate scoping from declaration location in clauses to locations
where variables are used.

The most significant development is about differentiation, in the tool part that deals with building the differentiated
flow graph. At that stage, the flow graph appears as a tree of nested flow graphs, so that the transformation to apply to,
1https://gitlab.inria.fr/tapenade/tapenade/
2https://gitlab.inria.fr/tapenade/tapenade/-/tree/develop/openmp/OMP_FirstAidKit
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$OMP DO schedule(dynamic)
do i=istart,iend,istride

Primal:

Primal body

InitDynamicSchedule()

$OMP DO schedule(dynamic)
do i=istart,iend,istride

RecordDynamicSchedule(i,istride)

FinalizeDynamicSchedule()

Forward:

Forward body

popinteger4(numchunks)

do ichunk=1,numchunks

popinteger4(chunkend)
popinteger4(chunkstart)

do i=chunkend,chunkstart,-istride

Backward:

Backward body

Fig. 14. Adjoint flow graph (with dynamic scheduling option) of a primal parallel $OMP DO loop. Assuming the Primal body is recursively
differentiated as a pair of Forward body and Backward body for the forward and backward sweeps, the figure shows the pair of flow
graphs built for the adjoint differentiation of the parallel $OMP DO

.

for example, a parallelLoop applies regardless of the transformation recursively applied to the inner or outer levels.
Without going into implementation details irrelevant here, we show in Figure 14 the flow graph level that the AD
tool builds as the adjoint of a primal parallelLoop level of the flow graph, when dynamic scheduling is selected (see
Section 4.3). The remaining changes deal with the variable scoping of the differentiated variables. The AD tool creates
this new scoping following the rules described in Section 3.2, then adds it to the clauses of the generated OpenMP
pragmas for tangent or backward-sweep adjoint flow graphs. When it cannot be avoided, increments of shared adjoint
variables are declared atomic. The OpenMP standard disallows atomic updates to variables with the allocatable
attribute, which would instead require updates to be made inside a critical section. Similarly, atomic updates can
only be made to scalar variables (or a single entry in an array), whereas updates to slices of arrays need to be written as
a sequence of atomic scalar updates, or wrapped into a critical section. Our current implementation does not detect
such cases, but we anticipate that this deficiency will be straightforward to remove in future versions.

As a last resort, Tapenade provides a differentiation directive ($ad omp) that the user can place in the primal code to
override the scopings of differentiated variables in the tangent or in the adjoint code. The syntax is similar to that of
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OpenMP pragmas, except that it introduces a new clause atomic meaning actually shared with all increments atomic.
For example,

!$ad omp_adjoint shared(a) reduction (+:b) atomic(c)

!$omp parallel do shared(a,b,c)

forces Tapenade to declare, in the adjoint code, scoping reduction(+) for variables b, shared for a and c, and to label
all increments to c as atomic.

4.2 Thread-Safe Stack

The adjoint mode of AD commonly requires intermediate values to be stored during the forward sweep, which can then
be retrieved during the backward sweep. The conventional approach for sequential programs is to use a stack, since the
intermediate values are typically needed in the exact reverse order in which they were stored, making a last-in-first-out
data structure a perfect fit. For OpenMP-parallel programs, the order in which intermediate values are produced is still
deterministic within a given thread, but different threads may run at different speeds relative to each other. We thus
give each thread its own threadprivate stack. To ensure that the values are available on the correct thread and on top of
the stack at the correct point in the backward sweep, we therefore also need to ensure that each thread will perform
all reverse loop iterations that correspond to the forward iterations that were performed by that same thread. These
features are discussed in more detail in Section 4.3. Alternatively, one could create a separate stack for each loop index,
which would make the stack mechanism immune to changes in the loop schedule between the forward and reverse
sweep. On the other hand, the large number of stacks could create a significant overhead (particularly if there are many
iterations that each only store one or few values on their stack). Correct schedule reversal as discussed in the upcoming
section would still be required to capture the correct data flow on each thread, and to avoid NUMA-related performance
issues that could arise if a stack is created and consumed on different threads. We therefore have not explored this
option further.

We evaluated two options of implementing the threadprivate stack. The first option is to use the STL stack imple-
mentation from the C++ standard library. Since Tapenade supports source transformation for programs written in
C and Fortran, this option further required a C/Fortran wrapper to make the STL stack accessible. A separate stack
object is created for each data type (float, double, int, char, pointers to various types) that may need to be stored by the
differentiated program to capture intermediate values or control flow decisions or array indices that may affect the
derivative computation. The stack objects are declared as threadprivate using the OpenMP threadprivate pragma.

The second option, which was ultimately chosen for the production version, is a customized stack written in pure C.
The stack consists of a bidirectional linked list of blocks that hold data. A very small block size harms the performance
of the stack, since new blocks need to be dynamically allocated and some pointers updated whenever a block is filled up.
On the other hand, a very large block size can be wasteful, since more memory might be allocated on each thread than
is required. We chose a block size of 64 kilobytes, since we found no significant performance improvements for block
sizes beyond this. Each thread holds its own threadprivate pointer to the start and end of this linked list, as well as a
counter to hold the fill status of the current block. Threads allocate additional blocks to their own stack when needed.

Values are stored in the same stack regardless of their data type, and values take only the amount of space needed for
that type. One value might be split up over two blocks if the current block has fewer bytes available than required. For
example, an 8-byte double-precision value might have its first 3 bytes stored at the end of one block and the remaining
5 bytes at the start of the subsequent block.
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The custom-made stack has additional functionality compared with a conventional last-in-first-out stack. It is
sometimes necessary to execute multiple backward sweeps for a particular function, for example in computing adjoints
of fixed-point iterative methods [26]. To accommodate this, the stack can store its current top pointer, then pop a range
of values without deleting them, and subsequently restore its top pointer to the stored position.

4.3 Schedule Reversal

The reverse mode must be implemented so that each thread computes the derivatives of all operations that were executed
on that same thread, to ensure the correct dataflow through privatized variables and to ensure that intermediate results
are available on the correct threadprivate stack.

As a result, for parallel loops the same number of iterations must be performed on each thread in both the forward
and backward sweeps. Furthermore, the loop counter often affects the actions of the loop body, for example through its
use in array index expressions or branch conditions; and therefore each reverse iteration must recompute or restore the
loop counter value of the corresponding forward iteration. The sequence of values that the loop counter assumes in the
forward sweep must be exactly reversed in the backward sweep on the same thread.

This problem is closely related to the OpenMP scheduling, that is, the mapping of iterations to threads. In general,
OpenMP schedules are not straightforward to reverse. The schedule types guided, auto, and dynamic are nondeter-
ministic; and a reversal thus always requires runtime recording, paired with a customized scheduler for the backward
sweep that operates on this recording. Even the static schedule, despite being deterministic, maps iterations to threads
in such a way that a reversed loop counter sequence cannot be achieved through an OpenMP static schedule, at least
for loops whose number of iterations is not a multiple of the number of threads.

We developed two solutions to reverse OpenMP: static and dynamic schedules. Both solutions work by replacing an
OpenMP parallel worksharing loop (in which the schedule is determined by OpenMP) with a parallel region containing
a normal (non-OpenMP) loop with loop bounds that are determined by using our custom, AD-specific runtime routines.
Because of this transformation, any clauses associated with the worksharing loop must be moved to the parallel region,
which does not change the semantics except in the case of the lastprivate clause, which can only be associated with
a parallel loop, not a parallel region. Tapenade solves this by assigning a shared scope to the original variable, and
introducing an auxiliary private variable that is used instead of the lastprivate variable within the loop. After the loop,
the thread that performed the work corresponding to the final logical iteration in the original iteration space must copy
the value of its auxiliary variable into the shared original variable.

4.3.1 Static Schedules. According to the OpenMP standard, when a chunk size is explicitly specified, the mapping of
iterations to threads in a statically scheduled work-sharing loop is clearly defined. But the OpenMP standard does not
specify the exact mapping of iterations to threads when no chunk size is specified, making it impossible to reverse the
OpenMP-provided schedule without recording or relying on implementation-defined behavior.

Even a schedule with a fixed chunk size is not easy to revert if the number of threads does not evenly divide
the number of iterations, since the last chunk of the forward sweep will be smaller (containing only a remainder).
Consequently, a correct schedule reversal must place the corresponding reverse iterations into a smaller chunk, but those
iterations are the sequentially first iterations in the backward sweep and will be incorrectly placed into a normal-sized
chunk by the OpenMP scheduler.

We note that there are simple cases where an exact schedule reversal is not necessary, for example during a
parallel summation of two arrays into an equally-sized result array, but we do not attempt to take advantage of such
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situations, and instead always use a custom static schedule that can be reversed easily. This schedule is part of our
new Tapenade OpenMP runtime library. OpenMP work-sharing loops that explicitly use a static schedule through
the schedule(static) clause are replaced by Tapenade with a parallel region wherein each thread calls the static
scheduler. Based on the original loop’s iteration space, the number of threads, and the ID of the calling thread, the
scheduler returns loop bounds for this thread. In the backward sweep, each thread simply flips the direction of its loop.
Below is an example of a parallel loop using the custom-made static scheduler.

! original code

!$omp parallel do schedule(static)

do i=istart ,iend ,istride

! ... loop body

end do

! transformed forward sweep

!$omp parallel

call getStaticSchedule(istart ,iend ,istride ,chunkstart ,chunkend)

do i=chunkstart ,chunkend ,istride

! ... loop body

end do

!$omp end parallel

! generated backward sweep

!$omp parallel

call getStaticSchedule(istart ,iend ,istride ,chunkstart ,chunkend)

do i=chunkend ,chunkstart ,-istride

! ... loop body

end do

!$omp end parallel

The getStaticSchedule function internally calls OpenMP functions to determine the number of threads and the
ID of the calling thread. Since our static scheduler is similar to those shipped with common compilers (and in the
forward sweep, functionally equivalent with that provided by LLVM), we would not expect any significant performance
difference from using our own schedule. We confirmed this in a simple a parallel array copy experiment, in which we
compared the OpenMP static schedule with our own schedule.

4.3.2 Dynamic Schedules. The approach for dynamic schedules requires three function calls to be inserted into the
forward sweep: an initialization call inside the parallel region just before the start of the worksharing loop, a recording
call in each iteration of the loop, and a finalization call after the end of the worksharing loop but still inside the parallel
region. The recording call stores the current loop counter value in a threadprivate variable for the next iteration. In
each loop iteration, the recording function compares the current and previous loop counter values. Within a chunk,
the difference between the current and previous counter must be identical to the loop stride, and any other difference
Manuscript submitted to ACM



Source-to-Source Automatic Differentiation of OpenMP Parallel Loops 21

indicates that the previous iteration must have been the last iteration of a previous chunk, while the current iteration
must be the first iteration of a new chunk. When this situation happens, the previous chunk end and current chunk
start are stored on the threadprivate AD stack, and a threadprivate counter for the number of chunks is incremented.
While this recording function detects the “jumps” between chunks, the initialization and finalization functions are
responsible for recording the start of the first chunk and the end of the last chunk, respectively, as well as storing the
final number of chunks for each thread. Note that a thread may be assigned two immediately adjacent chunks by the
OpenMP run time, in which case the recording function would not detect a jump in the iteration counter, and would
thus record multiple small chunks as just one large chunk. This does not affect the correctness of the schedule reversal.

! original code

!$omp parallel do schedule(dynamic)

do i=istart ,iend ,istride

! ... loop body

end do

! transformed forward sweep

!$omp parallel private(i)

call initdynamicschedule ()

!$omp do schedule(dynamic)

do i=istart ,iend ,istride

call recorddynamicschedule(i,istride)

! ... forward sweep loop body

end do

call finalizedynamicschedule ()

!$omp end parallel

! generated backward sweep

!$omp parallel private(numchunks ,ichunk ,chunkstart ,chunkend ,i)

call popinteger4(numchunks)

do ichunk=1,numchunks

call popinteger4(chunkend)

call popinteger4(chunkstart)

do i=chunkend ,chunkstart ,-istride

! ... backward sweep loop body

end do

end do

!$omp end parallel

The schedule recording approach works for arbitrary schedules (including the static schedule) and is therefore
the default choice in our implementation in Tapenade for parallel loops that do not explicitly set a static schedule
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Fig. 15. Time to copy an array of 183.5M single precision values from one array into another in an OpenMP parallel loop using
28 Skylake cores and dynamic scheduling (black), with additional schedule recording by Tapenade (blue), and while replaying a
previously recorded dynamic schedule in reverse (red), for a range of chunk sizes. The overhead of OpenMP’s dynamic scheduling is
so large for small chunk sizes that the cost of schedule recording is insignificant. Replaying a pre-recorded schedule using our run
time library is cheaper by one or two orders of magnitude in these cases. For larger chunk sizes, the cost of the dynamic schedule
decreases. Left:With Intel compiler and run time, our schedule recording has a measurable overhead for large chunk sizes. Right:
The GNU compiler performs better, and recording has no measurable time cost in this case.

through the schedule(static) clause. The flexibility of this approach comes at the cost of branching and assignment
operations to detect the start and end of chunks, and the memory footprint for storing two integers (chunk start and
end) for each chunk. For loops with many iterations, the user can reduce the memory footprint by increasing the chunk
size. There can be a measurable time overhead associated with this, as shown in Figure 15.

5 TEST CASES

We evaluate our AD implementation in Tapenade by applying it to the scientific computing test cases introduced
in the following subsections and measuring the performance of the generated derivative programs on a multicore
system. We compute first-order derivatives. The full source code of all test cases is available in the Tapenade repository3.
Measurements were performed on a system with two Intel Xeon Platinum 8180M CPUs (Skylake), only one of which
is used for our experiments. We use the OMP_PLACES=sockets(1) environment variable to ensure that all threads
are scheduled on the same CPU to avoid NUMA issues and prevent thread migration. The processor has 28 physical
cores and supports up to 56 threads through hyperthreading. We use the Intel icc compiler version 19.0.4.243 with the
compiler flags -qopenmp -O3 to enable OpenMP support and optimization. For all test cases, we create the following
executables:

Primal A program calling the original function
Tangent A program calling the function generated by tangent-linear AD

3https://gitlab.inria.fr/tapenade/tapenade/-/tree/develop/openmp/examples
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Adjoint Serial A program calling the function generated by adjoint AD after removing all OpenMP pragmas, with
no shared-memory parallelism

Adjoint Atomic A program calling the generated adjoint function wherein concurrent increments to a shared
variable are resolved using OpenMP atomic pragmas

Adjoint Reduction A program calling the generated adjoint function wherein variables with concurrent incre-
ments are declared as an OpenMP reduction

For the primal and tangent programs, we did not observe significant runtime differences between an OpenMP-parallel
executable run on one thread and an executable compiled without OpenMP support. We therefore did not create
separate serial primal or tangent programs. The privatization that is necessary in the adjoint reduction case, as well as
the atomics in the adjoint atomic case, has a significant performance overhead; and the performance of the OpenMP
parallel programs executed on one thread is worse than that of the nonparallelized program. The adjoint scaling
results in the following sections are obtained by comparing the parallel execution time with the runtime of the cheaper
serial executable and not with the runtime of the parallel executable on one thread. Thus the scaling factors look less
impressive but are a more honest assessment of the speedup obtained through the new OpenMP support.

Besides scaling, we report absolute runtimes for the serial and parallel programs. The reported serial times are always
obtained from the serial program version if it exists, and the parallel time reported is the best observed time for any
number of threads tried, since the fastest configuration may be using 56, 28, or in some cases fewer threads on our
system. The fastest configuration can usually be determined by finding the maximum speedup in the corresponding
scalability plot.

5.1 Stencil Kernel

Stencil kernels are a common motif in a wide range of applications including structured-mesh solvers, linear algebra,
image processing, and convolutional layers in deep learning. Stencil kernels are characterized by a loop that in each
iteration updates indices in an output array based on neighboring indices in an input array, with a simple relationship
between loop counter, input array indices, and output array indices. For example, consider this implementation of a
three-point stencil.

do i=2,n-1

arr_out(i) = a*arr_in(i-1) + b*arr_in(i) + c*arr_in(i+1)

end do

Stencil kernels can operate on multidimensional arrays, which is often implemented as a deeper loop nest, and each
output value may depend on a larger number of neighbors in each direction, for example in a seventeen-point stencil
arr_in(i-8), ..., arr_in(i+8). We will refer to the one-dimensional three-point and seventeen-point stencil as small
and large stencil, respectively, and include both in our test cases since we expect them to have different performance
characteristics.

Extensive literature exists on loop transformations and performance optimizations for stencil computations, which
are often facilitated by the structured nature of stencil kernels. The common gather-like dataflow in stencil kernels,
in which each iteration “gathers” data from a neighborhood to compute an update for a single point in the output, is
trivial to parallelize, since each output is touched exclusively by one loop iteration, and the concurrent read access to
overlapping neighborhoods is not problematic in a shared-memory environment. This dataflow pattern is replicated in
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the tangent-linear model, which thus inherits the original parallelism. In contrast, the dataflow reversal in the adjoint
model results in a scatter-like data access in which each iteration reads from one point and “scatters” data to the
neighborhood. Multiple iterations (and hence multiple threads) may attempt to update overlapping regions, and hence
some safeguarding (in the form of atomics or reductions) is necessary. Previous work has observed this problem, and
researchers have proposed loop transformations to implement adjoints of stencil loops as a gather operation [16, 18].
Outside of an AD context, a similar code transformation strategy has been proposed to reduce the load/store imbalance
of primal stencil kernels [24]. Using this strategy, a user can transform a gather-stencil into a scatter-stencil or even
some intermediate shape where each iteration gathers and scatters from the same compact neighborhood. Performing
these transformations is out of the scope of our work; but if this transformation was applied by the user to a primal
stencil code, we can investigate the performance of AD applied to such a compact stencil. This is interesting because a
side-effect of the compact stencil representation is that the read and write sets are identical for each iteration, and it
has been observed in past work that shared-memory-parallel codes with identical read and write sets can be safely
differentiated in reverse mode and retain their parallelism [17] using the shared scope for the corresponding adjoint
variables of all shared primal variables. We can therefore use the pragmas provided by Tapenade to enforce a shared
scope, removing the need for reductions or atomics in this version. We therefore investigate the performance of two
stencil variants: a conventional variant that is implemented as a gather operation and a semantically equivalent compact

variant that is implemented by using identical read and write sets in every iteration.
In summary, this yields four stencil test cases: small conventional, small compact, large conventional, and large

compact. We show absolute runtimes in Figure 16. We can observe that the serial runtimes are best for the primal,
slightly worse for the adjoint, and more than a factor of 2 slower for the tangent than for the primal. The reason is that
the tangent code contains both the primal result and the tangent derivative, while Tapenade by default removes any
parts from the forward sweep that are not necessary to compute the adjoint. The serial runtimes of the compact stencil
are worse than those of the conventional stencil, meaning that the gather-scatter transformation proposed in [24] is not
beneficial for serial performance in our test cases.

The primal parallel program operates on a one-dimensional mesh with 10 million cells. It uses a sequential outer
loop that mimics 512 time steps for the small and 64 time steps for the large stencil. In each time step, an OpenMP
worksharing loop is used to iterate over all mesh cells using a static schedule.

The parallel programs obtained from our new OpenMP-capable AD tool are significantly better than those of the
serial programs in all cases except for the adjoint implementation using reductions. The reason is that the stencil case is
already memory bandwidth bound; and the privatization, initialization, and combination of the privatized reduction
arrays increase the overall amount of data transferred to and from memory by a factor that is almost identical to
the number of threads. This is because for a domain of size 𝑛 and an execution on 𝑇 threads, each thread reads and
writes only O(𝑛/𝑇 ) indices, so that all threads together access the entire array of size 𝑛. When using an OpenMP
reduction, however, each thread will create and fully initialize a privatized version of the working arrays, leading to a
total number of O(𝑛 ·𝑇 ) memory accesses across all threads. For this reason, the runtime for the reduction variant
actually increases as more threads are added, as can be clearly seen in the scalability results in Figure 17. While the
compact implementation was slower in serial, its adjoint is faster than any other variant in parallel, by more than a
factor of 2. The adjoint conventional stencil using atomic pragmas is faster than the serial adjoint, but the overhead
of the atomic updates limits the overall parallel speedup particularly for the large stencil, which contains 17 atomic
increment operations in every iteration, compared with the small stencil containg 3.
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Fig. 16. Top panels (left and right:) Small stencil, absolute runtimes for 512 iterations on a 10,000,000-cell mesh. Bottom panels
(left and right:) Large stencil, absolute runtimes for 64 iterations on a 10,000,000-cell mesh. Left panels (top and bottom): times
for serial and parallel conventional stencil programs. There are two parallel adjoint variants, using either reductions or atomic updates.
There is only one serial adjoint variant, compiled without OpenMP support; its timing is shown next to both parallel variants. Right
panels (top and bottom): times for the compact stencil implementation. The compact stencil does not need atomics or reductions,
and hence there is only one parallel variant that performs exactly as many operations and has the same dataflow as the primal, with
identical runtimes in serial and parallel.

The scalability shown in Figure 17 is less than ideal in either case. Since the processor used in this experiment has
only 28 physical cores, we cannot expect good scalability beyond 28 threads. In fact, the scaling flattens out much earlier,
and we achieve only around 8x speedup in either the small or large stencil case. The best scaling is achieved by the
primal conventional and primal and adjoint compact implementations. The tangent programs scale more poorly, despite
having the same parallel loop structure, scoping, and arithmetic intensity (that is, the ratio between floating-point
operations and memory load/store operations). The reason is unclear. Scalability of the large stencil is slightly better
than that of the small stencil, probably because more floating-point operations are performed for every data point,
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increasing the arithmetic intensity and therefore making the code slightly less bandwidth bound, so that additional
threads have a higher likelihood of helping performance.

We note that for the stencil test case, our initial experiments showed that the primal conventional stencil was
significantly slower than the tangent or adjoint stencils. This was because the Intel compiler tried unsuccessfully to
automatically vectorize the primal conventional stencil, resulting in a slowdown, while it did not attempt to do so for
the tangent, adjoint, or compact programs. We explicitly disabled automatic vectorization in this test case using the
-no-vec command line argument during compilation, which improved the conventional primal runtime and did not
affect the other runtimes.

5.2 Lattice-Boltzmann Solver

In this test case, we use a simple implementation of the Lattice-Boltzmann Method [6] (LBM) solver from the Parboil
benchmark suite [25]. Since the Parboil benchmark is written in C and our current implementation only supports
OpenMP in Fortran programs, we manually translated a core routine of the benchmark (less than 100 lines of code). LBM
typically operates on a structured mesh and consists of a streaming operation that involves communication between
neighboring cells in the mesh, and a collision operation that is compute intensive and local to each cell. LBM is thus
somewhat similar to a stencil kernel but with a slightly higher arithmetic intensity.

The absolute runtime and scalability for this test case are shown in Figure 18. As expected, the tangent linear program
is about twice slower than the primal program, and both scale equally well up to about 16 threads. Unlike in the stencil
test case, the adjoint is significantly slower than the primal or tangent programs. The reason is that the collision step
in LBM is a nonlinear operation, and Tapenade thus needs to implement a full forward sweep, store intermediate
states in every forward iteration, and then retrieve those results in every reverse iteration, causing significant runtime
overhead. Moreover, while LBM could also be implemented by using a compact dataflow just like the stencil kernel, the
implementation in the Parboil benchmark suite has a gather-like dataflow that requires atomic pragmas or reduction
clauses. The version using atomic updates is extremely slow in our experiment and never comes close to the performance
of the serial adjoint program. The version using OpenMP reductions does outperform the serial program, albeit only by
a factor of around 2 in the best case; and adding more than 8 threads leads to a slowdown, presumably because of the
additional memory traffic.

5.3 Green’s Function Monte Carlo

The Green’s function Monte Carlo kernel4 is a method from nuclear physics and is part of the CORAL benchmark
suite [28]. The primal program contains a loop in which each iteration can take a different amount of time and is thus
parallelized by using an OpenMP dynamic schedule. The runtimes of the tangent and adjoint serial program are almost
identical in this case, because the computation has only a few nonlinear operations and Tapenade thus inserts only a
small amount of stack store and load operations, leading to an adjoint program that performs almost the same amount
of work as the tangent program.

Just as in the LBM case, atomic updates lead to a performance overhead that leads to worse performance than in the
serial case. The program containing reductions scales reasonably well up to 8 threads, then slows as more threads are
added. The runtimes and scalability are shown in Figure 19.

4https://asc.llnl.gov/coral-benchmarks#gfmcmk

Manuscript submitted to ACM



Source-to-Source Automatic Differentiation of OpenMP Parallel Loops 27

1 2 4 8 16 28 56
0.5

1

2

4

8

16

28

Threads

Sp
ee
du

p

Scalability of small stencil

1 2 4 8 16 28 56
0.5

1

2

4

8

16

28

Threads
Sp

ee
du

p

Scalability of large stencil

conventional primal conventional tangent conventional atomic conventional reduction
compact primal compact tangent compact adjoint

Fig. 17. Scalability of stencil kernel. Left: Small stencil. The primal conventional and compact stencils scale almost perfectly up to 4
threads, then start to flatten out. The tangent programs scale less well, while the adjoint atomic scales very well up to 28 threads
but starts from a very low point, since our scalability is plotted relative to the performance of the (much faster) serial program.
Hence at least 16 threads are needed for the atomic parallel version to outperform the serial version. The reductions do not even
appear in the plot, since they are too slow. The compact primal and adjoint have exactly the same performance profile. Right: Large
stencil. Compared with the small stencil, scalability is overall slightly better for the primal and tangent, identical for the compact
implementation, and slightly worse for the atomic adjoint. The worse performance of the atomic version can easily be explained by
the need for even more atomic updates in each iteration. The reduction version does not outperform the serial program, and adding
more threads increases runtime even further.
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Fig. 18. Left: Absolute runtimes for LBM test case. The atomic parallel time is 33 s and is truncated in the plot. Right: Scalability for
primal and tangent LBM is equally good (the system has only 28 physical cores, hence poor scalability can be expected beyond that),
but is significantly worse for adjoint reductions. The adjoint program using atomics scales well but performs too poorly compared
with the serial adjoint program to show up in the plot.
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Fig. 19. Left: Absolute runtimes for GFMC test case. The atomic parallel time is 376 s and is truncated in the plot. Right: Scalability
for primal and tangent GFMC is equally good but is significantly worse for adjoint reductions. The adjoint program using atomics
scales well but performs too poorly compared with the serial adjoint program to show up in the plot.

6 RELATEDWORK

With automatic differentiation being applied to increasingly large applications, issues related to high-performance
computing are often explored. It is important to preserve or retrieve the parallel qualities of the primal code in its
tangent and adjoint derivatives. Several articles report on parallel adaption of differentiated codes, most often as a
postprocessing stage after differentiation, for example for codes where the primal and adjoint can be parallelized in the
same way because of read and write sets being identical, as in the case of the compact stencil in our paper [17]. Other
works have focused exclusively on adjoint differentiation of stencil-like operations [16, 18] but are restricted to that one
type of input program and have not been implemented in a general-purpose AD tool. Yet other work discusses adding
OpenMP pragmas into differentiated code in a post-processing step, OpenMP-parallelization of derivatives of sequential
programs [2, 3], or AD applied to OpenMP parallel programs that have been modified to hide their parallelism from the
AD tool [17, 29].

Studies of full or partial preservation of parallel properties by the AD tool itself have focused mostly on coarse-
grained parallel dialects such as MPI [5, 12, 15, 22, 27]. MPI-like parallelism uses distributed memory, thus hiding the
race conditions problems that we face with OpenMP. Other studies targeting GPU architectures [13, 23] share more
similarities with OpenMP. In general, good performance is achieved, although help is often required from the end user
(pragmas or postprocessing) because of limitations of static dataflow analysis.

A few studies address OpenMP specifically. In [1, 20], the AD tool is ADOL-C, belonging to the so-called operator

overloading class, for which parallel-preserving AD is made technically harder by the limited ability of the tools to
analyze and transform the source and by the mixed nature of the differentiated code, with an initial phase in the
application language and a second phase, often in C, that interprets the tape. Still, the essential parallelism questions
are the same. For tools of the source transformation class, Giering et al. [12] present adjoint AD of a large application
from Earth sciences that combines MPI and OpenMP parallel models but provides little detail on the AD strategies on
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parallel constructs. Some such strategies are proposed in [10]. In [9] the author presents a theoretical model for the
differentiation of pragma-defined parallel regions, but the work is restricted to a simplified language called SPL that has
been extended with selected OpenMP pragmas.

In its so-called vector mode, AD produces a differentiated code that propagates derivatives along several directions
in a single run. This can compute Jacobian matrices efficiently. In [4], the authors observe that this introduces an extra
level of iteration, which is obviously parallel and amenable to OpenMP. The question is then how to combine this new
level of parallelism to the original OpenMP level that may come from the primal code.

Regarding the issue of ensuring atomicity of adjoint increments of shared variables in OpenMP, a few studies [1, 12]
have identified the two alternatives—reduction or atomic clause—but reach no consensus on the choice criteria. We
hope that the differentiation model that we propose and our runtime experiments might clarify this choice. There is
also recent work presenting an efficient solution in an operator-overloading setting [19]; investigating whether this
strategy can be adapted to source-transformation AD would be interesting for future work.

Few studies provide a framework to validate their decisions, or their AD tool’s decision, about the differentiated
OpenMP directives that they introduce. Although these decisions seem reasonable and final execution of the differenti-
ated code is correct, we believe a justification framework such as the one in [21] is useful to gain confidence in these
decisions or even to improve them.

Most studies mainly address the parallel dialect, for example the sublanguage of OpenMP, that is effectively used in
the targeted final application code. In contrast, we selected a widely used subset of the OpenMP features, and we studied
all the possible scoping pragmas that may occur in a worksharing loop, in combination with all possible worksharing
schedules.

Apart from a mention in [1], no study details the needed developments for adapting the AD runtime support to
OpenMP. In particular adjoint AD, in its source-transformation as well as operator-overloading fashions, must store
large amounts of data in the stack or tape. Using the threadprivate declaration is generally seen as the right way to
do so in an OpenMP environment, but we believe an in-depth description like the one we provide was needed.

7 CONCLUSION, FUTUREWORK

We have presented a model for the tangent-linear and adjoint differentiation of programs containing OpenMP parallel
worksharing loops, and we have implemented that model in the Tapenade automatic differentiation tool. We have
evaluated the performance of generated derivative codes on a set of scientific computing test cases.

Our derivative codes have achieved a speedup through parallelization compared with their serial counterparts in all
our test cases. The scalability of the derivative codes, however, was worse than that of the original codes in some cases.
Additionally, there is a choice between atomic updates (causing a run time overhead) and reductions (causing a memory
and run time overhead) for the adjoint, where the best choice was case-dependent. An interesting task for future work
would be to develop ways to automatically choose the best strategy, or at least to investigate properties that make a
given program more likely to benefit from either approach. In the meantime, users can use our new pragmas to override
the choice that Tapenade makes, if necessary.

Since neither atomic updates nor reductions offered satisfactory scalability for the adjoints, important directions
for future work include developing new kinds of data-dependence analysis to automatically detect the absence of
conflicting updates in the adjoint, in order to achieve the kinds of speedup that we obtained in the compact stencil.
Since our adjoint test cases (and possibly many other real-world applications) contain parallel updates to the same
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output array with a low rate of conflicts between threads, it might also be profitable to develop a solution that can
perform this operation more efficiently than either OpenMP atomics or reductions.

Other future work should include support (both in theory and in implementation) for a larger subset of OpenMP,
including other (non-linear) reduction operators, SIMD pragmas, critical sections, tasks, and device offloading. A theory
for correct differentiation of such codes could also be suitable for developing differentiation capabilities for other
shared-memory parallelism languages such as OpenACC, CUDA, Pthreads, or OpenCL.
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