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#### Abstract

We consider a general tractable model for default contagion and systemic risk in a heterogeneous financial network, subject to an exogenous macroeconomic shock. We show that, under some regularity assumptions, the default cascade model could be transferred to a death process problem represented by balls-and-bins model. We also reduce the dimension of the problem by classifying banks according to different types, in an appropriate type space. These types may be calibrated to real-world data by using machine learning techniques. We then state various limit theorems regarding the final size of default cascade over different types. In particular, under suitable assumptions on the degree and threshold distributions, we show that the final size of default cascade has asymptotically Gaussian fluctuations. We next state limit theorems for different system-wide wealth aggregation functions and show how the systemic risk measure, in a given stress test scenario, could be related to the structure and heterogeneity of financial networks. We finally show how these results could be used by a social planner to optimally target interventions during a financial crisis, with a budget constraint and under partial information of the financial network.
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## 1 Introduction

The financial crisis 2007-2009 has illustrated the significance of network structure on the amplification of initial shocks in the banking system to the level of the global financial system, leading to an economic recession.

This paper studies structural and dynamic models for loss propagation in the network of liabilities. This is in contrast to the well-known systemic risk indicators such as CoVAR [54] or SES [2], which are based on measuring losses in terms of market equity.

Empirical studies on network topology of banking systems show that we may have very different structures; from centralized networks as in [50] to core-periphery structures [23, $30,47]$ and scale-free structures as in [17, 21]. The main focus of this paper is to use limit theorems to establish a link between the (final) size of default cascade to the structure and heterogeneity of financial networks. The paper also studies limit theorems to quantify the system-wide wealth and systemic risk in the financial system. We also show how these results could be used by a social planner to optimally target interventions during a financial crisis, under partial information of the financial network and under some budget constraint.

Dealing with missing data is another important aspect of this paper. While recent efforts have made available a tremendous amount of financial data, we are far from a global financial data collection firm-by-firm and there are systemic institutions which are not required to report their positions. As pointed out in [14, 33, 35, 53, 55], in general, there is only partial information available on the financial network, e.g., the total size of the assets and liabilities for each institution. Our probabilistic approaches allow us to deal with the incomplete observation of system connections. We also reduce the dimension of the problem by considering a classification of financial institutions according to different types (characteristics), in an appropriate type space $\mathcal{X}$. These characteristics may be calibrated to real-world data by using machine learning techniques for classification.

There is an emerging literature on systemic risk and financial networks, see e.g. [20, 37] for two recent surveys and references there. An extensive research in this area focuses on equilibrium approach, to derive recovery rates from an elegant fixed point equation [26, 27, 34, 52]. This relies on the assumption that all debts are instantaneously cleared, unlikely to hold in reality. Even in a given shock scenario, recovery rates are uncertain. For example, recovery rates after the failure of Lehman were around $8 \%$ ([49]). In this paper we model recovery rates as given. The model could be easily extended to a setup with random recovery rates satisfying some cash-flow consistency conditions, see e.g. [11].

Our work is related to the literature on network structure and contagion, see e.g., [3, $43,46,48,59,60]$ in the context of social networks and $[1,4,13,18,25,28,31,45,51]$ for default contagion in financial networks.

To the best of our knowledge, our paper is the first to provide central limit theorems for default contagion and systemic risk in random financial networks. More closely related to our work, [9] study default contagion on configuration model and derive a criterion for the resilience of a financial network to insolvency contagion, based on connectivity and the
structure of contagious links (i.e., those exposures of a bank larger than its capital). We propose multiple extensions of [9]:

- We slightly generalize the default contagion model and allow for more network heterogeneity by considering the type-dependent threshold model. These types may be calibrated to real-world data by using machine learning techniques for classification.
- We transfer the default cascade model to a death process problem represented by balls-and-bins model. This allows us to provide the limit theorems for the dynamic contagion model ${ }^{1}$.
- The primary contribution of this paper is to provide central limit theorems for default contagion and systemic risk. We show that the final size of default cascade has asymptotically Gaussian fluctuations and state various theorems regarding the joint asymptotic normality between different contagion parameters, including the number of solvent banks, defaulted banks, healthy links (those initiated by solvent banks) and infected links (those initiated by defaulted banks) at any time $t$.
- Our next set of results concern the limit theorems for system-wide wealth aggregation functions, which could be used for measuring and quantifying systemic risk. This also provide an indicator for the health of financial system in different stress scenarios.
- Finally, we consider a social planner who seeks to optimally target interventions during a financial crisis, under partial information of the financial network and with a budget constraint. We show how limit theorems allows us to simplify the optimization problem. The complete information setup has been recently studied in [32, 36].

Aside from the application to default contagion and systemic risk in financial networks, our results contribute to the literature on diffusion processes on random graphs. Related problems are the $k$-core and bootstrap percolation. The $k$-core of any finite graph can be found by removing nodes with degree less than $k$, in any order, until no such nodes exist. The asymptotic normality of $k$-core has been studied in [41]. We also study the default contagion in a similar way as in [41], by transferring the process to a death process problem represented by balls-and-bins model. We generalize their results by allowing different types and threshold levels to each of nodes. The bootstrap percolation is a diffusion process that has been studied on a variety of graphs, see e.g., [5, 6, 39]. In bootstrap percolation process, for a fixed threshold $\theta \geqslant 2$, there is an initially subset of active nodes and in each round, each inactive node that has at least $\theta$ active neighbors becomes active and remains so forever. The asymptotic normality of bootstrap percolation has been recently studied in [8]. Our results generalize those of previous studies on bootstrap percolation in random graphs to the case of heterogeneous random directed networks with type-dependent random thresholds.

We end this introduction by the following remark. In the real world application, using limit theorems requires some caution. For example, in order for the asymptotic analysis

[^1]to be relevant, the financial network should be sufficiently large. This could be true for example at the level of a large economic zone. Moreover, financial networks may have small cycles. Most existing literature on random networks future locally tree-like property. However, recent literature shows that the basic configuration model can be extended to incorporate clustering; see e.g., [22,57]. Moreover, following the recent literature on portfolio compression in financial networks (see e.g., $[10,24,58]$ ), the study of default contagion and systemic risk in sparse financial networks regime becomes significantly important, as portfolio compression removes small cycles. In light of its tractability and interpretability, as well as its potential to be enriched with clustering, in this paper we use the configuration model as our base model. Note that the closed form interpretable limit theorems that we provide could also serve as a mandate for regulators to collect data on those specific network characteristics and assess systemic risk via more intensive computational methods.

Outline. The paper is organized as follows. Section 2 introduces a model for the network of financial counterparties and describe a mechanism for default cascade in such a network, after an exogenous macroeconomic shock. We also describe how the default contagion model could be transferred to a death process problem represented by balls-and-bins model. Section 3 gives our main results on limit theorems for the final size of default cascade. In particular, under some regularity assumptions, we show that different default contagion parameters have asymptotically Gaussian fluctuations. Section 4 states limit theorems for different financial system aggregation functions, which are used for measuring and quantifying systemic risk. Section 5 shows how these limit theorems could be used by a social planner to optimally target interventions during a financial crisis, with a budget constraint and under partial information of the financial network. Proof of main theorems are given in Section 6. Section 7 concludes. Proof of lemmas are provided in Appendix A.

Notation. Let $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of real-valued random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. If $c \in \mathbb{R}$ is a constant, we write $X_{n} \xrightarrow{p} c$ to denote that $X_{n}$ converges in probability to $c$. That is, for any $\epsilon>0$, we have $\mathbb{P}\left(\left|X_{n}-c\right|>\epsilon\right) \rightarrow 0$ as $n \rightarrow \infty$. We write $X_{n} \xrightarrow{d} X$ to denote that $X_{n}$ converges in distribution to $X$. Let $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of real numbers that tends to infinity as $n \rightarrow \infty$. We write $X_{n}=o_{p}\left(a_{n}\right)$, if $\left|X_{n}\right| / a_{n} \xrightarrow{p} 0$. If $\mathcal{E}_{n}$ is a measurable subset of $\Omega$, for any $n \in \mathbb{N}$, we say that the sequence $\left\{\mathcal{E}_{n}\right\}_{n \in \mathbb{N}}$ occurs with high probability (w.h.p.) or almost surely (a.s.) if $\mathbb{P}\left(\mathcal{E}_{n}\right)=1-o(1)$, as $n \rightarrow \infty$. Also, we denote by $\operatorname{Bin}(k, p)$ a binomial distribution corresponding to the number of successes of a sequence of $k$ independent Bernoulli trials each having probability of success $p$. The notation $\mathbb{1}\{\mathcal{E}\}$ is used for the indicator of an event $\mathcal{E}$; this is 1 if $\mathcal{E}$ holds and 0 otherwise. We deonte by $\mathcal{D}[0, \infty)$ the standard space of right-continuous functions with left limits on $[0, \infty)$ equipped with the Skorokhod topology (see e.g. [38, 42]). We will suppress the dependence of parameters on the size of the network $n$, if it is clear from the context.

## 2 Model

### 2.1 Financial Network

Consider an economy $\mathcal{E}_{n}$ consisting of $n$ interlinked financial institutions (banks) denoted by $[n]:=\{1,2, \ldots, n\}$ that intermediate credit among end-users. Banks hold claims on each other. Interbank liabilities are represented by a matrix of nominal liabilities $\left(\ell_{i j}\right)$. For two financial institutions $i, j \in[n], \ell_{i j} \geqslant 0$ denotes the cash-amount that bank $i$ owes bank $j$. This also represents the maximum loss related to direct claims, incurred by bank $j$ upon the default of bank $i$. The total nominal liabilities of bank $i$ sum up to $\ell_{i}=\sum_{j \in[n]} \ell_{i j}$, while the total value of interbank assets sum up to $a_{i}=\sum_{j \in[n]} \ell_{j i}$. The total value of claims held by end-users on bank $i$ (deposits) is given by $d_{i}$. The total value of claims held by bank $i$ on end-users (external assets) is denoted by $e_{i}$.

In a stress testing framework, we apply a (fractional) shock $\epsilon_{i}$ to the external assets of bank $i$. Table 1 summarizes a stylized balance sheet of bank $i$ after the shock $\epsilon_{i}$. The capital of bank $i$ after the shock denoted by $c_{i}=c_{i}\left(\epsilon_{i}\right)$ satisfies $c_{i}=\left(1-\epsilon_{i}\right) e_{i}+a_{i}-\ell_{i}-d_{i}$, which represents the capacity of bank $i$ to absorb losses while remaining solvent.

| External assets | Deposits <br> $e_{i}$ |
| :---: | :---: |
| $\epsilon_{i} e_{i}$ - loss on assets | $d_{i}$ |
|  | Interbank liabilities |
| Interbank assets | $\ell_{i}=\sum_{j \in[n]} \ell_{i j}$ |
| $a_{i}=\sum_{j \in[n]} \ell_{j i}$ |  |
|  | Capital |
|  | $c_{i}$ |
| Assets | $\epsilon_{i} e_{i}$ - loss on capital |
|  | Liabilities |

Table 1: Stylized balance sheet of bank $i$ after shock.

A financial institution $i \in[n]$ is said to be fundamentally insolvent if its capital after the shock is negative, i.e. $c_{i}<0$. For a given shock scenario $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in[0,1]^{n}$, we let the set of fundamental defaults $\mathcal{D}_{0}(\boldsymbol{\epsilon})=\left\{i \in[n]: c_{i}\left(\epsilon_{i}\right)<0\right\}$. In the next section, we define the default cascade triggered by fundamentally insolvent institutions $\mathcal{D}_{0}(\boldsymbol{\epsilon})$.

### 2.2 Default Cascade

In the given shock scenario $\epsilon$, following the fundamentally insolvent institutions $\mathcal{D}_{0}(\boldsymbol{\epsilon})$, there will be a default contagion process. Let us denote by $R_{i j}=R_{i j}(\boldsymbol{\epsilon})$ the recovery rate of the liability of $i$ to $j$. The matrix of recovery rates is denoted by $\mathcal{R}=\left(R_{i j}\right)$. Since any bank $i$ cannot pay more than its external assets $\left(1-\epsilon_{i}\right) e_{i}$ plus what it recovered from its
debtors, the recovery rates of $i$ should satisfy the following cash-flow consistency constraints

$$
\left(1-\epsilon_{i}\right) e_{i}+\sum_{j=1}^{n} R_{j i} \ell_{j i} \geqslant \sum_{j=1}^{n} R_{i j} \ell_{i j}+d_{i} .
$$

Given the shock scenario $\epsilon$ and the matrix of recovery rates $\mathcal{R}$, following the set of fundamental default $\mathcal{D}_{0}$, there is a default cascade that reaches the set $\mathcal{D}^{\star}$ in equilibrium. This represents the set of financial institutions whose capital is insufficient to absorb losses and should satisfy the following fixed point equation:

$$
\mathcal{D}^{\star}=\mathcal{D}^{\star}(\boldsymbol{\epsilon}, \mathcal{R})=\left\{i \in[n]: c_{i}\left(\epsilon_{i}\right)<\sum_{j \in \mathcal{D}^{\star}}\left(1-R_{j i}\right) \ell_{j i}\right\} .
$$

As stated in [11], the above fixed point default cascade set has in general multiple solutions. The smallest fixed point set which corresponds to smallest number of defaults can be obtained by starting from $\mathcal{D}_{0}$ and setting at step $k$ :

$$
\begin{equation*}
\mathcal{D}_{k}=\mathcal{D}_{k}(\epsilon, \mathcal{R})=\left\{i \in[n]: c_{i}\left(\epsilon_{i}\right)<\sum_{j \in \mathcal{D}_{k-1}}\left(1-R_{j i}\right) \ell_{j i}\right\} . \tag{1}
\end{equation*}
$$

The cascade ends at the first time $k$ such that $\mathcal{D}_{k}=\mathcal{D}_{k-1}$. Hence in a financial network of size $n$, the cascade will end after at most $n-1$ steps and $\mathcal{D}_{n-1}=\mathcal{D}_{n-1}(\boldsymbol{\epsilon}, \mathcal{R})$ represents the final set of insolvent institutions starting from the initial set of defaults $\mathcal{D}_{0}$.

### 2.3 Node Classification and Configuration Model

Under some regularity assumptions detailed below, as also shown in [9] for a similar setup, one can show that the information regarding assets, liabilities, capital after exogenous shocks and recovery rates (distributions) could all be encoded in a single probability threshold function. Namely, for a given shock scenario $\epsilon$ and the matrix of recovery rates $\mathcal{R}^{2}$, we introduce the (random) threshold $\Theta_{i}=\Theta_{i}^{(n)}$ for any institution $i \in[n]$ which measures how many defaults $i$ can tolerate before becoming insolvent, if its counterparties default in a uniformly at random order, i.e., when $i$ 's debtors default order environment is chosen uniformly at random among all possible permutations.

In the following, in order to reduce the dimensionality of the problem, we consider a classification of financial institutions into a countable (finite or infinite) possible set of characteristics $\mathcal{X}$. All (observable) characteristics for financial institution $i$ is encoded in $x_{i}=\left(d_{i}^{+}, d_{i}^{-}, t_{i}, \ldots\right) \in \mathcal{X}$, where $d_{i}^{+}$denotes the in-degree (number of institutions $i$ is exposed to), $d_{i}^{-}$denotes the out-degree (number of institutions exposed to $i$ ) and $t_{i}$ denotes any other institution's type specific (e.g., credit rating, seniority class, etc.).

As we are interested in limit theorems, we consider a sequence of economies $\left\{\mathcal{E}_{n}\right\}_{n \in \mathbb{N}}$, indexed by the number of institutions. In particular, in the economy $\mathcal{E}_{n}$, the characteristic

[^2]of any institution $i \in[n]$ will be denoted by
$$
x_{i}^{(n)}=\left(d_{i}^{+(n)}, d_{i}^{-(n)}, t_{i}^{(n)}, \ldots\right) \in \mathcal{X}
$$

Note that, without loss of generality, the institutions in the same class $x \in \mathcal{X}$ assumed to have the same number of creditors (denoted by $d_{x}^{-}$) and the same number of debtors (denoted by $d_{x}^{+}$). Further, for tractability, we make the following assumption on the probability threshold functions.

Assumption 1. We assume that there exists a classification of the financial institutions into a countable set of possible characteristics $\mathcal{X}$ such that, for each $n \in \mathbb{N}$, the institutions in the same characteristic class have the same threshold distribution function (denoted by $q_{x}^{(n)}$ for institutions in class $\left.x \in \mathcal{X}\right)$. Namely, for economy $\mathcal{E}_{n}, i \in[n]$ and for all $\theta \in \mathbb{N}$ :

$$
\mathbb{P}\left(\Theta_{i}^{(n)}=\theta\right)=q_{x_{i}^{(n)}}^{(n)}(\theta) .
$$

In particular, in the network of size $n, q_{x}^{(n)}(0)$ represents the proportion of initially insolvent institutions with type $x \in \mathcal{X}$.

Let $\mu_{x}^{(n)}$ denote the fraction of institutions with characteristic $x \in \mathcal{X}$ in the economy $\mathcal{E}_{n}$. In order to study the asymptotics, it is natural to assume the following.

Assumption 2. We assume that for some probability distribution functions $\mu$ and $q$ over the set of characteristics $\mathcal{X}$ and independent of $n$, we have $\mu_{x}^{(n)} \rightarrow \mu_{x}$ and $q_{x}^{(n)}(\theta) \rightarrow q_{x}(\theta)$ as $n \rightarrow \infty$, for all $x \in \mathcal{X}$ and $\theta=0,1, \ldots, d_{x}^{+}$. Moreover, we assume that $\sum_{\theta=0}^{d_{x}^{+}} q_{x}(\theta)=1$ for all $x \in \mathcal{X}$.

In the following, we will suppress the dependence of parameters on the size of the network $n$, if it is clear from the context.

Given the degree sequences $\mathbf{d}_{n}^{+}=\left(d_{1}^{+}, \ldots, d_{n}^{+}\right)$and $\mathbf{d}_{n}^{-}=\left(d_{1}^{-}, \ldots, d_{n}^{-}\right)$such that $\sum_{i \in[n]} d_{i}^{+}=\sum_{i \in[n]} d_{i}^{-}$, we associate to each institution $i$ two sets: $\mathcal{H}_{i}^{+}$the set of incoming half-edges and $\mathcal{H}_{i}^{-}$the set of outgoing half-edges, with $\left|\mathcal{H}_{i}^{+}\right|=d_{i}^{+}$and $\left|\mathcal{H}_{i}^{-}\right|=d_{i}^{-}$. Let $\mathbb{H}^{+}=\bigcup_{i=1}^{n} \mathcal{H}_{i}^{+}$and $\mathbb{H}^{-}=\bigcup_{i=1}^{n} \mathcal{H}_{i}^{-}$. A configuration is a matching of $\mathbb{H}^{+}$with $\mathbb{H}^{-}$. When an out-going half-edge of instituion $i$ is matched with an in-coming half-edge of institution $j$, a directed edge from $i$ to $j$ appears in the graph. The configuration model is the random directed multigraph which is uniformly distributed across all configurations. The random graph constructed by configuration model will be denoted by $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$. It is then easy to show that conditional on the multigraph being a simple graph, we obtain a uniformly distributed random graph with these given degree sequences denoted by $\mathcal{G}_{*}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$. In particular, any property that holds with high probability on the configuration model also holds with high probability conditional on this random graph being simple (for the random graph $\left.\mathcal{G}_{*}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)\right)$provided $\liminf _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)\right.$simple $)>0$, see e.g. [56].

### 2.4 Death Process and Final Solvent Institutions

We consider the default contagion process in the random financial network $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$, initiated by the set of fundamentally insolvent institutions $\mathcal{D}_{0}$.

Recall that $\Theta_{i}$ denotes the random threshold of institution $i \in[n]$ which measures how many defaults $i$ can tolerate before becoming insolvent in the uniformly chosen $i$ 's counterparties default order environment. By Assumption 1 and standard coupling arguments, as also proved in [9], one can assume that these thresholds are assigned initially to any institution $i \in[n]$ according to the distribution $q_{x_{i}}^{(n)}(\cdot)$.

Finding the final solvent institutions. We consider the above default contagion progress in the following way. At time 0 in the (random) graph $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$, all institutions with threshold 0 become defaulted. We remove all the initially defaulted institutions $\mathcal{D}_{0}$ from the network. Next, in order to find $\mathcal{D}_{1}$, we identify the partners of $\mathcal{D}_{0}$. Note that the out-degree and in-degree of each institution in the network induced by $[n] \backslash \mathcal{D}_{0}$ is less than or equal to those in the previous network. At step $k \in \mathbb{N}$, the default set $\mathcal{D}_{k}$ can be identified by

$$
\begin{equation*}
\mathcal{D}_{k}=\left\{i \in[n]: \sum_{j: j \rightarrow i} \mathbb{1}\left\{j \in \mathcal{D}_{k-1}\right\} \geqslant \Theta_{i}\right\}, \tag{2}
\end{equation*}
$$

where $\mathbb{1}\{\mathcal{E}\}$ denotes the indicator of an event $\mathcal{E}$, i.e., this is 1 if $\mathcal{E}$ holds and 0 otherwise. We denote the in-degree and out-degree of each institution $i$ after $k$ steps evolution by $d_{i}^{+}(k)$ and $d_{i}^{-}(k)$ respectively. Note that initially $d_{i}^{+}(0)=d_{i}^{+}$and $d_{i}^{-}(0)=d_{i}^{-}$. At step $k$, we remove all institutions $i \in[n]$ with $d_{i}^{+}(k)<d_{i}^{+}-\Theta_{i}$. At the end of the above procedure, all the removed institutions are defaulted and the remaining institutions are solvent.

Transferring to a death process problem represented by balls-and-bins. It is not hard to see that the calendar time does not take any important role in the above contagion process. We can define the time interval as we want. So instead of removing institutions, we can also remove the links and define a proper time interval between two successive removals. Namely, at each step, we only look at one removal (interaction) between two institutions, yielding at least one default.

In the following, we simultaneously run the default contagion process and construct the configuration model. We call all out half-edges and in half-edges that belong to a defaulted (solvent) institution the infected (healthy) half-edges. We consider all the institutions as bins and all the (in and out) half-edges as (in and out) balls. Consequently, the bins are called defaulted ( $\mathbf{D}$ type) or solvent ( $\mathbf{S}$ type) according to their states as institutions. Similarly the balls are called infected (I type) or healthy (H type) when they are infected or healthy as half-edges. Hence, all institutions are of two types and all balls are of four different types. For convenience, we denote them as $\mathbf{S}$ (solvent), $\mathbf{D}$ (defaulted) bins, and further $\mathbf{H}^{+}$ (healthy in), $\mathbf{H}^{-}$(healthy out), $\mathbf{I}^{+}$(infected in) and $\mathbf{I}^{-}$(infected out) balls, respectively.

We start from the set of fundamental defaults $\mathcal{D}_{0}$, which gives the set of initially defaulted bins and infected balls. Consequently, at each step, we first remove a uniformly
chosen ball of type $\mathbf{I}^{-}$and then a uniformly chosen ball from $\mathbf{H}^{+} \cup \mathbf{I}^{+}$. In this process $\mathbf{S}$ bins may change to $\mathbf{D}$ bins and, consequently, $\mathbf{H}$ balls may change to $\mathbf{I}$ balls. We continue the above process until there is no more $\mathbf{I}^{-}$balls.

We now change the description a little by introducing colors for the $\mathbf{I}^{-}$balls and life for all in balls from $\mathbf{H}^{+} \cup \mathbf{I}^{+}$. We let all $\mathbf{I}^{-}$balls are white and all in balls from $\mathbf{H}^{+} \cup \mathbf{I}^{+}$ are initially alive. We begin by recoloring one random $\mathbf{I}^{-}$ball red. Subsequently, in each removal step, we first kill a random in ball from $\mathbf{H}^{+} \cup \mathbf{I}^{+}$and at the same moment we also recolor a random white ball red. This is repeated until no more white $\mathbf{I}^{-}$balls remain.

We next run the above death process in continuous time. We assume that each ball from $\mathbf{H}^{+} \cup \mathbf{I}^{+}$has an exponentially distributed random lifetime with mean one, independent of all other balls. Namely, if there are $\ell$ alive in balls remaining, then we wait an exponential time with mean $1 / \ell$ until the next pair of interactions. We stop when we should recolor a white ball red but there is no such ball.

Let us denote by $W_{n}(t)$ the number of white $\mathbf{I}^{-}$balls at time $t$. Hence, the above death process ends at the stopping time $\tau_{n}^{\star}$ which is the first time when we need to recolor a white ball but there are no white balls left. However, we pretend that we recolor a (nonexistent) white ball at time $\tau_{n}^{\star}$ and write $W_{n}\left(\tau_{n}^{\star}\right)=-1$.

We denote by $I_{n}^{+}(t), H_{n}^{+}(t)$ and $L_{n}(t)$ the number of alive (in) balls in $\mathbf{I}^{+}, \mathbf{H}^{+}$and $\mathbf{H}^{+} \cup \mathbf{I}^{+}$at time $t$, respectively. For $x \in \mathcal{X}, \theta \in \mathbb{N}, \ell=0, \ldots, \theta-1$, we let $S_{x, \theta, \ell}^{(n)}(t)$ denote the number of solvent institutions (bins) with type $x$, threshold $\theta$ and $\ell$ defaulted neighbors at time $t$. Further, let $S_{n}(t)$ and $D_{n}(t)$ be the numbers of $\mathbf{S}$ bins and $\mathbf{D}$ bins at time $t$. Hence, $S_{n}\left(\tau_{n}^{\star}\right)$ denotes the final number of solvent institutions. Further, $D_{n}\left(\tau_{n}^{\star}\right)=$ $n-S_{n}\left(\tau_{n}^{\star}\right)=\left|\mathcal{D}_{n-1}\right|$ will be the final number of defaulted institutions.

## 3 Limit Theorems

In this section we consider the above dynamic default contagion model (which is now transferred to a death process problem represented by balls-and-bins) and state our main results regarding the limit theorems in the random financial network $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$.

We first define some functions that will be used later. Let for $z \in[0,1]$ :

$$
\begin{align*}
& b(d, z, \ell):=\mathbb{P}(\operatorname{Bin}(d, z)=\ell)=\binom{d}{\ell} z^{\ell}(1-z)^{d-\ell}  \tag{3}\\
& \beta(d, z, \ell):=\mathbb{P}(\operatorname{Bin}(d, z) \geqslant \ell)=\sum_{r=\ell}^{d}\binom{d}{r} z^{r}(1-z)^{d-r}, \tag{4}
\end{align*}
$$

and $\operatorname{Bin}(d, z)$ denotes the binomial distribution with parameters $d$ and $z$.
In the following, for simplicity of the calculations, we assume that the thresholds distribution are such that $\sum_{\theta=0}^{d_{x}^{+}} q_{x}(\theta)=1$ for all $x \in \mathcal{X}$. Otherwise, one could define $q_{x}(\infty):=1-\sum_{\theta=0}^{d_{x}^{+}} q_{x}(\theta)$ and remove initially all these institutions from the network (since they will not play any role in the default contagion process). Note that this removal process
(site percolation) will affect the degree distributions.

### 3.1 Asymptotic Magnitude of Default Contagion

In this section we consider the random financial network $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$and assume that the average degrees converges to a finite limit.

Assumption 3a. We assume that, as $n \rightarrow \infty$, the average degrees converges and is finite:

$$
\lambda^{(n)}:=\sum_{x \in \mathcal{X}} d_{x}^{+} \mu_{x}^{(n)}=\sum_{x \in \mathcal{X}} d_{x}^{-} \mu_{x}^{(n)} \longrightarrow \lambda:=\sum_{x \in \mathcal{X}} d_{x}^{+} \mu_{x} \in(0, \infty) .
$$

For $z \in[0,1]$, we define the functions:

$$
\begin{aligned}
f_{S}(z) & :=\sum_{x \in \mathcal{X}} \mu_{x} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, z, d_{x}^{+}-\theta+1\right), \quad f_{D}(z)=1-f_{S}(z) \\
f_{H^{+}}(z) & :=\sum_{x \in \mathcal{X}} \mu_{x} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \sum_{\ell=d_{x}^{+}-\theta+1}^{d_{x}^{+}} \ell b\left(d_{x}^{+}, z, \ell\right), \quad f_{I^{+}}(z)=\lambda z-f_{H^{+}}(z), \\
f_{W}(z) & :=\lambda z-\sum_{x \in \mathcal{X}} \mu_{x} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, z, d_{x}^{+}-\theta+1\right) .
\end{aligned}
$$

The following theorem states the law of large numbers for the number of solvent banks, defaulted banks, healthy links, infected links and the total number of existing white balls (remaining interactions yielding at least one default) at any time $t$ in the economy $\mathcal{E}_{n}$ satisfying above regularity assumptions.

Theorem 3.1. Suppose that Assumptions $1-3 a$ hold. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Then for all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}$and $\ell=0, \ldots, \theta-1$, we have (as $n \rightarrow \infty$ )

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{S_{x, \theta, \ell}^{(n)}(t)}{n}-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-e^{-t}, \ell\right)\right| \xrightarrow{p} 0 .
$$

Further, as $n \rightarrow \infty$,

$$
\begin{array}{r}
\sup _{t \leqslant \tau_{n}}\left|\frac{S_{n}(t)}{n}-f_{S}\left(e^{-t}\right)\right| \xrightarrow{p} 0, \quad \sup _{t \leqslant \tau_{n}}\left|\frac{D_{n}(t)}{n}-f_{D}\left(e^{-t}\right)\right| \xrightarrow{p} 0, \\
\sup _{t \leqslant \tau_{n}}\left|\frac{H_{n}^{+}(t)}{n}-f_{H^{+}}\left(e^{-t}\right)\right| \xrightarrow{p} 0, \\
\sup _{t \leqslant \tau_{n}}\left|\frac{I_{n}^{+}(t)}{n}-f_{I^{+}}\left(e^{-t}\right)\right| \xrightarrow{p} 0,
\end{array}
$$

and the number of white balls satisfies

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{W_{n}(t)}{n}-f_{W}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

The proof of the above theorem is provided in Section 6.3.
We consider now the stopping time $\tau_{n}^{\star}$ which is the first time such that $W_{n}\left(\tau_{n}^{\star}\right)=-1$ (becomes negative). Let us define

$$
\begin{equation*}
z^{\star}:=\sup \left\{z \in[0,1]: f_{W}(z)=0\right\} . \tag{5}
\end{equation*}
$$

Then we have the following lemma.
Lemma 3.2. Suppose that Assumptions $1-3$ a hold. We have (as $n \rightarrow \infty$ ):
(i) If $z^{\star}=0$ then $\tau_{n}^{\star} \xrightarrow{p} \infty$.
(ii) If $z^{\star} \in(0,1]$ and $z^{\star}$ is a stable solution, i.e. $f_{W}^{\prime}\left(z^{\star}\right)>0$, then $\tau_{n}^{\star} \xrightarrow{p}-\ln z^{\star}$.

The proof of lemma is provided in Appendix A.1.
As a corollary of Theorem 3.1 and Lemma 3.2, we next provide the law of large numbers for the final state of default contagion. Namely, under Assumption 3a, the following holds.

Theorem 3.3. Suppose that Assumptions 1-3a hold. The final fraction of defaults satisfies:
(i) If $z^{\star}=0$ then asymptotically almost all institutions default during the cascade and

$$
\left|\mathcal{D}_{n-1}\right|=n-o_{p}(n) .
$$

(ii) If $z^{\star} \in(0,1]$ and $z^{\star}$ is a stable solution, i.e. $f_{W}^{\prime}\left(z^{\star}\right)>0$, then

$$
\frac{\left|\mathcal{D}_{n-1}\right|}{n} \xrightarrow{p} f_{D}\left(z^{\star}\right) .
$$

Further, in this case, for all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}$and $\ell=0, \ldots, \theta-1$, the final fraction of solvent institutions with type $x$, threshold $\theta$ and $\ell$ defaulted neighbors satisfies

$$
\frac{S_{x, \theta, \ell}^{(n)}}{n} \xrightarrow{p} \mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-z^{\star}, \ell\right) .
$$

The proof of the above theorem is provided in Section 6.4. In particular, the above theorem (in a simpler setup) has been used in [9] to give a resilience condition for contagion in random financial networks. Namely, in the notations above, starting from a small fraction $\epsilon$ of institutions representing the fundamental defaults, i.e., $\sum_{x \in \mathcal{X}} \mu_{x} q_{x}(0)=\epsilon$, the financial network is said to be resilient if $\lim _{\epsilon \rightarrow 0} z^{\star}=0$. We refer to $[7,9]$ for the resilience conditions.

### 3.2 Asymptotic Normality of Default Contagion

In order to study the central limit theorems, we need to restrict our attention to the sparse networks regime. Namely, we consider the random financial network $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$and assume that degrees sequences satisfy the following moment condition.

Assumption 3b. We assume that for every constant $A>1$, we have

$$
\sum_{i=1}^{n} A^{d_{i}^{+}}=n \sum_{x \in \mathcal{X}} \mu_{x}^{(n)} A^{d_{x}^{+}}=O(n) \quad \text { and } \quad \sum_{i=1}^{n} A^{d_{i}^{-}}=n \sum_{x \in \mathcal{X}} \mu_{x}^{(n)} A^{d_{x}^{-}}=O(n)
$$

Remark 3.4. Let $\left(D_{n}^{+}, D_{n}^{-}\right)$be random variables with joint distribution

$$
\mathbb{P}\left(D_{n}^{+}=d^{+}, D_{n}^{-}=d^{-}\right)=\sum_{x \in \mathcal{X}} \mu_{x}^{(n)} \mathbb{1}\left\{d_{x}^{+}=d^{+}, d_{x}^{-}=d^{-}\right\},
$$

which is the joint distribution of in- and out- degrees for a random node in $\mathcal{G}^{(n)}\left(\mathbf{d}_{n}^{+}, \mathbf{d}_{n}^{-}\right)$. Let also $\left(D^{+}, D^{-}\right)$be random variables (over nonnegative integers) with joint distribution

$$
\mathbb{P}\left(D^{+}=d^{+}, D^{-}=d^{-}\right)=\sum_{x \in \mathcal{X}} \mu_{x} \mathbb{1}\left\{d_{x}^{+}=d^{+}, d_{x}^{-}=d^{-}\right\} .
$$

Then Assumption 36 can be rewritten as $\mathbb{E}\left[A^{D_{n}^{+}}\right]=O(1)$ and $\mathbb{E}\left[A^{D_{n}^{-}}\right]=O(1)$ for each $A>1$, which in particular implies the uniform integrability of $D_{n}^{+}$and $D_{n}^{-}$, so

$$
\lambda^{(n)}:=\sum_{x \in \mathcal{X}} d_{x}^{+} \mu_{x}^{(n)}=\mathbb{E}\left[D_{n}^{+}\right] \longrightarrow \mathbb{E}\left[D^{+}\right]=\lambda \in(0, \infty) .
$$

Similarly, all higher moments converge.
By the construction of the balls-and-bins model, the independency exists between any two different types $x_{1} \neq x_{2}$, at any time $t$ before the final state is reached. Hence we study the asymptotic normality type by type. We first show the following joint convergence theorem for all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}, \ell=0, \ldots, \theta-1$.

Theorem 3.5. Suppose that Assumptions $1-3 b$ hold. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. For all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}, \ell=0, \ldots, \theta-1$ and jointly in $\mathcal{D}[0, \infty)$,

$$
n^{-1 / 2}\left(S_{x, \theta, \ell}^{(n)}\left(t \wedge \tau_{n}\right)-n \mu_{x}^{(n)} q_{x}^{(n)}(\theta) b\left(d_{x}^{+}, 1-e^{-\left(t \wedge \tau_{n}\right)}, \ell\right)\right) \xrightarrow{d} \mathcal{Z}_{x, \theta, \ell}\left(t \wedge t_{0}\right),
$$

where $\mathcal{Z}_{x, \theta, \ell}(t)$ is a Gaussian process with mean 0 and variance $\sigma_{x, \theta, \ell}(t)$ given by (14).
The proof of the above theorem is provided in Section 6.5. Indeed, we prove a stronger version of above theorem, providing also the covariance between $\mathcal{Z}_{x_{1}, \theta_{1}, \ell_{1}}^{*}$ and $\mathcal{Z}_{x_{2}, \theta_{2}, \ell_{2}}^{*}$, for any two triplets $\left(x_{1}, \theta_{1}, \ell_{1}\right)$ and $\left(x_{2}, \theta_{2}, \ell_{2}\right)$; the covariance is given by (13).

For $z \in[0,1]$, we define the functions:

$$
\begin{aligned}
f_{S}^{(n)}(z) & :=\sum_{x \in \mathcal{X}} \mu_{x}^{(n)} \sum_{\theta=1}^{d_{x}^{+}} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, z, d_{x}^{+}-\theta+1\right), \quad f_{D}^{(n)}(z)=1-f_{S}^{(n)}(z), \\
f_{H^{+}}^{(n)}(z) & :=\sum_{x \in \mathcal{X}} \mu_{x}^{(n)} \sum_{\theta=1}^{d_{x}^{+}} q_{x}^{(n)}(\theta) \sum_{\ell=d_{x}^{+}-\theta+1}^{d_{x}^{+}} \ell b\left(d_{x}^{+}, z, \ell\right), \quad f_{I^{+}}^{(n)}(z)=\lambda z-f_{H^{+}}^{(n)}(z), \\
f_{W}^{(n)}(z) & :=\lambda^{(n)} z-\sum_{x \in \mathcal{X}} \mu_{x}^{(n)} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, z, d_{x}^{+}-\theta+1\right) .
\end{aligned}
$$

In the following theorem, we show the joint asymptotic normality between the total number of solvent institutions, number of defaulted institutions, number of infected and healthy links, and the total number of white balls (controlling the default contagion stopping time) at any time $t$ before the end of default cascade.

For convenience, we set

$$
\hat{f}_{\boldsymbol{\alpha}}^{(n)}(t)=f_{\boldsymbol{\alpha}}^{(n)}\left(e^{-t}\right)
$$

for $\boldsymbol{\&} \in\left\{S, D, H^{+}, I^{+}, W\right\}$.
Theorem 3.6. Suppose that Assumptions $1-3 b$ hold. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Then, under the above assumptions and jointly in $\mathcal{D}[0, \infty)$, as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 2}\left(\boldsymbol{Q}_{n}\left(t \wedge \tau_{n}\right)-n \hat{f}_{\boldsymbol{*}}^{(n)}\left(t \wedge \tau_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\boldsymbol{*}}\left(t \wedge t_{0}\right) \tag{6}
\end{equation*}
$$

for $\boldsymbol{\&} \in\left\{S, D, H^{+}, I^{+}, W\right\}$, where $\left\{Z_{\boldsymbol{\infty}}\right\}$ are continuous Gaussian processes on $\left[0, t_{0}\right]$ with mean 0 and covariances that satisfy, for $0 \leqslant t \leqslant t_{0}$ and $\boldsymbol{\uparrow} \in\left\{S, D, H^{+}, I^{+}, W\right\}$,

$$
\operatorname{Cov}\left(\mathcal{Z}_{\boldsymbol{\omega}}(t), \mathcal{Z}_{\boldsymbol{\omega}}(t)\right)=\sigma_{\boldsymbol{\omega}, \boldsymbol{\omega}}\left(e^{-t}\right)
$$

where the form of $\sigma_{\boldsymbol{\star}, \uparrow}(x)$ are given by (51)-(55) in Appendix A.6.
The proof of the theorem is provided in Section 6.6. Note that since $D_{n}(t)=n-S_{n}(t)$, it would be easy to transfer the result to $D$ by setting $\sigma_{D, D}=\sigma_{S, S}$ and $\sigma_{D, \boldsymbol{\omega}}=-\sigma_{S, \boldsymbol{\omega}}$. Further, since $I_{n}(t)=L_{n}(t)-H_{n}^{+}(t)$, calculating the covariances of $I^{+}$is similar to $H^{+}$ and is omitted from the proof. We only provide the covariances for $\boldsymbol{\propto}, \boldsymbol{\phi} \in\left\{S, H^{+}, W\right\}$.

We further define

$$
s_{x, \theta, \ell}(z):=\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-z, \ell\right), \quad s_{x, \theta, \ell}^{(n)}(z):=\mu_{x}^{(n)} q_{x}^{(n)}(\theta) b\left(d_{x}^{+}, 1-z, \ell\right) .
$$

As a corollary of Theorem 3.6 and Lemma 3.2, we have the following theorem regarding the final state of default contagion.

Theorem 3.7. Suppose that Assumptions $1-3 b$ hold. Let $t^{\star}=-\ln z^{\star}$ and $\hat{z}_{n}$ be the largest $z \in[0,1]$ such that $f_{W}^{(n)}(z)=0$. Under the above assumptions, we have:
(i) If $z^{\star}=0$ then asymptotically almost all institutions default during the cascade and

$$
\left|\mathcal{D}_{n-1}\right|=n-o_{p}(n) .
$$

(ii) If $z^{\star} \in(0,1]$ and $z^{\star}$ is a stable solution, i.e. $\alpha:=f_{W}^{\prime}\left(z^{\star}\right)>0$, then we have

$$
\begin{equation*}
n^{-1 / 2}\left(\boldsymbol{\varphi}_{n}\left(\tau_{n}^{\star}\right)-n f_{\boldsymbol{\alpha}}^{(n)}\left(\hat{z}_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\boldsymbol{\alpha}}\left(t^{\star}\right)-\alpha^{-1} f_{\boldsymbol{\alpha}}^{\prime}\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right), \tag{7}
\end{equation*}
$$

for $\boldsymbol{\AA} \in\left\{S, D, H^{+}, I^{+}, W\right\}$, where the limit distributions compose a Gaussian vector. Furthermore, $\widehat{z}_{n} \rightarrow z^{\star}$ and, for all $x \in \mathcal{X}, 0 \leqslant \ell<\theta \leqslant d_{x}^{+}$,

$$
\begin{equation*}
n^{-1 / 2}\left(S_{x, \theta, \ell}^{(n)}\left(\tau_{n}^{\star}\right)-n s_{x, \theta, \ell}^{(n)}\left(\widehat{z}_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{x, \theta, \ell}^{*}\left(t^{\star}\right)-\alpha^{-1} s_{x, \theta, \ell}^{\prime}\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right) . \tag{8}
\end{equation*}
$$

The proof of the theorem is provided in Section 6.7.

## 4 Quantifying Systemic Risk

In order to determine the health of the financial network, we consider in this section a systemic risk measure applied to the (random) financial network, introduced in previous sections. These measures are decomposed as $\rho \circ \Gamma$ for a stand-alone risk measure (usually assumed convex) $\rho$ and an aggregation function $\Gamma=\Gamma(\boldsymbol{\epsilon})$ for losses under the stress scenario $\boldsymbol{\epsilon}$. This was first introduced in [19, 44]; see also [10, 29].

The following three aggregation functions has been considered in the literature. At time $t$, for the economy $\mathcal{E}_{n}$ and given shock scenario $\boldsymbol{\epsilon}$, we let:

- Number of solvent banks: $\Gamma_{n}^{\#}(t):=S_{n}(t)=n-D_{n}(t)$.
- External wealth: Let $\bar{\Gamma}{ }_{n}^{\odot}$ denote the total external wealth to society if there is no default in the financial system (small shock regime). We define the external wealth (societal) aggregation function as

$$
\Gamma_{n}^{\odot}(t):=\bar{\Gamma}_{n}^{\odot}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} D_{x}^{(n)}(t),
$$

where $D_{x}^{(n)}(t)=n \mu_{x}^{(n)}-\sum_{\theta} \sum_{\ell=0}^{\theta-1} S_{x, \theta, \ell}^{(n)}(t)$ denotes the total number of defaulted institutions with type $x \in \mathcal{X}$ at time $t$. Note that (for simplicity) we assume a bounded constant type-dependent societal loss $\bar{L}_{x}^{\odot}$ over each defaulted institution.

- System-wide wealth : Let $\bar{\Gamma}_{n}^{\diamond}$ denote the total wealth in the financial system if there is no default in the system. We define the system-wide aggregation function as

$$
\Gamma_{n}^{\diamond}(t):=\bar{\Gamma}_{n}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} D_{x}^{(n)}(t)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell S_{x, \theta, \ell}^{(n)}(t) .
$$

For each type $x \in \mathcal{X}$, we consider a bounded fixed (type-dependent) societal cost $\bar{L} \odot_{x}^{\odot}$
for defaulted institutions and a bounded fixed (host institutions' type-dependent) cost $\bar{L}_{x}^{\diamond}$ over each defaulted links.
For the aggregation function $\Gamma_{n}^{\#}(t)$, we already stated the limit theorems in Section 3. Since the societal aggregation function $\Gamma_{n}^{\odot}$ can be seen as a particular case of system-wide aggregation function $\Gamma_{n}^{\diamond}$ (by setting $\bar{L}_{x}^{\diamond}=0$ ), we only state limit theorems for $\Gamma_{n}^{\diamond}$.

In order to state limit theorems, it is natural to assume that $\bar{\Gamma}_{n}^{\diamond} / n \rightarrow \bar{\Gamma}^{\diamond}$ when the size of network $n \rightarrow \infty$. Let us define

$$
\begin{aligned}
f_{\diamond}^{(n)}(z) & :=\bar{\Gamma}_{n}^{\diamond} / n-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} f_{D}^{(n)}(z)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell s_{x, \theta, \ell}^{(n)}(z), \\
f_{\diamond}(z) & :=\bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} f_{D}(z)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell s_{x, \theta, \ell}(z) .
\end{aligned}
$$

Similarly we also set

$$
\hat{f}_{\diamond}^{(n)}(t)=f_{\diamond}^{(n)}\left(e^{-t}\right), \quad \hat{f}_{\diamond}(t)=f_{\diamond}\left(e^{-t}\right)
$$

By applying Theorem 3.1 and Theorem 3.3, under Assumption 3a, the following holds.
Theorem 4.1. Suppose that Assumptions $1-3 a$ hold. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}}\left|\frac{\Gamma_{n}^{\diamond}(t)}{n}-f_{\diamond}\left(e^{-t}\right)\right| \xrightarrow{p} 0 . \tag{9}
\end{equation*}
$$

Further, the final (system-wide) aggregation functions satisfy:
(i) If $z^{\star}=0$ then asymptotically almost all institutions default during the cascade and

$$
\frac{\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} \bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \mu_{x} \bar{L}_{x}^{\odot}
$$

(ii) If $z^{\star} \in(0,1]$ and $z^{\star}$ is a stable solution, i.e. $f_{W}^{\prime}\left(z^{\star}\right)>0$, then

$$
\frac{\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} f_{\diamond}\left(z^{\star}\right) .
$$

The proof of the above theorem is provided in Section 6.8.
We next consider the central limit theorems for the societal and system-wide aggregation functions. By applying Theorem 3.6, under Assumption 3b, the following holds.

Theorem 4.2. Suppose that Assumptions $1-3 b$ hold. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Then jointly in $\mathcal{D}[0, \infty)$,

$$
n^{-1 / 2}\left(\Gamma_{n}^{\diamond}\left(t \wedge \tau_{n}\right)-n \hat{f}_{\diamond}^{(n)}\left(t \wedge \tau_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\diamond}\left(t \wedge t_{0}\right),
$$

where $\mathcal{Z}_{\diamond}$ is a continuous Gaussian process on $\left[0, t_{0}\right]$ with mean 0 and variance $\sigma_{\diamond}(t)$ given by (56) in Appendix A.7.

Moreover, the final system-wide aggregation function satisfies:
(i) If $z^{\star}=0$ then asymptotically almost all institutions default during the cascade and

$$
\frac{\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} \bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \mu_{x} \bar{L}_{x}^{\odot}
$$

(ii) If $z^{\star} \in(0,1]$ and $z^{\star}$ is a stable solution, i.e. $\alpha:=f_{W}^{\prime}\left(z^{\star}\right)>0$, then we have

$$
n^{-1 / 2}\left(\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)-n \hat{f}_{\diamond}^{(n)}\left(\widehat{z}_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\diamond}^{\star}
$$

where $\mathcal{Z}_{\diamond}^{\star}$ is a centered Gaussian random variable with variance $\sigma_{\diamond}^{\star}$ given by (57) in Appendix A. \%.

The proof of the above theorem is provided in Section 6.9.

## 5 Targeting Interventions in Financial Networks

In this section we consider a planner (lender of last resort or government) who seeks to minimize the systemic risk at the beginning of the financial contagion, after an exogenous macroeconomic shock $\boldsymbol{\epsilon}$, subject to a budget constraint. As discussed in Section 4, we assume that the systemic risk is represented by $\rho\left(\Gamma_{n}^{\diamond}\right)$, for some convex function $\rho$ applied to system-wide wealth. Note that since we study the interventions for a given shock $\boldsymbol{\epsilon}$, the uncertainty (in stress scenario) for the risk measure $\rho$ is only on the network structure (which is assumed to be uniformly at random). The planner only has information regarding the type of each institution and, consequently, the institutions' threshold distributions. Hence, the planner' decision is only based on the type of each institution.

The timeline is as follows. At time $t=0$, the financial network is subject to an economic shock $\boldsymbol{\epsilon}$. At time $t=1$, the planer (observing the external shock $\boldsymbol{\epsilon}$ ) calculates the threshold distribution $q_{x}($.$) for each x \in \mathcal{X}$. Then she makes decisions, under some budget constraint, on the number (fraction) of interventions over all defaulted links leading to any institutions with any type $x \in \mathcal{X}$. When the planner intervenes on a defaulting bank, its threshold (distance to default) increases by 1. These interventions will be type-dependent and at random over all defaulted links leading to the same type institutions.

For $x \in \mathcal{X}$, let us denote by $\alpha_{x}^{(n)}$ the planner intervention decision on the fraction of the saved links leading to any institution of type $x \in \mathcal{X}$. We assume that $\alpha_{x}^{(n)} \rightarrow \alpha_{x}$ for all $x \in \mathcal{X}$, and some constants $\alpha_{x}$ independent of $n$. Let $\boldsymbol{\alpha}_{n}=\left\{\alpha_{x}^{(n)}\right\}_{x \in \mathcal{X}}$, and, $\Gamma_{n}^{\diamond}\left(\boldsymbol{\alpha}_{n}\right)$ denote the system-wide wealth under the intervention decision $\boldsymbol{\alpha}_{n}$. Further, $S_{x, \theta, \ell}^{(n)}\left(\boldsymbol{\alpha}_{n}\right)$ denotes the number of solvent banks with type $x$, threshold $\theta$ and $\ell$ defaulted neighbors under the
intervention decision $\boldsymbol{\alpha}_{n}$. Similarly, $D_{n}\left(\boldsymbol{\alpha}_{n}\right)$ denotes the total number of defaults under intervention $\boldsymbol{\alpha}_{n}$.

Let $C_{x} \in \mathbb{R}^{+}$denote the cost associated to saving any defaulted link leading to an institution of type $x \in \mathcal{X}$. We assume that $C_{x}$ is a bounded function. We denote by $\Phi_{n}\left(\boldsymbol{\alpha}_{n}\right)$ the total cost associated to the planner for the intervention strategy $\boldsymbol{\alpha}_{n}$.

We next state a limit theorem regarding the number of solvent institutions, defaulted institutions, the total aggregate wealth of the financial system and the total cost of intervention for the planner, under the intervention decision $\boldsymbol{\alpha}_{n}$.

Let us define

$$
f_{W}^{(\boldsymbol{\alpha})}(z):=\lambda z-\sum_{x \in \mathcal{X}} \mu_{x} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, \alpha_{x}+\left(1-\alpha_{x}\right) z, d_{x}^{+}-\theta+1\right),
$$

and,

$$
\begin{equation*}
z_{\alpha}^{\star}:=\sup \left\{z \in[0,1]: f_{W}^{(\boldsymbol{\alpha})}(z)=0\right\} . \tag{10}
\end{equation*}
$$

Theorem 5.1. Suppose that Assumptions 1-3a hold. Let $\boldsymbol{\alpha}_{n} \rightarrow \boldsymbol{\alpha}$ as $n \rightarrow \infty$. If $z_{\boldsymbol{\alpha}}^{\star}$ is a stable solution, then as $n \rightarrow \infty$ :
(i) For all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}$and $\ell=0, \ldots, \theta-1$, the final fraction of solvent institutions with type $x$, threshold $\theta$ and $\ell$ defaulted neighbors under intervention $\boldsymbol{\alpha}_{n}$ converges to

$$
\frac{S_{x, \boldsymbol{\theta}, \ell}^{(n)}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} s_{x, \theta, \ell}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\mu_{x} q_{x}(\theta) b\left(d_{x}^{+},\left(1-\alpha_{x}\right)\left(1-z_{\boldsymbol{\alpha}}^{\star}\right), \ell\right) .
$$

(ii) The total number of defaulted institutions under intervention $\boldsymbol{\alpha}_{n}$ converges to:

$$
\frac{D_{n}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} f_{D}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right):=1-\sum_{x \in \mathcal{X}} \mu_{x} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, \alpha_{x}+\left(1-\alpha_{x}\right) z_{\boldsymbol{\alpha}}^{\star}, d_{x}^{+}-\theta+1\right) .
$$

(iii) The system-wide wealth under the intervention decision $\boldsymbol{\alpha}_{n}$ converges to

$$
\frac{\Gamma_{n}^{\diamond}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} f_{\diamond}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} f_{D}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell s_{x, \theta, \ell}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right) .
$$

(iv) The total cost of interventions $\boldsymbol{\alpha}_{n}$ for the planner converges to

$$
\frac{\Phi_{n}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} \phi\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\sum_{x \in \mathcal{X}} \mu_{x} \alpha_{x} C_{x} \sum_{\ell=1}^{d_{x}^{+}} \ell b\left(d_{x}^{+}, 1-z_{\boldsymbol{\alpha}}^{\star}, \ell\right) .
$$

The proof of theorem is provided in Section 6.10.

We conclude that, as $n \rightarrow \infty$, the planner optimal decision problem simplifies to

$$
\begin{gathered}
\max _{\boldsymbol{\alpha}} f_{\diamond}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} f_{D}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell s_{x, \theta, \ell}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right), \\
\text { subject to } \quad \phi\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\sum_{x \in \mathcal{X}} \mu_{x} \alpha_{x} C_{x} \sum_{\ell=1}^{d_{x}^{+}} \ell b\left(d_{x}^{+}, 1-z_{\boldsymbol{\alpha}}^{\star}, \ell\right) \leqslant C,
\end{gathered}
$$

for some budget constraint $C>0$ and $z_{\alpha}^{\star}$ given by (10).
It would be interesting to extend the model to a continuous-time Markov decision process by the planner, where the links (starting from fundamentally defaulted institutions) are revealed one by one, and consequently, the planner should decide at any time to intervene or not. This would lead to a Markov decision problem and one could solve it (under some regularity assumptions) by using a dynamic programming approach. We refer to [12] for a similar model in a simpler setup with a core-periphery network structure. We leave this and some related issues to a future work.

## 6 Proof of Main Theorems

This section contains the proofs of all the theorems in previous sections. We first provide some preliminary results on death processes and martingale theory that will be used in our proofs. Proofs of lemmas are provided in Appendix A.

### 6.1 Some Death Processes

The studies of death processes in the balls-and-bins problem rely on the following classical result, see e.g. [42, Proposition 4.24].

Lemma 6.1. (The Glivenko-Cantelli Theorem) Let $T_{1}, \ldots, T_{n}$ be i.i.d random variables with distribution function $F(t):=\mathbb{P}\left(T_{i} \leqslant t\right)$. Let $X_{n}(t)$ be their empirical distribution function $X_{n}(t):=\#\left\{i \leqslant n: T_{i} \leqslant t\right\} / n$. Then $\sup _{t}\left|X_{n}(t)-F(t)\right| \xrightarrow{p} 0$ as $n \rightarrow \infty$.

Since in the balls-and-bins model described in Section 2.4, every in ball dies independently after an exponential time with parameter 1 , this is a pure death process starting with some number of balls whose lifetimes are i.i.d $\exp (1)$.

Lemma 6.2. (Death Process Lemma) Let $N^{(n)}(t)$ be the number of balls alive at time $t$ and all balls have i.i.d. lifetime $\exp (1)$, starting with initial number $N^{(n)}(0)=n$. Then

$$
\sup _{t \geqslant 0}\left|N^{(n)}(t) / n-e^{-t}\right| \xrightarrow{p} 0 \quad \text { as } n \rightarrow \infty .
$$

Proof. Since $1-N^{(n)}(t) / n$ is the empirical distribution function of the $n$ i.i.d. random variables of distribution $\exp (1)$, whose distribution function is $1-e^{-t}$, thus the result follows by using the Glivenko-Cantelli theorem.

### 6.2 Some Martingale Theory

Our proof of the asymptotic normality for the default contagion is based on a martingale limit theorem by [38]. Let $X$ be a martingale defined on $[0, \infty)$. We denote its quadratic variation by $[X, X]_{t}$. We also denote the (bilinear) covariation of two martingales $X$ and $Y$ by $[X, Y]_{t}$. In particular, if $X$ and $Y$ are two martingales with path-wise finite variation, then $[X, Y]_{t}:=\sum_{0<s \leqslant t} \Delta X(s) \Delta Y(s)$, where $\Delta X(s):=X(s)-X(s-)$ is the jump of $X$ at $s$ and similarly $\Delta Y(s):=Y(s)-Y(s-)$. Note that in this paper, the considered martingales are always RCLL (right continuous and with left limit) and have only finite number of jumps. Hence, the quadratic variation will be finite. We also set $[X, Y]_{0}=0$. For two vector-valued martingales $\mathbf{X}=\left(X_{i}\right)_{i=1}^{n}$ and $\mathbf{Y}=\left(Y_{j}\right)_{j=1}^{m}$, we define $[\mathbf{X}, \mathbf{Y}]$ to be the $n \times m$ real matrix with every entry being $([\mathbf{X}, \mathbf{Y}])_{i, j}=\left[X_{i}, Y_{j}\right]$.

We will use the following martingale limit theorem from [38].
Theorem 6.3 (Martingale Limit Theorem). Assume that for each $n, \mathbf{M}^{(n)}(t)=\left(\mathbf{M}_{i}^{(n)}(t)\right)_{i=1}^{q}$ is a $q$-dimensional martingale on $[0, \infty)$ with $\mathbf{M}^{(n)}(0)=\mathbf{0}$, and that $\Sigma(t)$ is a (nonrandom) continuous matrix-valued function satisfying, for every fixed $t \geqslant 0$,
(i) $\left[\mathbf{M}^{(n)}, \mathbf{M}^{(n)}\right]_{t} \xrightarrow{p} \Sigma(t)$ as $n \rightarrow \infty$,
(ii) $\sup _{n} \mathbb{E}\left[M_{i}^{(n)}, M_{i}^{(n)}\right]_{t}<\infty$, for all $i=1, \ldots, q$.

Then $\mathbf{M}^{(n)} \xrightarrow{d} \mathbf{Z}$ as $n \rightarrow \infty$, in $\mathcal{D}[0, \infty)$, where $\mathbf{Z}$ is a continuous $q$-dimensional Gaussian martingale with $\mathbb{E}[\mathbf{Z}(t)]=\mathbf{0}$ and covariances $\mathbb{E}\left[\mathbf{Z}(t) \mathbf{Z}^{\prime}(s)\right]=\Sigma(t)$, for $0 \leqslant t \leqslant s<\infty$.

Hence, the above theorem yields joint convergence of the processes $\left\{M_{i}^{(n)}\right\}_{i=1}^{q}$ and could be extended immediately to infinitely many processes (i.e., for the case $q=\infty$ ). Indeed, by definition, an infinite family of stochastic processes converge jointly if every finite subfamily does. We will use the above theorem for stopped martingales.

### 6.3 Proof of Theorem 3.1

We denote by $U_{x, \theta, s}^{(n)}(t)$ the number of bins (institutions) with type $x \in \mathcal{X}$, threshold $\theta$ and $s$ alive (in-) balls at time $t$. Let $N_{x, \theta}^{(n)}$ denote the (random) number of bins with type $x$ and threshold $\theta$. Let also $N_{x}^{(n)}=\sum_{\theta} N_{x, \theta}^{(n)}$ denote the number of bins with type $x$. We first state the following lemma on the convergences of $U_{x, \theta, s}^{(n)}(t)$.
Lemma 6.4. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Under Assumption 3a, for all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}$and $\ell=0, \ldots, \theta-1$, we have (as $n \rightarrow \infty$ )

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}}\left|\frac{U_{x, \theta, \ell}^{(n)}(t)}{n}-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, \ell\right)\right| \xrightarrow{p} 0 . \tag{11}
\end{equation*}
$$

Further,

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}}\left|U_{x, \theta, s}^{(n)}(t) / n-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0 . \tag{12}
\end{equation*}
$$

The proof of above lemma is based on the death process Lemma 6.2 and provided in Section A.2. We now continue the proof of Theorem 3.1.

The proof of above lemma is based on the death process Lemma 6.2 and provided in Section A.2. We now continue the proof of Theorem 3.1.

Consider now $S_{x, \theta, \ell}^{(n)}$, the number of solvent institutions with type $x$, threshold $\theta$ and $\ell=0, \ldots, \theta-1$ defaulted neighbors at time $t$. By definition, $S_{x, \theta, \ell}^{(n)}(t)=U_{x, \theta, d_{x}^{+}-\ell}^{(n)}(t)$. Hence, by (11), we obtain that

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{S_{x, \theta, \ell}^{(n)}(t)}{n}-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-e^{-t}, \ell\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad n \rightarrow \infty .
$$

The total number of solvent institutions at time $t$ satisfies

$$
S_{n}(t)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t),
$$

which is dominated by $\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)$. Then, by Lemma 6.4 and the convergence result (12), we obtain

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{S_{n}(t)}{n}-f_{S}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

Further, from $D_{n}(t)=n-S_{n}(t)$, the number of defaulted institutions at time $t$ satisfies

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{D_{n}(t)}{n}-f_{D}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

Observe also that the total number of healthy in links at time $t$ is given by

$$
H_{n}^{+}(t)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} s U_{x, \theta, s}^{(n)}(t),
$$

which is also dominated by $\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{d}^{+}} U_{x, \theta, s}^{(n)}(t)$ and again by Lemma 6.4, we obtain

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{H_{n}^{+}(t)}{n}-f_{H^{+}}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

Moreover, the number of in balls from $\mathbf{I}^{+}$at time $t$ satisfies $I_{n}^{+}(t)=L_{n}(t)-H_{n}^{+}(t)$. By the construction of the balls-and-bins model, it is easily seen that $L_{n}(t)$ is a pure death process. It follows by Lemma 6.2 and Assumption 3a that $\sup _{t \geqslant 0}\left|L_{n}(t) / n-\lambda e^{-t}\right| \xrightarrow{p} 0$. We therefore obtain (by definition $f_{I^{+}}(z)=\lambda z-f_{H^{+}}(z)$ )

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{I_{n}^{+}(t)}{n}-f_{I^{+}}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

Finally, the total number of white (out) balls at time $t$ satisfies $W_{n}(t)=L_{n}(t)-H_{n}^{-}(t)$, where $H_{n}^{-}(t)$ denotes the total number of healthy (out) balls at time $t$, given by

$$
H_{n}^{-}(t)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} d_{x}^{-} U_{x, \theta, s}^{(n)}(t) .
$$

This is again dominated by $\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)$. Then Lemma 6.4 and Assumption 3a implies that the number of white balls satisfies

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{W_{n}(t)}{n}-f_{W}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

This completes the proof of Theorem 3.1.

### 6.4 Proof of Theorem 3.3

By Theorem 3.1, it follows that

$$
\frac{S_{n}\left(\tau_{n}^{\star}\right)}{n}=f_{S}\left(e^{-\tau_{n}^{\star}}\right)+o_{p}(1) .
$$

If $z^{\star}=0$ then, by Lemma 3.2, $\tau_{n}^{\star} \xrightarrow{p} \infty$. So $e^{-\tau_{n}^{\star}} \xrightarrow{p} 0$ and, since $f_{S}(0)=0$, it follows by the continuity of $f_{S}$ that $f_{S}\left(e^{-\tau_{n}^{\star}}\right) \xrightarrow{p} 0$. We therefore have $S_{n}\left(\tau_{n}^{\star}\right)=o_{p}(n)$. This implies that $\left|\mathcal{D}_{n-1}\right|=n-S_{n}\left(\tau_{n}^{\star}\right)=n-o_{p}(n)$ and, as desired, asymptotically almost all institutions default.

If $z^{\star} \in(0,1]$ and $f_{W}^{\prime}\left(z^{\star}\right)>0$, then by Lemma 3.2, we have $e^{-\tau_{n}^{\star}} \xrightarrow{p} z^{\star}$. Moreover, the continuity of $f_{D}$ implies that $f_{D}\left(e^{-\tau_{n}^{\star}}\right) \xrightarrow{p} f_{D}\left(z^{\star}\right)$. Hence, we have by Theorem 3.1 that

$$
\frac{\left|\mathcal{D}_{n-1}\right|}{n}=\frac{D_{n}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} f_{D}\left(z^{\star}\right) .
$$

Now using the first statement of Theorem 3.1 and the continuity of $\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-z, \ell\right)$ on $z$, we obtain for all $x \in \mathcal{X}, \theta=1, \ldots, d_{x}^{+}$and $\ell=0, \ldots, \theta-1$, the final fraction of solvent institutions with type $x$, threshold $\theta$ and $\ell$ defaulted neighbors satisfy

$$
\frac{S_{x, \theta, \ell}^{(n)}}{n} \xrightarrow{p} \mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, 1-z^{\star}, \ell\right) .
$$

This completes the proof of Theorem 3.3.

### 6.5 Proof of Theorem 3.5

Recall that $U_{x, \theta, s}^{(n)}(t)$ denotes the number of bins (institutions) with type $x \in \mathcal{X}$, threshold $\theta$ and $s$ alive (in-) balls at time $t$. Further, we let $V_{x, \theta, s}^{(n)}(t)$ denote the number of bins
(institutions) with type $x \in \mathcal{X}$, threshold $\theta$ and at least $s$ alive balls at time $t$, so that $V_{x, \theta, s}^{(n)}(t)=\sum_{\ell \geqslant s} U_{x, \theta, \ell}^{(n)}(t)$.

We first study the stochastic process $V_{x, \theta, s}^{(n)}$ for a given $x \in \mathcal{X}$ and integers $\theta$, $s$. This stochastic process takes an important role in the proof of Theorem 3.5. For all possible triple ( $x, \theta, s$ ), we define

$$
V_{x, \theta, s}^{*(n)}(t):=n^{-1 / 2}\left(V_{x, \theta, s}^{(n)}(t)-n \mu_{x}^{(n)} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, e^{-t}, s\right)\right) .
$$

We then have the following lemma.
Lemma 6.5. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Under Assumption 3b, we have that for all couple $(x, \theta)$, jointly as $n \rightarrow \infty$,

$$
N_{x, \theta}^{*(n)} \xrightarrow{d} \mathcal{Y}_{x, \theta}^{*},
$$

where all $\mathcal{Y}_{x, \theta}^{*}$ are Gaussian random variables with mean 0 and covariances

$$
\operatorname{Cov}\left(\mathcal{Y}_{x_{1}, \theta_{1}}^{*}, \mathcal{Y}_{x_{2}, \theta_{2}}^{*}\right)=\psi_{x, \theta_{1}, \theta_{2}} \mathbb{1}\left\{x_{1}=x_{2}\right\},
$$

where

$$
\psi_{x, \theta, \theta}:=\mu_{x} q_{x}(\theta)\left(1-q_{x}(\theta)\right), \quad \psi_{x, \theta_{1}, \theta_{2}}:=-\mu_{x} q_{x}\left(\theta_{1}\right) q_{x}\left(\theta_{2}\right) \quad \text { for all } \quad \theta_{1} \neq \theta_{2} .
$$

Further for all triple $(x, \theta, s)$, jointly in $\mathcal{D}[0, \infty)$, as $n \rightarrow \infty$,

$$
V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right),
$$

where all $\mathcal{Z}_{x, \theta, s}^{*}(t)$ are continuous Gaussian processes with mean 0 and covariances

$$
\begin{aligned}
\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, s_{1}}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, s_{2}}^{*}(t)\right) & =0, \quad \text { for all } \quad x_{1} \neq x_{2}, \\
\operatorname{Cov}\left(\mathcal{Z}_{x, \theta_{1}, s_{1}}^{*}(t), \mathcal{Z}_{x, \theta_{2}, s_{2}}^{*}(t)\right) & =\widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}\left(e^{-t}\right), \quad \text { for all } \quad \theta_{1} \neq \theta_{2}, \\
\operatorname{Cov}\left(\mathcal{Z}_{x, \theta, s_{1}}^{*}(t), \mathcal{Z}_{x, \theta, s_{2}}^{*}(t)\right) & =\widehat{\sigma}_{x, \theta, \theta, s_{1}, s_{2}}\left(e^{-t}\right)+\widetilde{\sigma}_{x, \theta, s_{1}, s_{2}}\left(e^{-t}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \qquad \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}\left(e^{-t}\right):=\beta\left(d_{x}^{+}, e^{-t}, s_{1}\right) \beta\left(d_{x}^{+}, e^{-t}, s_{2}\right) \psi_{x, \theta_{1}, \theta_{2}}, \\
& \text { and } \tilde{\sigma}_{x, \theta, s_{1}, s_{2}}=\tilde{\sigma}_{x, \theta, s_{2}, s_{1}} \text { with } \\
& \tilde{\sigma}_{x, \theta, s, s+k}(y):=\frac{1}{2} y^{2 s+k} \sum_{j=s+k}^{d_{x}^{+}}\binom{j-1}{s-1}\binom{j-1}{s+k-1} \int_{y}^{1}(v-y)^{2 j-2 s-k} v^{-2 j} d \varphi_{x, \theta, j}(v),
\end{aligned}
$$

with $\varphi_{x, \theta, j}(y):=\mu_{x} q_{x}(\theta) \beta\left(d_{x}^{+}, y, j\right)$.
Moreover, the covariance between $\mathcal{Z}_{x_{1}, \theta_{1}, s}^{*}(t)$ and $\mathcal{Y}_{x_{2}, \theta_{2}}^{*}$ is given by

$$
\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, s}^{*}(t), \mathcal{Y}_{x_{2}, \theta_{2}}^{*}\right)=\beta\left(d_{x_{1}}^{+}, e^{-t}, s\right) \psi_{x_{1}, \theta_{1}, \theta_{2}} \mathbb{1}\left\{x_{1}=x_{2}\right\} .
$$

The proof of Lemma is in Appendix A.3.
We now return back to the proof of Theorem 3.5. For the number of solvent institutions with type $x \in \mathcal{X}$, threshold $\theta=1, \ldots, d_{x}^{+}-1$ and $\ell=1, \ldots, \theta-1$ defaulted neighbors at time $t$, we have

$$
S_{x, \theta, \ell}^{(n)}(t)=V_{x, \theta, d_{x}^{+}-\ell}^{(n)}-V_{x, \theta, d_{x}^{+}-\ell+1}^{(n)} .
$$

Moreover, for $\ell=0, S_{x, \theta, 0}^{(n)}(t)=V_{x, \theta, d_{x}^{+}}^{(n)}$ Using the joint asymptotic normality of $V_{x, \theta, d_{x}^{+}-\ell}^{*(n)}$ and $V_{x, \theta, d_{x}^{+}-\ell+1}^{*(n)}$, we obtain that in $\mathcal{D}[0, \infty)$,

$$
n^{-1 / 2}\left(S_{x, \theta, \ell}^{(n)}\left(t \wedge \tau_{n}\right)-n \mu_{x}^{(n)} q_{x}^{(n)}(\theta) b\left(d_{x}^{+}, 1-e^{-\left(t \wedge \tau_{n}\right)}, \ell\right)\right) \xrightarrow{d} \mathcal{Z}_{x, \theta, \ell}\left(t \wedge t_{0}\right),
$$

where $\mathcal{Z}_{x, \theta, \ell}=\mathcal{Z}_{x, \theta, d_{x}^{+}-\ell}^{*}-\mathcal{Z}_{x, \theta, d_{x}^{+}-\ell+1}^{*}$ for $\ell \geqslant 1$ and $\mathcal{Z}_{x, \theta, 0}=\mathcal{Z}_{x, \theta, d_{x}^{+}}^{*}$. Further, for convenience, we set $\mathcal{Z}_{x, \theta, s}^{*}=0$ for all $s>d_{x}^{+}$.

Thus for any two triple $\left(x_{1}, \theta_{1}, \ell_{1}\right)$ and $\left(x_{2}, \theta_{2}, \ell_{2}\right)$,

$$
\begin{align*}
& \operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, \ell_{1}}(t), \mathcal{Z}_{x_{2}, \theta_{2}, \ell_{2}}(t)\right) \\
= & \operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, d_{x_{1}}^{+}-\ell_{1}}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, d_{x_{2}}^{+}-\ell_{2}}^{*}(t)\right)+\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, d_{x_{1}}^{+}-\ell_{1}+1}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, d_{x_{2}}^{+}-\ell_{2}+1}^{*}(t)\right) \\
& -\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, d_{x_{1}}^{+}-\ell_{1}}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, d_{x_{2}}^{+}-\ell_{2}+1}^{*}(t)\right)-\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, d_{x_{1}}^{+}-\ell_{1}+1}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, d_{x_{2}}^{+}-\ell_{2}}^{*}(t)\right), \tag{13}
\end{align*}
$$

where the covariances on the right hand side could be calculated by using Lemma 6.5.
In particular, the variance of $\mathcal{Z}_{x, \theta, \ell}(t)$ is given by

$$
\begin{align*}
\sigma_{x, \theta, \ell}(t)= & \widetilde{\sigma}_{x, \theta, d_{x}^{+}-\ell, d_{x}^{+}-\ell}\left(e^{-t}\right)+\widetilde{\sigma}_{x, \theta, d_{x}^{+}-\ell+1, d_{x}^{+}-\ell+1}\left(e^{-t}\right) \\
& -2 \widetilde{\sigma}_{x, \theta, d_{x}^{+}-\ell, d_{x}^{+}-\ell+1}\left(e^{-t}\right)+b^{2}\left(d_{x}^{+}, e^{-t}, d_{x}^{+}-\ell\right) \psi_{x, \theta, \theta}, \tag{14}
\end{align*}
$$

where $\psi_{x, \theta, \theta}=\mu_{x} q_{x}(\theta)\left(1-q_{x}(\theta)\right)$ as in Lemma 6.5.

### 6.6 Proof of Theorem 3.6

We first show that the moment regularity condition (i.e., Assumption 3b) guarantees that, as $n \rightarrow \infty$, not only $f_{\boldsymbol{\infty}}^{(n)}(z) \rightarrow f_{\boldsymbol{\ell}}(z)$ for all $\boldsymbol{\&} \in\left\{S, D, H^{+}, I^{+}, W\right\}$, but we also have these convergences together with all their derivatives, uniformly on $[0,1]$.

Lemma 6.6. The Assumption $3 b$ guarantees that, as $n \rightarrow \infty, f_{\boldsymbol{\downarrow}}^{(n)}(z) \rightarrow f_{\boldsymbol{\downarrow}}(z)$, for all $\boldsymbol{\phi} \in\left\{S, D, H^{+}, I^{+}, W\right\}$, together with all their derivatives, uniformly on $[0,1]$.

The proof of Lemma is in Appendix A.4. The above lemma allows us to extend the
convergence results to some infinite sums of $V_{x, \theta, s}^{*(n)}(t)$. We denote by $\mathcal{X}_{\ell}^{+}$and $\mathcal{X}_{\ell}^{-}$the set of characteristics $x \in \mathcal{X}$ with in-degree $d_{x}^{+} \geqslant \ell$ and out-degree $d_{x}^{-} \geqslant \ell$, respectively.

Lemma 6.7. Let $\tau_{n} \leqslant \tau_{n}^{\star}$ be a stopping time such that $\tau_{n} \xrightarrow{p} t_{0}$ for some $t_{0}>0$. Under Assumption 36 and for $n$ large enough, we have as $\ell \rightarrow \infty$,

$$
\mathbb{E}\left[\sup _{t \leqslant T}\left|\sum_{x \in \mathcal{X}_{\ell}^{+}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}(t)\right|\right] \rightarrow 0,
$$

Further as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right) . \tag{15}
\end{equation*}
$$

Similarly, as $n \rightarrow \infty$,

$$
\begin{gathered}
\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}\left(t \wedge t_{0}\right), \\
\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left(d_{x}^{+}-\theta+1\right) V_{x, \theta, d_{x}^{+}-\theta+1}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left(d_{x}^{+}-\theta+1\right) \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}\left(t \wedge t_{0}\right),
\end{gathered}
$$

and

$$
\sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}\left(t \wedge t_{0}\right) .
$$

Moreover, all the above limit processes on the right hand side are continuous.
The proof of Lemma is in Appendix A.5.
We come back to the proof of Theorem 3.6. Recall that $L_{n}(t)$ denotes the total number of alive in balls at time $t$. At the initial time, $L_{n}(0)=n \lambda^{(n)}$ and $L_{n}(t)$ decreases by 1 each time a (in) ball dies. Since the death happens after an exponential time with rate 1 independently, therefore on $\left[0, \tau_{n}^{\star}\right]$, writing in differential form, we have

$$
d L_{n}(t)=-L_{n}(t) d t+d \mathcal{M}_{t}
$$

where $\mathcal{M}$ is a martingale. Then by Ito's lemma we have

$$
d\left(e^{t} L_{n}(t)\right)=e^{t} d L_{n}(t)+e^{t} L_{n}(t) d t=e^{t} d \mathcal{M}_{t},
$$

which implies $\hat{L}_{n}(t):=e^{t} L_{n}(t)$ is another martingale. The quadratic variation of $\hat{L}_{n}(t)$ is

$$
\begin{aligned}
{\left[\widehat{L}_{n}, \widehat{L}_{n}\right]_{t} } & =\sum_{0<s \leqslant t}\left|\Delta \hat{L}_{n}(s)\right|^{2}=\sum_{0<s \leqslant t} e^{2 s}\left|\Delta L_{n}(s)\right|^{2} \\
& =\sum_{0<s \leqslant t} e^{2 s}\left(L_{n}(s)-L_{n}(s-)\right)=\int_{0}^{t} e^{s} d\left(-L_{n}(s)\right) \\
& =-e^{2 t} L_{n}(t)+L_{n}(0)+\int_{0}^{t} 2 e^{2 s} L_{n}(s) d s
\end{aligned}
$$

In particular,

$$
\left[\widehat{L}_{n}, \widehat{L}_{n}\right]_{t} \leqslant e^{2 t} \int_{0}^{t} d\left(-L_{n}(s)\right) \leqslant n \lambda^{(n)} e^{2 t}
$$

In addition, as shwon in the proof of Lemma 3.1, uniformly on $\left[0, \tau_{n}\right]$ we have

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{L_{n}(t)}{n}-\lambda e^{-t}\right| \xrightarrow{p} 0 .
$$

Going back to the quadratic variation, for every $t \in\left[0, T \wedge \tau_{n}\right]$ with $T$ fixed,

$$
\begin{aligned}
{\left[\widehat{L}_{n}, \widehat{L}_{n}\right]_{t} } & =-e^{2 t} L_{n}(0) e^{-t}+L_{n}(0)+\int_{0}^{t} 2 e^{2 s} L_{n}(0) e^{-s} d s+o_{p}(n) \\
& =L_{n}(0)\left(-e^{t}+1+2 e^{t}-2\right)+o_{p}(n) \\
& =L_{n}(0)\left(e^{t}-1\right)+o_{p}(n)=\frac{\lambda n}{2}\left(e^{t}-1\right)+o_{p}(n)
\end{aligned}
$$

Next we define

$$
\widetilde{L}_{n}(t):=n^{-1 / 2}\left(\widehat{L}_{n}(t)-\widehat{L}_{n}(0)\right)=n^{-1 / 2}\left(e^{t} L_{n}(t)-n \lambda^{(n)}\right),
$$

and the quadratic variation is given by

$$
\left[\widetilde{L}_{n}, \widetilde{L}_{n}\right]_{t}=n^{-1}\left[\widehat{L}_{n}, \widehat{L}_{n}\right]_{t}=\frac{\lambda}{2}\left(e^{t}-1\right)+o_{p}(1)
$$

Let us stop the process at $\tau_{n} \leqslant \tau_{n}^{\star}$. By assumption $\tau_{n} \xrightarrow{p} t_{0}$, the quadratic variation of the stopped process converges in probability to $\lambda\left(e^{t \wedge t_{0}}-1\right) / 2$. Then for any fixed $t \geqslant 0$, there exist some constant $C$ such that

$$
\left[\widetilde{L}_{n}, \widetilde{L}_{n}\right]_{t \wedge \tau_{n}}=n^{-1}\left[\widehat{L}_{n}, \widehat{L}_{n}\right]_{t \wedge \tau_{n}} \leqslant \lambda^{(n)} e^{2 t} \leqslant C e^{2 t}
$$

which holds uniformly for $n$. Thus, from Theorem 6.3 for the stopped process, we have

$$
\widetilde{L}_{n}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \widetilde{\mathcal{Z}}_{L}\left(t \wedge t_{0}\right) \quad \text { in } \quad \mathcal{D}[0, \infty),
$$

where $\widetilde{\mathcal{Z}}_{L}$ is a continuous Gaussian process with $\mathbb{E}\left[\tilde{\mathcal{Z}}_{L}(t)\right]=0$ and covariances

$$
\mathbb{E}\left[\tilde{\mathcal{Z}}_{L}(t) \tilde{\mathcal{Z}}_{L}(u)\right]=\lambda\left(e^{t}-1\right) / 2, \quad 0 \leqslant t \leqslant u<\infty .
$$

We further define

$$
\tilde{\widehat{L}}_{n}(t):=e^{-t} \tilde{L}_{n}(t), \quad \mathcal{Z}_{L}(t):=e^{-t} \tilde{\mathcal{Z}}_{L}(t)
$$

Thus it follows that

$$
\tilde{\widehat{L}}_{n}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \mathcal{Z}_{L}\left(t \wedge t_{0}\right) \quad \text { in } \quad \mathcal{D}[0, \infty) .
$$

Let $U_{x, \theta, s}^{(n)}(t)$ and $V_{x, \theta, s}^{(n)}(t)$ be as defined in the proof of Theorem 6.5. Note that the followings hold:

$$
\begin{equation*}
S_{n}(t)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{(n)}(t), \quad D_{n}(t)=n-S_{n}(t) \tag{16}
\end{equation*}
$$

and,

$$
\begin{align*}
H_{n}^{+}(t) & =\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} s U_{x, \theta, s}^{(n)}(t)  \tag{17}\\
& =\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[\left(d_{x}^{+}-\theta+1\right) V_{x, \theta, d_{x}^{+}-\theta+1}^{(n)}(t)+\sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{(n)}(t)\right] .
\end{align*}
$$

Further, $I_{n}^{+}(t)=L_{n}(t)-H_{n}^{+}(t)$, and,

$$
\begin{equation*}
W_{n}(t)=L_{n}(t)-\sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{(n)}(t) . \tag{18}
\end{equation*}
$$

Then by Lemma 6.5, combining (16), (17), (18) and the convergences results for the infinite sums in lemma 6.7, it yields that for $\boldsymbol{\&} \in\left\{S, H^{+}, I^{+}, W\right\}$,

$$
n^{-1 / 2}\left(\boldsymbol{\phi}_{n}\left(t \wedge \tau_{n}\right)-n \hat{f}_{\boldsymbol{*}}^{(n)}\left(t \wedge \tau_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\boldsymbol{\alpha}}\left(t \wedge t_{0}\right),
$$

with

$$
\begin{gather*}
\mathcal{Z}_{S}:=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}  \tag{19}\\
\mathcal{Z}_{H^{+}}:=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left(d_{x}^{+}-\theta+1\right) \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}+\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*},  \tag{20}\\
\mathcal{Z}_{I^{+}}:=\mathcal{Z}_{L}-\mathcal{Z}_{H^{+}}, \tag{21}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{Z}_{W}:=\mathcal{Z}_{L}-\sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*} \tag{22}
\end{equation*}
$$

Hence we have proved the asymptotic normality in Theorem 3.5. The covariances between all the processes are given by (50)-(55) in Appendix A.6.

### 6.7 Proof of Theorem 3.7

As discussed in Remark 3.4, the Assumption 3b implies Assumption 3a. Hence, the case $z^{\star}=0$ follows from Theorem 3.3. We now consider the case $z^{\star} \in(0,1]$, where $z^{\star}$ is a stable solution and $\alpha:=f_{W}^{\prime}\left(z^{\star}\right)>0$.

Since $\alpha>0$, for a positive constant $\varepsilon$ small enough, we have $f_{W}\left(z^{\star}-\varepsilon\right)<0$ and $f_{W}\left(z^{\star}+\varepsilon\right)>0$. By Lemma 6.6, we have $f_{W}^{(n)} \rightarrow f_{W}$ uniformly on $[0,1]$. For $n$ large enough, we also have $f_{W}^{(n)}\left(z^{\star}-\varepsilon\right)<0$ and $f_{W}^{(n)}\left(z^{\star}+\varepsilon\right)>0$. Hence for $n$ large enough, there exists a sequence $\widehat{z}_{n}$ in $\left(z^{\star}-\varepsilon, z^{\star}+\varepsilon\right)$ such that $f_{W}^{(n)}\left(\widehat{z}_{n}\right)=0$ and $f_{W}^{(n)}>0$ on $\left[z^{\star}+\varepsilon, 1\right]$. Since $\varepsilon$ can be arbitrarily small, we obtain $\hat{z}_{n} \rightarrow z^{\star}$.

Define $\hat{t}_{n}:=-\ln \hat{z}_{n}$. Consequently we also have $\hat{t}_{n} \rightarrow t^{\star}$.
Next, we use the Skorokhod coupling theorem [42, Theorem 3.30] which shows that one can change the probability space where all the random variables are well defined and all the convergence results of Theorem 3.5 and $\tau_{n}^{\star} \rightarrow t^{\star}$ (from Lemma 3.2) hold a.s..

Taking $t=\tau_{n}^{\star}$ and $t_{0}=t^{\star}$, we get

$$
\begin{aligned}
W_{n}\left(\tau_{n}^{\star}\right) & =n \hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)+n^{1 / 2} \mathcal{Z}_{W}\left(\tau_{n}^{\star} \wedge t^{\star}\right)+o\left(n^{1 / 2}\right) \\
& =n \hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)+n^{1 / 2} \mathcal{Z}_{W}\left(t^{\star}\right)+o\left(n^{1 / 2}\right),
\end{aligned}
$$

by the continuity of $\mathcal{Z}_{W}$. Since $W_{n}\left(\tau_{n}^{\star}\right)=-1$, then

$$
\hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)=-n^{-1 / 2} \mathcal{Z}_{W}\left(t^{\star}\right)+o\left(n^{-1 / 2}\right)
$$

Since, as $n \rightarrow \infty, \tau_{n}^{\star} \rightarrow t^{\star}$ and $\hat{t}_{n} \rightarrow t^{\star}$ hold a.s., there exists some $\xi_{n}$ in the interval between $\widehat{t}_{n}$ and $\tau_{n}^{\star}$ such that $\xi_{n} \rightarrow t^{\star}$. Further, by Lemma 6.6,

$$
\left(\hat{f}_{W}^{(n)}\right)^{\prime}\left(\xi_{n}\right) \rightarrow \hat{f}_{W}^{\prime}\left(t^{\star}\right)=-z^{\star} \alpha .
$$

It follows then by Mean-Value theorem that

$$
\hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)=\hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)-\hat{f}_{W}^{(n)}\left(\hat{t}_{n}\right)=\left(\hat{f}_{W}^{(n)}\right)^{\prime}\left(\xi_{n}\right)\left(\tau_{n}^{\star}-\hat{t}_{n}\right)=\left(-z^{\star} \alpha+o(1)\right)\left(\tau_{n}^{\star}-\hat{t}_{n}\right)
$$

Hence we have

$$
\tau_{n}^{\star}-\hat{t}_{n}=\left(-\frac{1}{z^{\star} \alpha}+o(1)\right) \hat{f}_{W}^{(n)}\left(\tau_{n}^{\star}\right)=n^{-1 / 2} \frac{1}{z^{\star} \alpha}\left(\mathcal{Z}_{W}\left(t^{\star}\right)+o(1)\right)
$$

Then, by a similar argument for $S_{n}\left(\tau_{n}^{\star}\right)$, combining the above formula and Lemma 6.6, we have a.s. for some $\xi_{n}^{\prime} \rightarrow t^{\star}$,

$$
\begin{align*}
n^{-1 / 2} S_{n}\left(\tau_{n}^{\star}\right) & =n^{1 / 2} \hat{f}_{S}^{(n)}\left(\tau_{n}^{\star}\right)+\mathcal{Z}_{S}\left(t^{\star}\right)+o(1) \\
& =n^{1 / 2} \widehat{f}_{S}^{(n)}\left(\tau_{n}^{\star}\right)+n^{1 / 2}\left(\hat{f}_{S}^{(n)}\right)^{\prime}\left(\xi_{n}^{\prime}\right)\left(\tau_{n}^{\star}-\hat{t}_{n}\right)+\mathcal{Z}_{S}\left(t^{\star}\right)+o(1) \\
& =n^{1 / 2} f_{S}^{(n)}\left(\widehat{z}_{n}\right)+\frac{\hat{f}_{S}^{\prime}\left(t^{\star}\right)}{\alpha z^{\star}} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{S}\left(t^{\star}\right)+o(1)  \tag{23}\\
& =n^{1 / 2} f_{S}^{(n)}\left(\widehat{z}_{n}\right)-\frac{f_{S}^{\prime}\left(z^{\star}\right)}{\alpha} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{S}\left(t^{\star}\right)+o(1),
\end{align*}
$$

where the last equality follows from the fact that $\left(\hat{f}_{S}\right)^{\prime}(t)=-\left(f_{S}\right)\left(e^{-t}\right) e^{-t}$ and $e^{-t^{\star}}=z^{\star}$.
Using the similar arguments, we have the following analogues:

$$
\begin{aligned}
& n^{-1 / 2} H_{n}^{+}\left(\tau_{n}^{\star}\right)=n^{1 / 2} f_{H^{+}}^{(n)}\left(\hat{z}_{n}\right)-\frac{f_{H^{+}}^{\prime}\left(z^{\star}\right)}{\alpha} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{H^{+}}\left(t^{\star}\right)+o(1) \\
& n^{-1 / 2} I_{n}^{+}\left(\tau_{n}^{\star}\right)=n^{1 / 2} f_{I^{+}}^{(n)}\left(\hat{z}_{n}\right)-\frac{f_{I^{+}}^{\prime}\left(z^{\star}\right)}{\alpha} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{I^{+}}\left(t^{\star}\right)+o(1)
\end{aligned}
$$

and

$$
n^{-1 / 2} S_{x, \theta, \ell}^{(n)}\left(\tau_{n}^{\star}\right)=n^{1 / 2} s_{x, \theta, \ell}^{(n)}\left(\widehat{z}_{n}\right)-\frac{s_{x, \theta, \ell}^{\prime}\left(z^{\star}\right)}{\alpha} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{x, \theta, l}^{*}\left(t^{\star}\right)+o(1)
$$

for all $x \in \mathcal{X}$ and $0 \leqslant \ell<\theta \leqslant d_{x}^{+}$. This completes the proof of Theorem 3.7.

### 6.8 Proof of Theorem 4.1

Using the notations as in the proof of Theorem 3.1 (see Section 6.3), we have $S_{x, \theta, \ell}^{(n)}(t)=$ $U_{x, \theta, d_{x}^{+}-\ell}^{(n)}(t)$. Then we have

$$
\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell S_{x, \theta, \ell}^{(n)}(t)=\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell U_{x, \theta, d_{x}^{+}-\ell}^{(n)}(t),
$$

and,

$$
\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} D_{x}^{(n)}(t)=\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot}\left(n \mu_{x}^{(n)}-\sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)\right) .
$$

Since for all $x \in \mathcal{X}, \bar{L}_{x}^{\odot}$ and $\bar{L}_{x}^{\diamond}$ are bounded, there exists some constant $C$ such that the two above expressions are both dominated by

$$
n C \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t) .
$$

Thus again by Lemma 6.4 and basic calculations, it follows that

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{\Gamma_{n}^{\diamond}(t)}{n}-f_{\diamond}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

For $z^{\star}=0$, by Lemma 3.2, $\tau_{n}^{\star} \xrightarrow{p} \infty$. Then we have $e^{-\tau_{n}^{\star}} \xrightarrow{p} 0$ and $f_{\diamond}(0)=\bar{\Gamma}^{\diamond}-$ $\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \mu_{x}$. Thus, by the continuity of $f_{\diamond}$, it follows that

$$
f_{\diamond}\left(e^{-\tau_{n}^{\star}}\right)=\bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \mu_{x}+o_{p}(1)
$$

We therefore have

$$
\frac{\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} \bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \mu_{x}
$$

For $z^{\star} \in(0,1]$ and $f_{W}^{\prime}\left(z^{\star}\right)>0$, by Lemma 3.2, $\tau_{n}^{\star} \xrightarrow{p}-\ln z^{\star}$. Then a similar argument as above implies that

$$
\frac{\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)}{n} \xrightarrow{p} f_{\diamond}\left(z^{\star}\right) .
$$

This completes the proof of Theorem 4.1.

### 6.9 Proof of Theorem 4.2

Recall that we have defined $V_{x, \theta, s}^{(n)}(t)$ as the number of bins (institutions) with type $x \in \mathcal{X}$, threshold $\theta$ and at least $s$ alive balls at time $t$. We notice that

$$
\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} D_{x}^{(n)}(t)=\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot}\left(n \mu_{x}^{(n)}-\sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{(n)}(t)\right)
$$

and,

$$
\sum_{\ell=1}^{\theta-1} \ell S_{x, \theta, \ell}^{(n)}(t)=(\theta-1) V_{x, \theta, d_{x}^{+}-\theta+1}^{(n)}(t)-\sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{(n)}(t) .
$$

Since for all $x \in \mathcal{X}, \bar{L}_{x}^{\odot}$ and $\bar{L}_{x}^{\diamond}$ are bounded, there exists a constant $C$ such that $\bar{L}{ }_{x}^{\odot}+\bar{L}_{x}^{\diamond} \leqslant C$ for all $x \in \mathcal{X}$. Hence, by using similar arguments as in Appendix 6.6 which has been used to prove the convergence of $H_{n}^{+}, S_{n}$ and so on, Lemma 6.7 leads to the convergence of the following (infinite) sums

$$
\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \sum_{\theta=1}^{d_{x}^{+}} V_{x, \theta, d_{x}^{+}-\theta+1}^{*(n)}(t) \xrightarrow{d} \sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t),
$$

and

$$
\begin{aligned}
\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} & \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1) V_{x, \theta, d_{x}^{+}-\theta+1}^{*(n)}(t)-\sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}(t)\right] \\
& \xrightarrow{d} \sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1) \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t)-\sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*}(t)\right]
\end{aligned}
$$

Hence we have in $\mathcal{D}[0, \infty)$, as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 2}\left(\Gamma_{n}^{\diamond}\left(t \wedge \tau_{n}\right)-n \hat{f}_{\diamond}^{(n)}\left(t \wedge \tau_{n}\right)\right) \xrightarrow{d} \mathcal{Z}_{\diamond}\left(t \wedge t_{0}\right), \tag{24}
\end{equation*}
$$

where $\mathcal{Z}_{\diamond}$ is a continuous Gaussian process with,

$$
\begin{align*}
\mathcal{Z}_{\diamond}:= & -\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1) \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t)-\sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*}(t)\right]  \tag{25}\\
& -\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t) .
\end{align*}
$$

For the final system-wide wealth $\Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)$, the case where $z^{\star}=0$ has been proved in Theorem 4.1. We consider now the case where $z^{\star} \in(0,1]$ and $f_{W}^{\prime}\left(z^{\star}\right)>0$. Note that the convergence result (24) hold jointly with the convergence of other processes $H_{n}^{+}, S_{n}$ and so on. Hence, by a similar argument as in Section 6.7, we have that

$$
n^{-1 / 2} \Gamma_{n}^{\diamond}\left(\tau_{n}^{\star}\right)=n^{1 / 2} f_{\diamond}^{(n)}\left(\widehat{z}_{n}\right)-\frac{f_{\diamond}^{\prime}\left(z^{\star}\right)}{\alpha} \mathcal{Z}_{W}\left(t^{\star}\right)+\mathcal{Z}_{\diamond}\left(t^{\star}\right)+o(1)
$$

This gives

$$
\mathcal{Z}_{\diamond}^{\star}:=\mathcal{Z}_{\diamond}\left(t^{\star}\right)-\alpha^{-1} f_{\diamond}^{\prime}\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right)=\mathcal{Z}_{\diamond}\left(t^{\star}\right)-\Delta\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right) .
$$

Hence $\mathcal{Z}_{\diamond}^{\star}$ is a centered Gaussian random variable, which completes the proof.

### 6.10 Proof of Theorem 5.1

Our proof of Theorem 5.1 is based on using Theorem 3.1 together with the ideas applied in [40] which studies the conditions for existence of giant component in the percolated random (non directed) graph with given vertex degrees.

We first remove all potential saved links by the planner from the network. Consider the type-dependent bond percolation model where we remove each incoming link to any institution of type $x \in \mathcal{X}$ with probability $\alpha_{x}$. Note that this also includes extra removed links between solvent institutions that will not play any role in the default contagion process. Next we run the death process as described in Section 2.4 and Appendix 6.3. We denote by $\tilde{U}_{x, \theta, \ell}^{(n)}(t)$ the number of bins (institutions) with type $x \in \mathcal{X}$, threshold $\theta$ and $\ell$ alive (in-)
balls at time $t$ in the percolated random graph. It is then not hard to show that for the percolated random graph, Lemma 6.4 changes to (as $n \rightarrow \infty$ )

$$
\left.\sup _{t \leqslant \tau_{n}} \frac{1}{n} \sum_{s=r+1}^{d_{x}^{+}} \tilde{U}_{x, \theta, s}^{(n)}(t)-\mu_{x} q_{x}(\theta) \sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, \alpha_{x}+\left(1-\alpha_{x}\right) e^{-t}, s\right) \right\rvert\, \xrightarrow{p} 0 .
$$

Consider now $\widetilde{S}_{x, \theta, \ell}^{(n)}$, the number of solvent institutions with type $x$, threshold $\theta$ and $\ell=0, \ldots, \theta-1$ defaulted neighbors at time $t$. Hence, by writing above equation for $r_{1}=d_{x}^{+}-\ell$ and $r_{2}=d_{x}^{+}-\ell-1$, then taking the difference, we obtain

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{\widetilde{S}_{x, \theta, \ell}^{(n)}(t)}{n}-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+},\left(1-\alpha_{x}\right)\left(1-e^{-t}\right), \ell\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad n \rightarrow \infty .
$$

Let $\widetilde{W}_{n}(t)$ and $\widetilde{D}_{n}(t)$ denote respectively the number of white balls and the total number of defaults at time $t$ in the percolated random graph. Then, by following the same steps as for the proof of Theorem 3.1 in Section 6.3, we obtain

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{\widetilde{W}_{n}(t)}{n}-f_{W}^{(\boldsymbol{\alpha})}\left(e^{-t}\right)\right| \xrightarrow{p} 0, \quad \sup _{t \leqslant \tau_{n}}\left|\frac{\widetilde{D}_{n}(t)}{n}-f_{D}^{(\boldsymbol{\alpha})}\left(e^{-t}\right)\right| \xrightarrow{p} 0 .
$$

Let $\widetilde{\tau}_{n}^{\star}$ be the first time when $\widetilde{W}_{n}\left(\widetilde{\tau}_{n}^{\star}\right)=-1$. Then, similar to the proof of Lemma 3.2 in Section A.1, we find that $\widetilde{\tau}_{n}^{\star} \rightarrow-\ln z_{\boldsymbol{\alpha}}^{\star}$, where $z_{\boldsymbol{\alpha}}^{\star}:=\sup \left\{z \in[0,1]: f_{W}^{(\boldsymbol{\alpha})}(z)=0\right\}$ and

$$
f_{W}^{(\boldsymbol{\alpha})}(z):=\lambda z-\sum_{x \in \mathcal{X}} \mu_{x} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, \alpha_{x}+\left(1-\alpha_{x}\right) z, d_{x}^{+}-\theta+1\right)
$$

Next, by following the same steps as proof of Theorem 3.3 in Section 6.4, we obtain

$$
\frac{S_{x, \theta, \ell}^{(n)}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} s_{x, \boldsymbol{\theta}, \ell}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right), \quad \frac{D_{n}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} f_{D}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right),
$$

which then implies (by definition) that system-wide wealth converges to

$$
\frac{\Gamma_{n}^{\diamond}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} f_{\diamond}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\bar{\Gamma}^{\diamond}-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} f_{D}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}} \sum_{\ell=1}^{\theta-1} \ell s_{x, \boldsymbol{\theta}, \ell}^{(\boldsymbol{\alpha})}\left(z_{\boldsymbol{\alpha}}^{\star}\right) .
$$

The total cost of interventions $\boldsymbol{\alpha}_{n}$ for the planner converges to

$$
\frac{\Phi_{n}\left(\boldsymbol{\alpha}_{n}\right)}{n} \xrightarrow{p} \phi\left(z_{\boldsymbol{\alpha}}^{\star}\right):=\sum_{x \in \mathcal{X}} \mu_{x} \alpha_{x} C_{x} \sum_{\ell=1}^{d_{x}^{+}} \ell b\left(d_{x}^{+}, 1-z_{\boldsymbol{\alpha}}^{\star}, \ell\right) .
$$

This completes the proof of Theorem 5.1.

## 7 Concluding Remarks

In this paper, we propose a general tractable framework to study default cascades and systemic risk in a heterogeneous financial network, subject to an exogenous macroeconomic shock. We state various limit theorems for the final state of default contagion and systemic risk depending on the network structure and institutions' (observable) characteristics.

We show that, under some regularity assumptions, the default cascade could be transferred to a death process problem represented by balls-and-bins model. Under suitable assumptions on the degree and threshold distributions, we show that the final size of default cascade and system-wide wealth aggregation functions have asymptotically Gaussian fluctuations. We also show how these results could be used by a social planner to optimally target interventions during a financial crisis, under partial information of the financial network and under some budget constraint.

The closed form interpretable limit theorems that we provide could also serve as a mandate for regulators to collect data on those specific network characteristics and assess systemic risk via more intensive computational methods.

Our results can also be used in a regulatory risk management framework. The regulator will impose capital requirements on each bank. In practice, the capital ratio constraint is the same for all banks. However, using our heterogeneous setup, we could allow the regulator to choose optimally this capital ratio according to the type of the banks. Fixing the time horizon $T$, the regulator's problem is how to choose optimally capital ratio for the institutions of type $x \in \mathcal{X}$ at time 0 to minimize $\rho\left(\Gamma_{\diamond}(T)\right)$. Then the regulator can update the type of each bank and capital ratios at time $T$ according to the new data.
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## A Proof of Lemmas

This appendix contains the proofs of all the lemmas in the main text.

## A. 1 Proof of Lemma 3.2

Recall that

$$
f_{W}(z):=\lambda z-\sum_{x \in \mathcal{X}} \mu_{x} d_{x}^{-} \sum_{\theta=1}^{d_{ \pm}^{+}} q_{x}(\theta) \beta\left(d_{x}^{+}, z, d_{x}^{+}-\theta+1\right),
$$

and, $z^{\star}:=\sup \left\{z \in[0,1]: f_{W}(z)=0\right\}$. By the initial condition $q_{x}(0)>0$ for some $x \in \mathcal{X}$. Hence, we have $f_{W}(1)>0$ and $z^{\star}<1$. Let us take a constant $t_{1}>0$ such that $t_{1}<-\ln z^{\star}$. By continuity of $f_{W}(z)$ on $[0,1]$, it follows that $f_{W}(z)>0$ on $\left(z^{\star}, 1\right]$. Hence, there exists some constant $C_{1}>0$ such that $f_{W}\left(e^{-t}\right) \geqslant C_{1}$ for $t \leqslant t_{1}$.

Since $W_{n}\left(\tau_{n}^{\star}\right)=-1$, if $\tau_{n}^{\star} \leqslant t_{1}$ then $W_{n}\left(\tau_{n}^{\star}\right) / n-f_{W}\left(e^{-\tau_{n}^{\star}}\right) \leqslant-C_{1}$. But on the other hand, we have

$$
\left.\sup _{t \leqslant \tau_{n}^{*}} \left\lvert\, \frac{W_{n}(t)}{n}-f_{W}\left(e^{-t}\right)\right.\right) \mid \xrightarrow{p} 0 .
$$

This is a contradiction. Therefore, we must have $\mathbb{P}\left(\tau_{n}^{\star} \leqslant t_{1}\right) \longrightarrow 0$, as $n \rightarrow \infty$. In the case $z^{\star}=0$, we can take any finite $t_{1}$, which implies that $\tau_{n}^{\star} \xrightarrow{p} \infty$.

We now consider the case $z^{\star} \in(0,1]$. Let $\varepsilon>0$ small enough and fix the constant $t_{2} \in$ $\left(-\ln z^{\star},-\ln \left(z^{\star}-\varepsilon\right)\right)$. By using a similar argument and given the assumption $f_{W}^{\prime}\left(z^{\star}\right)>0$, we can show there exists some constant $C_{2}>0$, such that $W_{n}\left(\tau_{n}^{\star}\right) / n-f_{W}\left(e^{-\tau_{n}^{\star}}\right) \geqslant C_{2}$ if $\tau_{n}^{\star} \geqslant t_{2}$. Thus $\mathbb{P}\left(\tau_{n} \geqslant t_{2}\right) \longrightarrow 0$ as $n \rightarrow \infty$. Since $t_{1}$ and $t_{2}$ are arbitrary, tending both $t_{1}$ and $t_{2}$ to $-\ln z^{\star}$, implies that $\tau_{n}^{\star} \xrightarrow{p}-\ln z^{\star}$. This completes the proof of lemma.

## A. 2 Proof of Lemma 6.4

First note that $U_{x, \theta, 0}^{(n)}(0)=N_{x, \theta}^{(n)}$ and $U_{x, \theta, s}^{(n)}(0)=0$ for $\ell \geqslant 1$. Further, from Assumption 2, $N_{x}^{(n)} / n \rightarrow \mu_{x}$ and $q_{x}^{(n)}(\theta) \rightarrow q_{x}(\theta)$ as $n \rightarrow \infty$, for all $x \in \mathcal{X}$ and $\theta=0,1, \ldots, d_{x}^{+}$. Moreover, by the strong law of large numbers, $N_{x, \theta}^{(n)} / N_{x}^{(n)} \rightarrow q_{x}^{(n)}(\theta)$ a.s. as $n \rightarrow \infty$.

Consider now the death process as described in Section 2.4. Let us fix $x \in \mathcal{X}$ and integers $\theta, r$ with $0 \leqslant r \leqslant \theta \leqslant d_{x}^{+}$. Consider the $N_{x, \theta}^{(n)}$ bins which starts with $d_{x}^{+}$alive in balls. For $k=1, \ldots, N_{x, \theta}^{(n)}$, let $T_{k}$ be the time that the $\left(d_{x}^{+}-r\right)$-th ball is removed (killed) in the $k$-th such bin. Then we have $\#\left\{k: T_{k} \leqslant t\right\}=\sum_{s=0}^{r} U_{x, \theta, s}^{(n)}(t)$. Since the number of remaining balls in any of such bins at time $t$ are i.i.d. random variables with distribution $\operatorname{Bin}\left(d_{x}^{+}, e^{-t}\right)$, then we have $\mathbb{P}\left(T_{k} \leqslant t\right)=\sum_{s=0}^{r} b\left(d_{x}^{+}, e^{-t}, s\right)$. Hence, by using Glivenko-Cantelli theorem,

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{1}{N_{x, \theta}^{(n)}} \sum_{s=r+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)-\sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad N_{x, \theta}^{(n)} \rightarrow \infty .
$$

Multiply the above equation by $N_{x, \theta}^{(n)} / N_{x}^{(n)}$, and by the law of large numbers, we have

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}}\left|\frac{1}{N_{x}^{(n)}} \sum_{s=r+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)-q_{x}^{(n)}(\theta) \sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad N_{x}^{(n)} \rightarrow \infty . \tag{26}
\end{equation*}
$$

Moreover, by using Assumption 2,

$$
\sup _{t \geqslant 0}\left|\frac{N_{x}^{(n)}}{n} q_{x}^{(n)}(\theta) \sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, e^{-t}, s\right)-\mu_{x} q_{x}(\theta) \sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, e^{-t}, s\right)\right| \longrightarrow 0, \quad \text { as } \quad n \rightarrow \infty .
$$

By combining the two formulas above and multiplying (26) by $N_{x}^{(n)} / n$, we obtain

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}}\left|\frac{1}{n} \sum_{s=r+1}^{d_{x}^{+}} U_{x, \theta, s}^{(n)}(t)-\mu_{x} q_{x}(\theta) \sum_{s=r+1}^{d_{x}^{+}} b\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad n \rightarrow \infty . \tag{27}
\end{equation*}
$$

Hence, by using (27) for $r_{1}=\ell$ and $r_{2}=\ell-1$, and then taking the difference, we obtain
that

$$
\sup _{t \leqslant \tau_{n}}\left|\frac{U_{x, \theta, \ell}^{(n)}(t)}{n}-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, \ell\right)\right| \xrightarrow{p} 0, \quad \text { as } \quad n \rightarrow \infty .
$$

Note that the above equation holds for all $x \in \mathcal{X}$ and $\theta=1, \ldots, d_{x}^{+}$. Hence, the same convergence also holds for any partial sum over $x$ and $\theta$. In particular,

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}}\left|\frac{1}{n} U_{x, \theta, s}^{(n)}(t)-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0 . \tag{28}
\end{equation*}
$$

Let $\mathcal{X}_{K}$ be the set of all characteristic $x \in \mathcal{X}$ such that $d_{x}^{+}+d_{x}^{-} \leqslant K$. Since (by Assumption 3a) $\lambda \in(0, \infty)$ then for arbitrary small $\varepsilon>0$, there exists $K_{\varepsilon}$ such that $\sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}} \mu_{x}\left(d_{x}^{+}+d_{x}^{-}\right)<\varepsilon$. Further, by Assumption 3a and dominated convergence,

$$
\sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right) N_{x}^{(n)} / n \rightarrow \sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right) \mu_{x}<\varepsilon .
$$

Hence for $n$ large enough, we have $\sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right) N_{x}^{(n)} / n<2 \varepsilon$. By (28), we obtain

$$
\begin{aligned}
& \sup _{t \leqslant \tau_{n}} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{s}^{+}} \sum_{s=d_{x}^{+}-\theta+1}^{d_{x}^{+}}\left|U_{x, \theta, s}^{(n)}(t) / n-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, s\right)\right| \\
& \leqslant \sup _{t \leqslant \tau_{n}} \sum_{x \in \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{ \pm}^{+}-\theta+1}^{d_{ \pm}^{+}}\left|U_{x, \theta, s}^{(n)}(t) / n-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, s\right)\right| \\
& \quad+\sup _{t \leqslant \tau_{n}} \sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} \sum_{s==_{x}^{+}-\theta+1}^{d_{x}^{+}}\left|U_{x, \theta, s}^{(n)}(t) / n-\mu_{x} q_{x}(\theta) b\left(d_{x}^{+}, e^{-t}, s\right)\right| \\
& \leqslant o_{p}(1)+\sum_{x \in \mathcal{X} \backslash \mathcal{X}_{K_{\varepsilon}}}\left(d_{x}^{+}+d_{x}^{-}\right)\left(N_{x}^{(n)} / n+\mu_{x}\right) \leqslant o_{p}(1)+3 \varepsilon .
\end{aligned}
$$

Then let $\varepsilon \rightarrow 0$, it follows that (12) holds, which completes the proof of Lemma 6.4

## A. 3 Proof of Lemma 6.5

Since $V_{x, \theta, s}^{(n)}$ changes by -1 when one of the alive (in) balls in $U_{x, \theta, s}^{(n)}$ bins dies, and there are $s U_{x, \theta, s}^{(n)}(t)$ such balls at time $t$, we obtain

$$
d V_{x, \theta, s}^{(n)}(t)=-s U_{x, \theta, s}^{(n)}(t) d t+d \mathcal{M}_{t}^{\prime},
$$

where $\mathcal{M}^{\prime}$ is a martingale.

We define further $\hat{V}_{x, \theta, s}^{(n)}(t):=e^{s t} V_{x, \theta, s}^{(n)}(t)$. Then by Ito's lemma,

$$
\begin{aligned}
d \widehat{V}_{x, \theta, s}^{(n)}(t) & =s e^{s t} V_{x, \theta, s}^{(n)}(t) d t+e^{s t} d V_{x, \theta, s}^{(n)}(t) \\
& =s e^{s t} V_{x, \theta, s}^{(n)}(t) d t-s e^{s t} U_{x, \theta, s}^{(n)}(t) d t+e^{s t} d \mathcal{M}_{t}^{\prime} \\
& =s e^{-t} \widehat{V}_{x, \theta,(s+1)}^{(n)}(t) d t+d \mathcal{M}_{t},
\end{aligned}
$$

where $d \mathcal{M}_{t}=e^{s t} d \mathcal{M}_{t}^{\prime}$ is also a martingale differential. Thus

$$
\begin{equation*}
M_{x, \theta, s}^{(n)}(t):=\hat{V}_{x, \theta, s}^{(n)}(t)-s \int_{0}^{t} e^{-r} \hat{V}_{x, \theta,(s+1)}^{(n)}(r) d r \tag{29}
\end{equation*}
$$

is also a martingale for every $0 \leqslant s \leqslant d_{x}^{+}$. We can calculate its quadratic variation by

$$
\begin{equation*}
\left[M_{x, \theta, s}^{(n)}, M_{x, \theta, s}^{(n)}\right]_{t}=\sum_{0<r \leqslant t}\left|\Delta M_{x, \theta, s}^{(n)}(r)\right|^{2}=\sum_{0<r \leqslant t}\left|\Delta \hat{V}_{x, \theta, s}^{(n)}(r)\right|^{2}=\int_{0}^{t} e^{2 s r} d\left(-V_{x, \theta, s}^{(n)}(r)\right) \tag{30}
\end{equation*}
$$

Then,

$$
\widetilde{M}_{x, \theta, s}^{(n)}(t):=n^{-1 / 2}\left(M_{x, \theta, s}^{(n)}(t)-M_{x, \theta, s}^{(n)}(0)\right),
$$

is a martingale with initial value at 0 . Further, from Lemma 6.4 , as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{t \leqslant \tau_{n}^{*}}\left|V_{x, \theta, s}^{(n)}(t) / n-\mu_{x} q_{x}(\theta) \beta\left(d_{x}^{+}, e^{-t}, s\right)\right| \xrightarrow{p} 0 . \tag{31}
\end{equation*}
$$

For notational convenience, let us denote by

$$
\varphi_{x, \theta, s}(y):=\mu_{x} q_{x}(\theta) \beta\left(d_{x}^{+}, y, s\right)
$$

Using integration by parts, we obtain for all $t \leqslant \tau_{n}^{\star}$,

$$
\begin{aligned}
{\left[\widetilde{M}_{x, \theta, s}^{(n)}, \widetilde{M}_{x, \theta, s}^{(n)}\right]_{t} } & =n^{-1}\left[M_{x, \theta, s}^{(n)}, M_{x, \theta, s}^{(n)}\right]_{t} \\
& =n^{-1}\left(V_{x, \theta, s}^{(n)}(0)-e^{2 s t} V_{x, \theta, s}^{(n)}(t)+\int_{0}^{t} 2 s V_{x, \theta, s}^{(n)}(r) e^{2 s r} d r\right) \\
& =\varphi_{x, \theta, s}(1)-e^{2 s t} \varphi_{x, \theta, s}\left(e^{-t}\right)+\int_{0}^{t} 2 s \varphi_{x, \theta, s}\left(e^{-r}\right) e^{2 s r} d r+o_{p}(1) \\
& =\int_{0}^{t} e^{2 s r} d\left(-\varphi_{x, \theta, s}\left(e^{-r}\right)\right)+o_{p}(1)
\end{aligned}
$$

Moreover, by (30), there exists a constant $C$ such that

$$
\begin{equation*}
\left[\widetilde{M}_{x, \theta, s}^{(n)}, \widetilde{M}_{x, \theta, s}^{(n)}\right]_{t}=n^{-1}\left[M_{x, \theta, s}^{(n)}, M_{x, \theta, s}^{(n)}\right]_{t} \leqslant n^{-1} e^{2 s t} V_{x, \theta, s}^{(n)}(0) \leqslant C e^{2 s t} \tag{32}
\end{equation*}
$$

which holds uniformly for $n$. Consequently, by Theorem 6.3 , for the stopped process

$$
\begin{equation*}
\widetilde{M}_{x, \theta, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} Y_{x, \theta, s}\left(t \wedge t_{0}\right) \quad \text { in } \quad \mathcal{D}[0, \infty), \tag{33}
\end{equation*}
$$

where $Y_{x, \theta, s}$ is a continuous Gaussian process with $\mathbb{E}\left[Y_{x, \theta, s}(t)\right]=0$ and covariance

$$
\mathbb{E}\left[Y_{x, \theta, s}(t) Y_{x, \theta, s}(u)\right]=\int_{0}^{t} e^{2 s r} d\left(-\varphi_{x, \theta, s}\left(e^{-r}\right)\right), \quad 0 \leqslant t \leqslant u<\infty
$$

Furthermore, for $s \neq r$, we can show that $V_{x, \theta, r}^{(n)}$ and $V_{x, \theta, s}^{(n)}$ never change simultaneously, almost surely. Thus, $\left[\widetilde{M}_{x, \theta, r}^{(n)}, \widetilde{M}_{x, \theta, s}^{(n)}\right]_{t}=0$.

Hence, by Theorem 6.3 applied to the vector-valued martingale $\left(\widetilde{M}_{x, \theta, s}^{(n)}\right)_{s=0, \ldots, d_{x}^{+}}$, the convergence holds jointly with a diagonal covariance matrix for $\left(Y_{x, \theta, s}\right)_{s=0, \ldots, d_{x}^{+}}$, which implies that the processes $Y_{x, \theta, 0}, \ldots, Y_{x, \theta, d_{x}^{+}}$are all independent.

As for two different types-thresholds $(x, \theta)$ and $\left(x^{\prime}, \theta^{\prime}\right)$, the independence follows since for any $s=0, \ldots, d_{x}^{+}$and $s^{\prime}=0, \ldots, d_{x^{\prime}}^{+}, V_{x, \theta, s}^{(n)}$ and $V_{x^{\prime} \theta^{\prime}, s^{\prime}}^{(n)}$ also a.s. never change simultaneously. This could also be viewed from the nature of our balls and bins representation: the balls die independently and a.s. never die at the same moment. Hence, the death processes in bins with different types are independent.

We now compute $\widehat{V}_{x, \theta, s}^{(n)}$, using the Definition-Equation (29) for $M_{x, \theta, s}^{(n)}(t)$, repeatedly. We find that for $s=d_{x}^{+}$,

$$
\widehat{V}_{x, \theta, d_{x}^{+}}^{(n)}(t)=M_{x, \theta, d_{x}^{+}}^{(n)}(t),
$$

and for $s=d_{x}^{+}-1$,

$$
\widehat{V}_{x, \theta, s}^{(n)}(t)=M_{x, \theta, s}^{(n)}(t)+s \int_{0}^{t} e^{-r} M_{x, \theta,(s+1)}^{(n)}(r) d r .
$$

Then for $s=d_{x}^{+}-2$, we find out

$$
\begin{aligned}
\widehat{V}_{x, \theta, s}^{(n)}(t)= & M_{x, \theta, s}^{(n)}(t)+s \int_{0}^{t} e^{-r} M_{x, \theta,(s+1)}^{(n)}(r) d r \\
& +\int_{r_{2}<r_{1}<t} s(s+1) e^{-\left(r_{1}+r_{2}\right)} M_{x, \theta,(s+2)}^{(n)}\left(r_{2}\right) d r_{2} d r_{1} \\
= & M_{x, \theta, s}^{(n)}(t)+s \int_{0}^{t} e^{-r} M_{x, \theta,(s+1)}^{(n)}(r) d r \\
& +\int_{0}^{t} s(s+1)\left(e^{-r}-e^{-t}\right) e^{-r} M_{x, \theta,(s+2)}^{(n)}(r) d r \\
= & M_{x, \theta, s}^{(n)}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} M_{x, \theta, j}^{(n)}(r) d r .
\end{aligned}
$$

Assume that the above formula holds for $s \leqslant k \leqslant d_{x}^{+}-1$. Then for $s-1$, we deduce

$$
\begin{aligned}
\widehat{V}_{x, \theta, s-1}^{(n)}(t)= & M_{x, \theta, s-1}^{(n)}(t)+s \int_{0}^{t} e^{-r} \hat{V}_{x, \theta, s}^{(n)}(r) d r \\
= & M_{x, \theta, s-1}^{(n)}(t)+(s-1) \int_{0}^{t} e^{-r} M_{x, \theta, s}^{(n)}(r) d r \\
& +\sum_{j=s+1}^{d_{x}^{+}} \frac{s(s-1)}{j-s}\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s} e^{-r} M_{x, \theta, j}^{(n)}(r) d r \\
= & M_{x, \theta, s-1}^{(n)}(t)+\sum_{j=s}^{d_{x}^{+}}(s-1)\binom{j-1}{s-1} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s} e^{-r} M_{x, \theta, j}^{(n)}(r) d r .
\end{aligned}
$$

By induction, we obtain that

$$
\hat{V}_{x, \theta, s}^{(n)}(t)=M_{x, \theta, s}^{(n)}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} M_{x, \theta, j}^{(n)}(r) d r .
$$

We next define $\widehat{v}_{x, \theta, s}^{(n)}(t)$ for all $t \geqslant 0$, as the conditional expectation of $\widehat{V}_{x, \theta, s}^{(n)}(t)$ given its initial value $V_{x, \theta, s}^{(n)}(0)$. Namely, we have

$$
\begin{aligned}
\widehat{v}_{x, \theta, s}^{(n)}(t): & =\mathbb{E}\left[\hat{V}_{x, \theta, s}^{(n)}(t) \mid V_{x, \theta, s}^{(n)}(0)\right] \\
& =M_{x, \theta, s}^{(n)}(0)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} M_{x, \theta, j}^{(n)}(0) d r .
\end{aligned}
$$

Note that by definition, $\mathbb{E}\left[\hat{V}_{x, \theta, s}^{(n)}(t)\right]=e^{s t} \mathbb{E}\left[V_{x, \theta, s}^{(n)}(t)\right]$. Further, $V_{x, \theta, s}^{(n)}(t)$ is the number of bins with type $x$, threshold $\theta$ and with at least $s$ balls at time $t$ in the death process where balls die independently with rate 1 (without stopping). Then at time $t$, each of such bins has the binomial probability $\beta\left(d_{x}^{+}, e^{-t}, s\right)$ to have at least $s$ alive balls remaining. The initial number is $V_{x, \theta, s}^{(n)}(0)=N_{x, \theta}^{(n)}$. Consequently for all $s=0, \ldots, d_{x}^{+}$, we have

$$
\begin{equation*}
\widehat{v}_{x, \theta, s}^{(n)}=e^{s t} N_{x, \theta}^{(n)} \beta\left(d_{x}^{+}, e^{-t}, s\right) . \tag{34}
\end{equation*}
$$

We further define for $t \leqslant \tau_{n}^{\star}$,

$$
\begin{equation*}
\tilde{V}_{x, \theta, s}^{(n)}(t):=n^{-1 / 2}\left(\hat{V}_{x, \theta, s}^{(n)}(t)-\widehat{v}_{x, \theta, s}^{(n)}\right) . \tag{35}
\end{equation*}
$$

It is clear that,

$$
\widetilde{V}_{x, \theta, s}^{(n)}(t)=\widetilde{M}_{x, \theta, s}^{(n)}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \widetilde{M}_{x, \theta, j}^{(n)}(r) d r .
$$

We next apply Theorem 6.3 to the above finite sum and take the limit (in distribution)
under the summation sign.
It follows that

$$
\begin{equation*}
\tilde{V}_{x, \theta, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \tilde{\mathcal{Z}}_{x, \theta, s}\left(t \wedge t_{0}\right), \tag{36}
\end{equation*}
$$

in $\mathcal{D}[0, \infty)$, where

$$
\tilde{\mathcal{Z}}_{x, \theta, s}(t):=Y_{x, \theta, s}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} Y_{x, \theta, j}(r) d r
$$

Note that, although the initial $V_{x, \theta, s}^{(n)}(0)$ is random, by the standard (multidimensional) central limit theorem applied to $N_{x}^{(n)}=n \mu_{x}^{(n)}$ i.i.d. random variables $\mathbb{1}\left\{\Theta_{i}^{(n)}=\theta\right\}$, we have as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 2}\left(N_{x, \theta}^{(n)}-n \mu_{x}^{(n)} q_{x}^{(n)}(\theta)\right) \xrightarrow{d} \mathcal{Y}_{x, \theta}^{*}, \tag{37}
\end{equation*}
$$

where $\mathcal{Y}_{x, \theta}^{*} \sim \mathcal{N}\left(0, \mu_{x} q_{x}(\theta)\left(1-q_{x}(\theta)\right)\right)$ and $\operatorname{Cov}\left(\mathcal{Y}_{x, \theta_{1}}^{*}, \mathcal{Y}_{x, \theta_{2}}^{*}\right)=-\mu_{x} q_{x}\left(\theta_{1}\right) q_{x}\left(\theta_{2}\right)$ for $\theta_{1} \neq \theta_{2}$. We denote by (for all $\theta_{1}, \theta_{2}$ )

$$
\psi_{x, \theta_{1}, \theta_{2}}:=\operatorname{Cov}\left(\mathcal{Y}_{x, \theta_{1}}^{*}, \mathcal{Y}_{x, \theta_{2}}^{*}\right)
$$

Notice that for all $x_{1} \neq x_{2}, \mathcal{Y}_{x_{1}, \theta_{1}}^{*}, \mathcal{Y}_{x_{2}, \theta_{2}}^{*}$ are independent and $\operatorname{Cov}\left(\mathcal{Y}_{x_{1}, \theta_{1}}^{*}, \mathcal{Y}_{x_{2}, \theta_{2}}^{*}\right)=0$. Then we have by (34) and (37) that jointly for all triple $(x, \theta, s)$, in $\mathcal{D}[0, \infty)$ as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 2}\left(\widehat{v}_{x, \theta, s}^{(n)}-n e^{s t} \mu_{x}^{(n)} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, e^{-t}, s\right)\right) \xrightarrow{d} \hat{\mathcal{Z}}_{x, \theta, s}(t), \tag{38}
\end{equation*}
$$

where $\hat{\mathcal{Z}}_{x, \theta, s}(t)$ is also a Gaussian process with mean 0 and covariance

$$
\mathbb{E}\left[\hat{\mathcal{Z}}_{x, \theta, s}(t) \hat{\mathcal{Z}}_{x, \theta, s}(u)\right]=e^{(t+u) s} \beta\left(d_{x}^{+}, e^{-t}, s\right) \beta\left(d_{x}^{+}, e^{-u}, s\right) \psi_{x, \theta, \theta}
$$

We now analyse the independence between $\widetilde{\mathcal{Z}}_{x, \theta, s}$ and $\hat{\mathcal{Z}}_{x, \theta, s}$. Let combine $x$ and $\Theta_{x}$ as a new type $\varrho:=(x, \theta)$ in the set of all possible combination for $x \in \mathcal{X}$ and $\theta \in \mathbb{N}$. Notice that we have fixed proportion for the type distribution $\mu_{x}^{(n)}, x \in \mathcal{X}$ in the network. But the threshold $\Theta_{x}$ for all $x \in \mathcal{X}$ is random. Thus the proportion (denoted by $\mu_{\varrho}^{(n)}$ ) for the new type $\varrho$ is random. It does not satisfy Assumption 3b, but satisfies in probability, i.e. replacing $O(n)$ by $O_{p}(n)$ in Assumption 3b. In addition, $\mu_{\varrho}^{(n)} \xrightarrow{p} \mu_{\varrho}$ with the limit distribution $\mu_{\varrho}:=\mu_{x} q_{x}(\theta)$ for $\varrho=(x, \theta)$. Further, by using the Skorokhod coupling theorem [42, Theorem 3.30] as also stated in [41, Lemma 8.2], we can define all the processes on a new common probability space such that, for the type distribution, $\mu_{\varrho}^{(n)} \rightarrow \mu_{\varrho}$ and Assumption 3b hold almost surely.

Further, note that the distribution of $\widetilde{\mathcal{Z}}_{x, \theta, s}$ do not depend on the random proportion $\mu_{\varrho}^{(n)}$, but only on the limit distribution $\mu_{\varrho}$. Hence the arguments in the above paragraph guarantee that conditioning on the initial value $V_{x, \theta, s}^{(n)}(0)$ does not have any influence on the
distribution of $\widetilde{\mathcal{Z}}_{x, \theta, s}$. Therefore $\widetilde{\mathcal{Z}}_{x, \theta, s}$ and $\hat{\mathcal{Z}}_{x, \theta, s}$ are independent for all $(x, \theta, s)$.
The above argument shows that $\widetilde{V}_{x, \theta, s}^{(n)}$ converges to a Gaussian process. We next define

$$
\widetilde{\widehat{V}}_{x, \theta, s}^{(n)}(t):=n^{-1 / 2}\left(\widehat{V}_{x, \theta, s}^{(n)}(t)-n e^{s t} \mu_{x}^{(n)} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, e^{-t}, s\right)\right) .
$$

By (35), (36) and (38), we obtain that

$$
\widetilde{\widehat{V}}_{x, \theta, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \widetilde{\widehat{\mathcal{Z}}}_{x, \theta, s}\left(t \wedge t_{0}\right),
$$

where $\widetilde{\widehat{\mathcal{Z}}}_{x, \theta, s}:=\widehat{\mathcal{Z}}_{x, \theta, s}+\widetilde{\mathcal{Z}}_{x, \theta, s}$ is a Gaussian process with mean 0 and covariance

$$
\mathbb{E}\left[\widetilde{\hat{\mathcal{Z}}}_{x, \theta, s}(t) \widetilde{\hat{\mathcal{Z}}}_{x, \theta, s}(u)\right]=\mathbb{E}\left[\hat{\mathcal{Z}}_{x, \theta, s}(t) \hat{\mathcal{Z}}_{x, \theta, s}(u)\right]+\mathbb{E}\left[\tilde{\mathcal{Z}}_{x, \theta, s}(t) \tilde{\mathcal{Z}}_{x, \theta, s}(u)\right]
$$

for all $0 \leqslant t \leqslant u<\infty$.
Next, we define for all triple $(x, \theta, s)$,

$$
V_{x, \theta, s}^{*(n)}(t):=e^{-s t} \tilde{\hat{V}}_{x, \theta, s}^{(n)}(t), \quad \tilde{\mathcal{Z}}_{x, \theta, s}(t):=e^{-s t} \tilde{\mathcal{Z}}_{x, \theta, s}(t)
$$

and

$$
\hat{\overline{\mathcal{Z}}}_{x, \theta, s}(t):=e^{-s t} \hat{\mathcal{Z}}_{x, \theta, s}(t), \quad \mathcal{Z}_{x, \theta, s}^{*}(t):=e^{-s t} \widetilde{\tilde{\mathcal{Z}}}_{x, \theta, s}(t)
$$

Then we have

$$
\begin{equation*}
V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right) . \tag{39}
\end{equation*}
$$

We define further

$$
\widehat{\sigma}_{x, \theta_{1}, \theta_{2}, r, s}(y):=\operatorname{Cov}\left(\left(\hat{\overline{\mathcal{Z}}}_{x, \theta_{1}, r}(-\ln y), \hat{\overline{\mathcal{Z}}}_{x, \theta_{2}, s}(-\ln y)\right)\right)
$$

and,

$$
\tilde{\sigma}_{x, \theta, r, s}(y):=\operatorname{Cov}\left(\tilde{\overline{\mathcal{Z}}}_{x, \theta, r}(-\ln y), \tilde{\overline{\mathcal{Z}}}_{x, \theta, s}(-\ln y)\right)
$$

By using all the independence and covariance formulas above, it follows that

$$
\begin{aligned}
\operatorname{Cov}\left(\mathcal{Z}_{x_{1}, \theta_{1}, s_{1}}^{*}(t), \mathcal{Z}_{x_{2}, \theta_{2}, s_{2}}^{*}(t)\right) & =0, \quad \text { for all } \quad x_{1} \neq x_{2}, \\
\operatorname{Cov}\left(\mathcal{Z}_{x, \theta_{1}, s_{1}}^{*}(t), \mathcal{Z}_{x, \theta_{2}, s_{2}}^{*}(t)\right) & =\widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}\left(e^{-t}\right), \quad \text { for all } \theta_{1} \neq \theta_{2}, \\
\operatorname{Cov}\left(\mathcal{Z}_{x, \theta, s_{1}}^{*}(t), \mathcal{Z}_{x, \theta, s_{2}}^{*}(t)\right) & =\widehat{\sigma}_{x, \theta, \theta, s_{1}, s_{2}}\left(e^{-t}\right)+\widetilde{\sigma}_{x, \theta, s_{1}, s_{2}}\left(e^{-t}\right),
\end{aligned}
$$

where

$$
\begin{align*}
& \hat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}\left(e^{-t}\right)=\beta\left(d_{x}^{+}, e^{-t}, s_{1}\right) \beta\left(d_{x}^{+}, e^{-t}, s_{2}\right) \psi_{x, \theta_{1}, \theta_{2}}, \\
& \psi_{x, \theta, \theta}=\mu_{x} q_{x}(\theta)\left(1-q_{x}(\theta)\right), \quad \psi_{x, \theta_{1}, \theta_{2}}=-\mu_{x} q_{x}\left(\theta_{1}\right) q_{x}\left(\theta_{2}\right) \quad \text { for all } \theta_{1} \neq \theta_{2} . \tag{40}
\end{align*}
$$

Moreover, the covariance between $\mathcal{Z}_{x, \theta_{1}, s}^{*}(t)$ and $\mathcal{Y}_{x, \theta_{2}}^{*}$ is given by

$$
\operatorname{Cov}\left(\mathcal{Z}_{x, \theta_{1}, s}^{*}(t), \mathcal{Y}_{x, \theta_{2}}^{*}\right)=\operatorname{Cov}\left(\beta\left(d_{x}^{+}, e^{-t}, s\right) \mathcal{Y}_{x, \theta_{1}}^{*}, \mathcal{Y}_{x, \theta_{2}}^{*}\right)=\beta\left(d_{x}^{+}, e^{-t}, s\right) \psi_{x, \theta_{1}, \theta_{2}},
$$

and for $x_{1} \neq x_{2}$, again by the independence the covariance is 0 .
We now compute $\widetilde{\sigma}_{x, \theta, r, s}(y)$. Recall that

$$
\operatorname{Cov}\left(Y_{x, \theta, s}(-\ln y), Y_{x, \theta, r}(-\ln y)\right)=\mathbb{1}\{r=s\} \int_{y}^{1} u^{-2 s} d \varphi_{x, \theta, s}(u) .
$$

Then we obtain

$$
\begin{aligned}
\operatorname{Var}\left(\tilde{\mathcal{Z}}_{x, \theta, s}(-\ln y)\right) & =\int_{y}^{1} v^{-2 s} d \varphi_{x, \theta, s}(v) \\
+\sum_{j=s+1}^{d_{x}^{+}} s^{2}\binom{j-1}{s}^{2} & \iint_{y<u<z<1}(u-y)^{j-s-1}(z-y)^{j-s-1}\left(\int_{z}^{1} v^{-2 j} d \varphi_{x, \theta, j}(v)\right) d u d z \\
& =\frac{1}{2} \sum_{j=s}^{d_{x}^{+}}\binom{j-1}{s-1}^{2} \int_{y}^{1}(v-y)^{2 j-2 s} v^{-2 j} d \varphi_{x, \theta, j}(v) .
\end{aligned}
$$

For $r \geqslant s$, we can write $r=s+k$ for some $k \geqslant 1$, and deduce that

$$
\begin{aligned}
& \operatorname{Cov}\left(\widetilde{\mathcal{Z}}_{x, \theta, s}(-\ln y), \widetilde{\mathcal{Z}}_{x, \theta, s+k}(-\ln y)\right) \\
& \quad=\frac{1}{2} \sum_{j=s+k}^{d_{x}^{+}}\binom{j-1}{s-1}\binom{j-1}{s+k-1} \int_{y}^{1}(v-x)^{2 j-2 s-k} v^{-2 j} d \varphi_{x, \theta, j}(v) .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
\tilde{\sigma}_{x, \theta, s, s+k}(y): & =y^{2 s+k} \operatorname{Cov}\left(\widetilde{\mathcal{Z}}_{x, \theta, s}(-\ln y), \widetilde{\mathcal{Z}}_{x, \theta, s+k}(-\ln y)\right) \\
& =\frac{1}{2} y^{2 s+k} \sum_{j=s+k}^{d_{x}^{+}}\binom{j-1}{s-1}\binom{j-1}{s+k-1} \int_{y}^{1}(v-y)^{2 j-2 s-k} v^{-2 j} d \varphi_{x, \theta, j}(v) . \tag{41}
\end{align*}
$$

This completes the proof of Lemma 6.5.

## A. 4 Proof of Lemma 6.6

We only provide the proof for $f_{H^{+}}$. The proof for the case $\boldsymbol{Q} \in\left\{S, D, I^{+}, W\right\}$ follows in the same way. For all $d, y \in \mathbb{N}$ and $z \in[0,1]$, let us consider the following function

$$
h((d, y) ; z):=\sum_{\ell=d-y+1}^{d} \ell b(d, z, \ell) .
$$

We define a sequence of bi-dimensional nonnegative integer valued random variables $\left\{X_{n}\right\}$ and $X$ with distributions

$$
\mathbb{P}\left(X_{n}=(d, y)\right)=\sum_{x \in \mathcal{A}_{d}} \mu_{x}^{(n)} q_{x}^{(n)}(y),
$$

and

$$
\mathbb{P}(X=(d, y))=\sum_{x \in \mathcal{A}_{d}} \mu_{x} q_{x}(y),
$$

where $\mathcal{A}_{d}:=\left\{x \in \mathcal{X}: d_{x}^{+}=d\right\}$. Then it follows that

$$
f_{H^{+}}^{(n)}(z)=\mathbb{E} h\left(X_{n} ; z\right) \quad \text { and } \quad f_{H^{+}}(z)=\mathbb{E} h(X ; z) .
$$

By Assumption 3a, we have $X_{n} \rightarrow X$ in distribution as $n \rightarrow \infty$. Moreover, for any $z \in[0,1]$, $0 \leqslant h((d, y) ; z) \leqslant d$. Thus, $h\left(X_{n} ; z\right) \leqslant X_{n}^{(1)}$, where $X_{n}^{(1)}$ is first dimensional component of $X_{n}$. Note also that by Assumption 3b, $X_{n}^{(1)}$ is uniformly integrable. Hence we have (as $n \rightarrow \infty)$ for all $z \in[0,1]$,

$$
f_{H^{+}}^{(n)}(z)=\mathbb{E} h\left(X_{n} ; z\right) \rightarrow \mathbb{E} h(X ; z)=f_{H^{+}}(z) .
$$

Further, an elementary calculation gives that

$$
\frac{\partial}{\partial z} b(d, z, \ell)=d b(d-1, z, \ell-1)-d b(d-1, z, \ell) .
$$

Combining now with the fact that $b(d, z, \ell) \in[0,1]$, we have $\left|\frac{\partial}{\partial z} b(d, z, \ell)\right| \leqslant d$. In addition, using a simple induction gives that for every $j \geqslant 0,\left|\frac{\partial^{j}}{\partial z^{j}} b(v, z, \ell)\right| \leqslant d^{j}$. We therefore obtain that

$$
\begin{equation*}
\left|\frac{\partial^{j}}{\partial z^{j}} h\left(X_{n} ; z\right)\right| \leqslant\left(X_{n}^{(1)}\right)^{j} \sum_{\ell=1}^{X_{n}^{(1)}} \ell \leqslant\left(X_{n}^{(1)}\right)^{j+2} . \tag{42}
\end{equation*}
$$

This is again, by Assumption 3b, uniformly integrable. Hence, we also have (as $n \rightarrow \infty$ )

$$
\frac{\partial^{j}}{\partial z^{j}} f_{H^{+}}^{(n)}(z)=\mathbb{E} \frac{\partial^{j}}{\partial z^{j}} h\left(X_{n} ; z\right) \rightarrow \mathbb{E} \frac{\partial^{j}}{\partial z^{j}} h(X ; z)=\frac{\partial^{j}}{\partial z^{j}} f_{H^{+}}(z)
$$

for all $z \in[0,1]$. Moreover, (42) also implies all these derivatives are uniformly bounded. Thus by the Arzela-Ascoli theorem (see e.g., [42]), as $n \rightarrow \infty, f_{H^{+}}^{(n)}(z) \rightarrow f_{H^{+}}(z)$ together with all its derivatives uniformly on [0, 1]. This completes the proof for $\boldsymbol{\infty}=H^{+}$and the proof for the case $\boldsymbol{\mu} \in\left\{S, D, I^{+}, W\right\}$ follows in the same way.

## A. 5 Proof of Lemma 6.7

We only provide the proof of (15). Other convergences are simpler and could be proved by using similar arguments.

First note that, for $\tilde{V}_{x, s}^{(n)}(t)=\sum_{\theta} \widetilde{V}_{x, \theta, s}^{(n)}(t)$, we have

$$
\begin{aligned}
\widetilde{V}_{x, s}^{(n)}(t) & =\sum_{\theta=1}^{d_{x}^{+}} \widetilde{M}_{x, \theta, s}^{(n)}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \sum_{\theta=1}^{d_{x}^{+}} \widetilde{M}_{x, \theta, j}^{(n)}(r) d r \\
& =\widetilde{M}_{x, s}^{(n)}(t)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \widetilde{M}_{x, j}^{(n)}(r) d r,
\end{aligned}
$$

where $\widetilde{M}_{x, s}^{(n)}(t):=\sum_{\theta=1}^{d_{x}^{+}} \widetilde{M}_{x, \theta, s}^{(n)}(t)$. This is again a partial sum and Theorem 6.3 applies. We therefore have

$$
\tilde{V}_{x, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \widetilde{\mathcal{Z}}_{x, s}\left(t \wedge t_{0}\right):=\sum_{\theta=1}^{d_{x}^{+}} \widetilde{\mathcal{Z}}_{x, \theta, s}\left(t \wedge t_{0}\right),
$$

in $\mathcal{D}[0, \infty)$. More precisely,

$$
\widetilde{M}_{x, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} Y_{x, s}\left(t \wedge t_{0}\right) \quad \text { in } \quad \mathcal{D}[0, \infty),
$$

where $Y_{x, s}$ is a continuous Gaussian process with $\mathbb{E} Y_{x, s}(t)=0$ and covariance

$$
\mathbb{E}\left[Y_{x, s}(t) Y_{x, s}(u)\right]=\sum_{\theta=1}^{d_{x}^{+}} \int_{0}^{t} e^{2 s r} d\left(-\varphi_{x, \theta, s}\left(e^{-r}\right)\right)=\int_{0}^{t} e^{2 s r} d\left(-\varphi_{x, s}\left(e^{-r}\right)\right)
$$

for $0 \leqslant t \leqslant u<\infty$ and

$$
\varphi_{x, s}(y)=\sum_{\theta=1}^{d_{x}^{+}} \varphi_{x, \theta, s}(y)=\mu_{x} \beta\left(d_{x}^{+}, y, s\right)
$$

We now prove that the convergence also hold for an infinite sum which is used to prove our final result. Let

$$
Q_{x, \theta, s}^{(n)}(t):=e^{-s t} n^{-1 / 2}\left(\widehat{v}_{x, \theta, s}^{(n)}-n e^{s t} \mu_{x}^{(n)} q_{x}^{(n)}(\theta) \beta\left(d_{x}^{+}, e^{-t}, s\right)\right)
$$

Then we have for all $(x, \theta, s)$ and all $t>0$,

$$
\operatorname{Var}\left(Q_{x, \theta, s}^{(n)}(t)\right) \leqslant \mu_{x}^{(n)} q_{x}^{(n)}(\theta)\left(1-q_{x}^{(n)}(\theta)\right)
$$

Recall that $\mathcal{X}_{s}^{+}$and $\mathcal{X}_{s}^{-}$denote the set of characteristics which have in-degree $d_{x}^{+} \geqslant s$ and out-degree $d_{x}^{-} \geqslant s$ respectively. Let $\Theta_{x}$ be an arbitrary subset of $\left\{1, \ldots, d_{x}^{+}\right\}$. By (38), the convergence holds for the finite sum $\sum_{x \in \mathcal{X} \backslash \mathcal{X}_{\ell}^{+}} \sum_{\theta \in \Theta_{x}} Q_{x, \theta, s}^{(n)}(t)$. We now consider the following infinite sum

$$
\sum_{x \in \mathcal{X}_{\ell}^{+}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} Q_{x, \theta, s}^{(n)}(t)
$$

Since power function can be controlled by exponential function, there exists a constant
$C>1$ such that for all $t>0$,

$$
\begin{aligned}
\sum_{x \in \mathcal{X}_{\ell}^{+}}\left(\left(d_{x}^{+}\right)^{2}+\left(d_{x}^{-}\right)^{2}\right) \operatorname{Var}\left(\sum_{\theta \in \Theta_{x}} Q_{x, \theta, s}^{(n)}(t)\right) & \leqslant \sum_{x \in \mathcal{X}_{\ell}^{+}}\left(\left(d_{x}^{+}\right)^{2}+\left(d_{x}^{-}\right)^{2}\right) \sum_{\theta \in \Theta_{x}} \operatorname{Var}\left(Q_{x, \theta, s}^{(n)}(t)\right) \\
& \leqslant \sum_{x \in \mathcal{X}_{\ell}^{-}}\left(d_{x}^{-}\right)^{2} \mu_{x}^{(n)}+2 \sum_{x \in \mathcal{X}_{\ell}^{+}}\left(d_{x}^{+}\right)^{2} \mu_{x}^{(n)} \\
& \leqslant \sum_{x \in \mathcal{X}_{\ell}^{-}} C^{d_{x}^{-}} \mu_{x}^{(n)}+2 \sum_{x \in \mathcal{X}_{\ell}^{+}} C^{d_{x}^{+}} \mu_{x}^{(n)} .
\end{aligned}
$$

Thus we have by Assumption 3b, for $n$ large enough, as $\ell \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t>0}\left|\sum_{x \in \mathcal{X}_{\ell}^{+}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta=1}^{d_{x}^{+}} Q_{x, \theta, s}^{(n)}(t)\right|\right] \rightarrow 0 \tag{43}
\end{equation*}
$$

Then using the convergence of the partial sums of $Q_{x, \theta, s}^{(n)}$, we can extend the convergence to an infinite sum of $Q_{x, \theta, s}^{(n)}$, by using e.g. [16, Theorem 4.2]. Further, the limit is also continuous. We therefore have in $\mathcal{D}[0, \infty)$,

$$
\begin{equation*}
\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} Q_{x, \theta, s}^{(n)}(t) \xrightarrow{d} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \hat{\mathcal{Z}}_{x, \theta, s}(t) . \tag{44}
\end{equation*}
$$

On the other hand, for the following infinite sum, we have

$$
\begin{aligned}
\bar{V}_{s}^{(n)}(t):= & \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \widetilde{V}_{x, \theta, s}^{(n)}(t) \\
= & \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \widetilde{M}_{x, \theta, s}^{(n)}(t) \\
& +\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \widetilde{M}_{x, \theta, j}^{(n)}(r) d r \\
= & \bar{M}_{s}^{(n)}(t)+\sum_{j=s+1}^{\infty} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \bar{M}_{j}^{(n)}(r) d r,
\end{aligned}
$$

where $\bar{M}_{s}^{(n)}(t):=\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \widetilde{M}_{x, \theta, s}^{(n)}(t)$ is a martingale with initial value 0.
We set the convention that $\widetilde{M}_{x, s}^{(n)}(t)=0$ for $d_{x}^{+}<s$. By a similar way as done for (32), we obtain that the quadratic variation of $\bar{M}_{s}^{(n)}$, which is

$$
\left[\bar{M}_{s}^{(n)}, \bar{M}_{s}^{(n)}\right]_{t} \leqslant 2 e^{2 s t} \sum_{x \in \mathcal{X}_{s}^{+}}\left(\left(d_{x}^{+}\right)^{2}+\left(d_{x}^{-}\right)^{2}\right) V_{x, s}^{(n)}(0) / n .
$$

Using Assumption 3b, for all $A>1$, there exists constants $C_{s}$ and $C_{s, A}$ such that

$$
\begin{aligned}
\sum_{x \in \mathcal{X}_{s}^{+}}\left(\left(d_{x}^{+}\right)^{2}+\left(d_{x}^{-}\right)^{2}\right) V_{x, s}^{(n)}(0) & \leqslant \sum_{x \in \mathcal{X}_{s}^{-}}\left(d_{x}^{-}\right)^{2} V_{x, s}^{(n)}(0)+2 \sum_{x \in \mathcal{X}_{s}^{+}}\left(d_{x}^{+}\right)^{2} V_{x, s}^{(n)}(0) \\
& \leqslant A^{-s} \sum_{x \in \mathcal{X}} \mu_{x}^{(n)}\left(2\left(C_{s} A\right)^{d_{x}^{+}}+\left(C_{s} A\right)^{d_{x}^{-}}\right) \leqslant C_{s, A} A^{-s} n
\end{aligned}
$$

Thus for any $t>0$ and a fixed $T$, by choosing $A=e^{2 t+4 T}$ we get

$$
\left[\bar{M}_{s}^{(n)}, \bar{M}_{s}^{(n)}\right]_{t} \leqslant 2 \sum_{x \in \mathcal{X}_{s}^{+}}\left(\left(d_{x}^{+}\right)^{2}+\left(d_{x}^{-}\right)^{2}\right) e^{2 s t} V_{s}^{(n)}(0) / n \leqslant C_{s, A} e^{-4 T s} .
$$

By Doob's $L^{2}$ inequality, we have (for some constant $C_{s, T}^{\prime}$ )

$$
\mathbb{E}\left[\sup _{t \leqslant T}\left(\bar{M}_{s}^{(n)}(t)\right)^{2}\right] \leqslant 4 \mathbb{E}\left[\bar{M}_{s}^{(n)}, \bar{M}_{s}^{(n)}\right]_{T} \leqslant C_{s, T}^{\prime} e^{-4 T s} .
$$

Then combining the Cauchy-Schwarz inequality, we obtain (for some constant $C_{s, T}^{\prime \prime}$ )

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leqslant T}\left|\bar{M}_{s}^{(n)}(t)\right|\right] \leqslant C_{s, T}^{\prime \prime} e^{-2 T s} . \tag{45}
\end{equation*}
$$

Let us define

$$
\xi_{N, n}(t):=\sum_{j=N}^{\infty} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \bar{M}_{j}^{(n)}(r) d r .
$$

Then by (45) and some (simple) calculations we find that

$$
\begin{aligned}
\mathbb{E}\left(\sup _{t \leqslant T}\left|\xi_{N, n}(t)\right|\right) & \leqslant \sum_{j=N}^{\infty} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \mathbb{E}\left[\sup _{t \leqslant T}\left|\bar{M}_{j}^{(n)}(t)\right|\right] d r \\
& \leqslant C_{s, T}^{\prime \prime} T \sum_{j=N}^{\infty} s\binom{j-1}{s}\left(1-e^{-T}\right)^{j-s-1} e^{-2 T j} \\
& \leqslant C_{s, T}^{\prime \prime} T s e^{s T} \sum_{j=N}^{\infty} e^{-2 T j}
\end{aligned}
$$

which implies for any fixed $s$ and $T, \mathbb{E}\left(\sup _{t \leqslant T}\left|\xi_{N, n}(t)\right|\right) \rightarrow 0$ as $N \rightarrow \infty$, uniformly in $n$.
Using again the convergence of the partial sums of $\tilde{V}_{x, \theta, s}^{*(n)}$, we can extend the convergence to some infinite sums of $\widetilde{V}_{x, \theta, s}^{(n)}$. It follows that in $\mathcal{D}[0, \infty)$,

$$
\begin{equation*}
\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} e^{-s t} \tilde{V}_{x, \theta, s}^{(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \tilde{\overline{\mathcal{Z}}}_{x, \theta, s}\left(t \wedge t_{0}\right) . \tag{46}
\end{equation*}
$$

Combining now (44) and (46), it then follows that jointly for any $s>0$,

$$
\sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right),
$$

and also the partial sum for any fixed $r$,

$$
\begin{equation*}
\sum_{s=1}^{r} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{s=1}^{r} \sum_{x \in \mathcal{X}}\left(d_{x}^{+}+d_{x}^{-}\right) \sum_{\theta \in \Theta_{x}} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right) . \tag{47}
\end{equation*}
$$

Then notice that for any $x \in \mathcal{X}, d_{x}^{+}>0$, thus we have that

$$
\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}(t)=\sum_{s=2}^{\infty} \sum_{x \in \mathcal{X}} \sum_{\theta \in \Theta_{x}} V_{x, \theta, s}^{*(n)}(t)
$$

with taking $\Theta_{x}=\left\{1, \ldots, d_{x}^{+}\right\}$. Similarly, we define the following infinite tail sum

$$
\bar{\xi}_{N, n}(t):=\sum_{s=N}^{\infty} \sum_{x \in \mathcal{X}} \sum_{\theta \in \Theta_{x}} \tilde{V}_{x, \theta, s}^{(n)} .
$$

Note that when $s$ is large, $C_{s, T}^{\prime \prime}$ can be bounded by another constant $C_{T}$ only depending on $T$. Then by the same way as above and (45), we obtain

$$
\begin{aligned}
\mathbb{E}\left(\sup _{t \leqslant T}\left|\bar{\xi}_{N, n}(t)\right|\right) \leqslant & \sum_{s=N}^{\infty} \sum_{j=s+1}^{\infty} s\binom{j-1}{s} \int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \mathbb{E}\left[\sup _{t \leqslant T}\left|\bar{M}_{j}^{(n)}(t)\right|\right] d r \\
& +\sum_{s=N}^{\infty} \bar{M}_{s}^{(n)}(t) \\
\leqslant & C_{T} \sum_{s=N}^{\infty} e^{-2 T s}+\leqslant C_{T} T \sum_{j=N+1}^{\infty} \sum_{s=N}^{j-1} s\binom{j-1}{s}\left(1-e^{-T}\right)^{j-s-1} e^{-2 T j} \\
\leqslant & C_{T} \sum_{s=N}^{\infty} e^{-2 T s}+C_{T} \sum_{j=N+1}^{\infty} j e^{j T} e^{-2 T j} \leqslant 2 C_{T} \sum_{s=N}^{\infty} s e^{-s T}
\end{aligned}
$$

which implies that for any fixed $T>0, \mathbb{E}\left(\sup _{t \leqslant T}\left|\xi_{N, n}(t)\right|\right) \rightarrow 0$ as $N \rightarrow \infty$, uniformly in $n$. Combine with (43), we therefore have that for any $T>0$ fixed, as $\ell \rightarrow \infty$,

$$
\mathbb{E}\left[\sup _{t \leqslant T}\left|\sum_{x \in \mathcal{X}_{\ell}^{+}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}(t)\right|\right] \rightarrow 0
$$

Hence the same argument [16, Theorem 4.2] allows us to pass the limit under the infinite sum and with the limit being continuous. It then follows that, by using (47) and letting
$r \rightarrow \infty$, to obtain that in $\mathcal{D}[0, \infty)$,

$$
\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} V_{x, \theta, s}^{*(n)}\left(t \wedge \tau_{n}\right) \xrightarrow{d} \sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \sum_{s=d_{x}^{+}-\theta+2}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*}\left(t \wedge t_{0}\right) .
$$

## A. 6 Covariances in Theorem 3.6

Using all the notations of Section 6.5 and 6.6, we now compute the covariances in Theorem 3.6 for the continuous Gaussian processes $\mathcal{Z}_{S}, \mathcal{Z}_{H^{+}}, \mathcal{Z}_{I^{+}}$and $\mathcal{Z}_{W}$.

For convenience, we make a change of variable $y=e^{-t}$, which decreases from 1 to 0 as $t$ varies from 0 to $\infty$. We use the notations

$$
\sigma_{L}(y):=\operatorname{Var}\left(\mathcal{Z}_{L}(-\ln y)\right), \quad \sigma_{x, \theta, s}^{L}(y):=\operatorname{Cov}\left(\mathcal{Z}_{L}(-\ln y), \mathcal{Z}_{x, \theta, s}^{*}(-\ln y)\right)
$$

We now compute $\sigma_{L}(y)$ and $\sigma_{x, \theta, s}^{L}(y)$. In order to compute $\sigma_{x, \theta, s}^{L}$, we apply Theorem 6.3 to $\widetilde{L}_{n}$ and $\widetilde{M}_{x, \theta, s}^{(n)}$ for all $s=d_{x}^{+}-\theta+1, \ldots, d_{x}^{+}$. Observe that each time $V_{x, \theta, s}^{(n)}$ decreases by 1 , also an in ball dies and thus $L_{n}$ decreases by 1 . Hence, the quadratic covariation is

$$
\begin{aligned}
{\left[\widetilde{M}_{x, \theta, s}^{(n)}, \widetilde{L}_{n}\right]_{t} } & =n^{-1} \sum_{0<r \leqslant t} \Delta M_{x, \theta, s}^{(n)}(r) \Delta \widehat{L}_{n}(r)=n^{-1} \sum_{0<r \leqslant t} \Delta \widehat{V}_{x, \theta, s}^{(n)}(r) \Delta \widehat{L}_{n}(r) \\
& =n^{-1} \sum_{0<r \leqslant t} e^{(s+1) r} \Delta V_{x, \theta, s}^{(n)}(r) \Delta L_{n}(r)=n^{-1} \int_{0}^{t} e^{(s+1) r} d\left(-V_{x, \theta, s}^{(n)}(r)\right)
\end{aligned}
$$

Using integration by parts as before and formula (31), we can obtain that

$$
\begin{aligned}
{\left[\widetilde{M}_{x, \theta, s}^{(n)}, \widetilde{L}_{n}\right]_{t} } & =\int_{0}^{t} e^{(s+1) r} d\left(-\varphi_{x, \theta, s}\left(e^{-r}\right)\right)+o_{p}(1) \\
& =\int_{e^{-t}}^{1} u^{-(s+1)} d \varphi_{x, \theta, s}(u)+o_{p}(1)
\end{aligned}
$$

We can then compute all needed covariances. First, the above analysis together with Theorem 6.3, gives that for all $(x, \theta, s) s$,

$$
\operatorname{Cov}\left(Y_{x, \theta, s}(-\ln y), \tilde{\mathcal{Z}}_{L}(-\ln y)\right)=\int_{y}^{1} u^{-(s+1)} d \varphi_{x, \theta, s}(u)
$$

where $Y_{x, \theta, s}$ is defined in (33).
For $\sigma_{L}(y)$ we have

$$
\begin{equation*}
\sigma_{L}(y):=\operatorname{Var}\left(\mathcal{Z}_{L}(-\ln y)\right)=\operatorname{Var}\left(y \tilde{\mathcal{Z}}_{L}(-\ln y)\right)=\lambda\left(y-y^{2}\right) / 2 . \tag{48}
\end{equation*}
$$

Similarly, the above analysis together with Theorem 6.3, gives that for all $x, \theta$,

$$
\operatorname{Cov}\left(Y_{x, \theta, s}(-\ln y), \tilde{\mathcal{Z}}_{L}(-\ln y)\right)=\int_{y}^{1} u^{-(s+1)} d \varphi_{x, \theta, s}(u)
$$

On the other hand, for $v \leqslant t, \operatorname{Cov}\left(Y_{x, \theta, s}(v), \widetilde{\mathcal{Z}}_{L}(t)\right)=\operatorname{Cov}\left(Y_{x, \theta, s}(v), \widetilde{\mathcal{Z}}_{L}(v)\right)$. Thus we have

$$
\begin{aligned}
& \operatorname{Cov}\left(\widetilde{\mathcal{Z}}_{x, \theta, s}(-\ln y), \widetilde{\mathcal{Z}}_{L}(-\ln y)\right) \\
= & \operatorname{Cov}\left(Y_{x, \theta, s}(t), \widetilde{\mathcal{Z}}_{L}(t)\right)+\int_{0}^{t}\left(e^{-r}-e^{-t}\right)^{j-s-1} e^{-r} \operatorname{Cov}\left(Y_{x, \theta, s}(r), \widetilde{\mathcal{Z}}_{L}(r)\right) d r \\
= & \int_{y}^{1} u^{-(s+1)} d \varphi_{x, \theta, s}(u)+\sum_{j=s+1}^{d_{x}^{+}} s\binom{j-1}{s} f_{s j}(y),
\end{aligned}
$$

where, with a change of variable $u=e^{-r}$, the function $f_{s j}(y)$ is defined as

$$
\begin{aligned}
f_{s j}(y): & =\int_{y}^{1}(u-y)^{j-s-1} \int_{u}^{1} v^{-(j+1)} d \varphi_{x, \theta, j}(v) d u \\
& =\int_{y}^{1} \int_{y}^{v}(u-y)^{j-s-1} v^{-(j+1)} d u d \varphi_{x, \theta, j}(v) \\
& =\frac{1}{j-s} \int_{y}^{1}(v-y)^{j-s} v^{-(j+1)} d \varphi_{x, \theta, j}(v) .
\end{aligned}
$$

We thus obtain

$$
\operatorname{Cov}\left(\tilde{\mathcal{Z}}_{x, \theta, s}(-\ln y), \tilde{\mathcal{Z}}_{L}(-\ln y)\right)=\sum_{j=s}^{d_{x}^{+}}\binom{j-1}{s-1} \int_{y}^{1}(v-y)^{j-s} v^{-(j+1)} d \varphi_{x, \theta, j}(v) .
$$

Also, notice that $\operatorname{Cov}\left(\hat{\mathcal{Z}}_{x, \theta, s}(-\ln y), \tilde{\mathcal{Z}}_{L}(-\ln y)\right)=0$ since they are independent. Then we conclude that

$$
\begin{align*}
\sigma_{x, \theta, s}^{L}(y) & :=y^{s+1} \operatorname{Cov}\left(\widetilde{\mathcal{Z}}_{x, \theta, s}(-\ln y), \widetilde{\mathcal{Z}}_{L}(-\ln y)\right) \\
& =y^{s+1} \sum_{j=s}^{d_{x}^{+}}\binom{j-1}{s-1} \int_{y}^{1}(v-y)^{j-s} v^{-(j+1)} d \varphi_{x, \theta, j}(v) . \tag{49}
\end{align*}
$$

We can write now the covariances for the processes $\mathcal{Z}_{S}, \mathcal{Z}_{H^{+}}, \mathcal{Z}_{I^{+}}$and $\mathcal{Z}_{W}$ by using $\sigma_{L}(y)$ and $\sigma_{x, \theta, s}^{L}(y)$ (calculated above), $\widetilde{\sigma}_{x, \theta, r, s}(y)$ and $\widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}$ (given in Lemma 6.5). We only write the covariances between $\mathcal{Z}_{S}, \mathcal{Z}_{H^{+}}$and $\mathcal{Z}_{W}$; the covariances of $\mathcal{Z}_{I^{+}}$could be easily deduced from those of $\mathcal{Z}_{H^{+}}$. For convenience, we set $\pi_{x}(\theta):=d_{x}^{+}-\theta+1$ in the following.

For the variances, by using (19)-(22), we have:

$$
\begin{gather*}
\sigma_{W, W}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[\left(d_{x}^{-}\right)^{2} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)-2 d_{x}^{-} \sigma_{x, \theta, \pi_{x}(\theta)}^{L}(y)\right]+\sigma_{L}(y) \\
+\sum_{x \in \mathcal{X}}\left(d_{x}^{-}\right)^{2} \sum_{\theta_{1}=1}^{d_{x}^{+}} \sum_{\theta_{2}=1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y) .  \tag{50}\\
\sigma_{S, S}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+\sum_{x \in \mathcal{X}} \sum_{\theta_{1}=1}^{d_{x}^{+}} \sum_{\theta_{2}=1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y), \tag{51}
\end{gather*}
$$

and,

$$
\begin{align*}
& \sigma_{H^{+}, H^{+}}(y)= \sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[\pi_{x}^{2}(\theta) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+2 \sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \pi_{x}(\theta) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right. \\
&\left.+\sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \sum_{r=\pi_{x}(\theta)+1}^{d_{x}^{+}} \tilde{\sigma}_{x, \theta, r, s}(y)\right] \\
&+\sum_{x \in \mathcal{X}} \sum_{\theta_{1}=1}^{d_{x}^{+}} \sum_{\theta_{2}=1}^{d_{x}^{+}}\left[\sum_{s_{1}=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \sum_{s_{2}=\pi_{x}\left(\theta_{2}\right)+1}^{d_{x}^{+}} \pi_{x}\left(\theta_{1}\right) \pi_{x}\left(\theta_{2}\right) \hat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)\right.  \tag{52}\\
&\left.+\widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}(y)+2 \pi_{x}\left(\theta_{2}\right) \sum_{s_{2}=\pi_{x}\left(\theta_{2}\right)+1}^{d_{x}^{+}} \hat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)\right]
\end{align*}
$$

For the covariances, by using again (19)-(22), we have:

$$
\begin{gather*}
\sigma_{S, H^{+}}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[\pi_{x}(\theta) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+\sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right] \\
+\sum_{x \in \mathcal{X}} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}}\left[\pi_{x}\left(\theta_{1}\right) \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)+\sum_{s=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)\right],  \tag{53}\\
\sigma_{S, W}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[\sigma_{x, \theta, \pi_{x}(\theta)}^{L}(y)-d_{x}^{-} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)\right]  \tag{54}\\
-\sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta_{1}=1}^{d_{x}^{+}} \sum_{\theta_{2}=1}^{d_{x}^{+}} \hat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)
\end{gather*}
$$

and,

$$
\begin{align*}
& \sigma_{H^{+}, W}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}} {\left[-d_{x}^{-} \pi_{x}(\theta) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+\pi_{x}(\theta) \sigma_{x, \theta, \pi_{x}(\theta)}^{L}(y)\right.} \\
&\left.+\sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}}\left(\sigma_{x, \theta, s}^{L}(y)-d_{x}^{-} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right)\right]  \tag{55}\\
&-\sum_{x \in \mathcal{X}} d_{x}^{-} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}}\left[\sum_{s=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)+\pi_{x}\left(\theta_{1}\right) \hat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)\right] .
\end{align*}
$$

As for the covariances of $\mathcal{Z}_{I^{+}}$, we can deduce from the above six formulas by using the relation (21).

## A. 7 Covariances in Theorem 4.2

In this section, we provide the variances for Gaussian processes $\mathcal{Z}_{\diamond}(t)$ and $\mathcal{Z}_{\diamond}^{\star}$ in Theorem 4.2. First, let us define

$$
\begin{gathered}
\mathcal{Z}_{\diamond}^{(1)}:=\sum_{x \in \mathcal{X}} \bar{L}_{\dot{x}}^{\odot} \sum_{\theta=1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t), \\
\mathcal{Z}_{\diamond}^{(2)}:=\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1) \mathcal{Z}_{x, \theta, d_{x}^{+}-\theta+1}^{*}(t)-\sum_{s=d_{x}^{+}-\theta+1+1}^{d_{x}^{+}} \mathcal{Z}_{x, \theta, s}^{*}(t)\right] .
\end{gathered}
$$

Let $\sigma_{i, j}\left(e^{-t}\right):=\operatorname{Cov}\left(\mathcal{Z}_{\diamond}^{(i)}(t), \mathcal{Z}_{\diamond}^{(j)}(t)\right), i, j=1,2$. The variance $\sigma_{\diamond}(t)$ is therefore

$$
\begin{equation*}
\sigma_{\diamond}(t)=\sigma_{1,1}\left(e^{-t}\right)+2 \sigma_{1,2}\left(e^{-t}\right)+\sigma_{2,2}\left(e^{-t}\right) \tag{56}
\end{equation*}
$$

where $\sigma_{i, j}(y)$ (for $i, j=1,2$ ) are calculated in the following. By using results of Section A.6, we have (recall that $\pi_{x}(\theta):=d_{x}^{+}-\theta+1$ ):

$$
\sigma_{1,1}(y)=\sum_{x \in \mathcal{X}}\left(\bar{L}_{x}^{\odot}\right)^{2}\left(\sum_{\theta=1}^{d_{x}^{+}} \tilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+\sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}} \hat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)\right),
$$

$$
\begin{aligned}
& \sigma_{2,2}(y)=\sum_{x \in \mathcal{X}}\left(\bar{L}_{x}^{\diamond}\right)^{2} \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1)^{2} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)-2(\theta-1) \sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \tilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right. \\
& \left.+\sum_{r, s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \tilde{\sigma}_{x, \theta, r, s}(y)\right]+\sum_{x \in \mathcal{X}}\left(\bar{L}_{x}^{\diamond}\right)^{2} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}}\left[\sum_{s_{1}=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \sum_{s_{2}=\pi_{x}\left(\theta_{2}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s_{1}, s_{2}}(y)\right. \\
& \left.+\left(\theta_{1}-1\right)\left(\theta_{2}-1\right) \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)-2\left(\theta_{2}-1\right) \sum_{s=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)\right],
\end{aligned}
$$

and,

$$
\begin{aligned}
& \sigma_{1,2}(y)=\sum_{x \in \mathcal{X}} \sum_{\theta=1}^{d_{x}^{+}}\left[(\theta-1) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)-\sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right] \\
& +\sum_{x \in \mathcal{X}} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}}\left[\left(\theta_{1}-1\right) \hat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)-\sum_{s=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)\right] .
\end{aligned}
$$

Now we calculate the variance of $\mathcal{Z}_{\widehat{\diamond}}^{\star}$. Since it has been shown that

$$
\mathcal{Z}_{\diamond}^{\star}:=\mathcal{Z}_{\diamond}\left(t^{\star}\right)-\alpha^{-1} f_{\diamond}^{\prime}\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right)=\mathcal{Z}_{\diamond}\left(t^{\star}\right)-\Delta\left(z^{\star}\right) \mathcal{Z}_{W}\left(t^{\star}\right),
$$

where $\Delta\left(z^{\star}\right):=\alpha^{-1} f_{\diamond}^{\prime}\left(z^{\star}\right)$. We have that

$$
\begin{equation*}
\sigma_{\diamond}^{\star}:=\sigma_{\diamond}\left(t^{\star}\right)+\Delta\left(z^{\star}\right)^{2} \sigma_{W, W}\left(z^{\star}\right)-2 \Delta\left(z^{\star}\right) \sigma_{\diamond, W}\left(z^{\star}\right) . \tag{57}
\end{equation*}
$$

We already calculated $\sigma_{\diamond}$ and $\sigma_{W, W}$ (see Appendix A.6). The term $\sigma_{\diamond, W}\left(e^{-t}\right)$ can be calculated by using

$$
\begin{aligned}
\sigma_{\diamond, W}\left(e^{-t}\right)= & -\operatorname{Cov}\left(Z_{\diamond}^{(1)}(t), Z_{W}(t)\right)-\operatorname{Cov}\left(Z_{\diamond}^{(2)}(t), Z_{W}(t)\right) \\
& =-\sigma_{\diamond, W}^{(1)}\left(e^{-t}\right)-\sigma_{\diamond, W}^{(2)}\left(e^{-t}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\sigma_{\diamond, W}^{(1)}(y)= & \sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} \sum_{\theta=1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta, \pi_{x}(\theta)}(y)-\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} d_{x}^{-} \sum_{\theta=1}^{d_{x}^{+}} \tilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y) \\
& -\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\odot} d_{x}^{-} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y),
\end{aligned}
$$

and,

$$
\begin{aligned}
& \sigma_{\diamond, W}^{(2)}(y)=\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} \sum_{\theta=1}^{d_{x}^{+}}\left[-d_{x}^{-}(\theta-1) \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), \pi_{x}(\theta)}(y)+(\theta-1) \hat{\sigma}_{x, \theta, \pi_{x}(\theta)}(y)\right. \\
& \left.\quad-\sum_{s=\pi_{x}(\theta)+1}^{d_{x}^{+}}\left(\sigma_{x, \theta, s}^{L}(y)-d_{x}^{-} \widetilde{\sigma}_{x, \theta, \pi_{x}(\theta), s}(y)\right)\right] \\
& +\sum_{x \in \mathcal{X}} \bar{L}_{x}^{\diamond} d_{x}^{-} \sum_{\theta_{1}, \theta_{2}=1}^{d_{x}^{+}}\left[\sum_{s=\pi_{x}\left(\theta_{1}\right)+1}^{d_{x}^{+}} \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, s, \pi_{x}\left(\theta_{2}\right)}(y)-\left(\theta_{1}-1\right) \widehat{\sigma}_{x, \theta_{1}, \theta_{2}, \pi_{x}\left(\theta_{1}\right), \pi_{x}\left(\theta_{2}\right)}(y)\right] .
\end{aligned}
$$
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