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Abstract

We consider a general tractable model for default contagion and systemic risk in a

heterogeneous financial network, subject to an exogenous macroeconomic shock. We show

that, under some regularity assumptions, the default cascade model could be transferred to a

death process problem represented by balls-and-bins model. We also reduce the dimension of

the problem by classifying banks according to di↵erent types, in an appropriate type space.

These types may be calibrated to real-world data by using machine learning techniques. We

then state various limit theorems regarding the final size of default cascade over di↵erent

types. In particular, under suitable assumptions on the degree and threshold distributions,

we show that the final size of default cascade has asymptotically Gaussian fluctuations.

We next state limit theorems for di↵erent system-wide wealth aggregation functions and

show how the systemic risk measure, in a given stress test scenario, could be related to the

structure and heterogeneity of financial networks. We finally show how these results could

be used by a social planner to optimally target interventions during a financial crisis, with

a budget constraint and under partial information of the financial network.
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1 Introduction

The financial crisis 2007-2009 has illustrated the significance of network structure on the

amplification of initial shocks in the banking system to the level of the global financial

system, leading to an economic recession.

This paper studies structural and dynamic models for loss propagation in the network of

liabilities. This is in contrast to the well-known systemic risk indicators such as CoVAR [54]

or SES [2], which are based on measuring losses in terms of market equity.

Empirical studies on network topology of banking systems show that we may have very

di↵erent structures; from centralized networks as in [50] to core-periphery structures [23,

30, 47] and scale-free structures as in [17, 21]. The main focus of this paper is to use limit

theorems to establish a link between the (final) size of default cascade to the structure

and heterogeneity of financial networks. The paper also studies limit theorems to quantify

the system-wide wealth and systemic risk in the financial system. We also show how these

results could be used by a social planner to optimally target interventions during a financial

crisis, under partial information of the financial network and under some budget constraint.

Dealing with missing data is another important aspect of this paper. While recent

e↵orts have made available a tremendous amount of financial data, we are far from a

global financial data collection firm-by-firm and there are systemic institutions which are

not required to report their positions. As pointed out in [14, 33, 35, 53, 55], in general,

there is only partial information available on the financial network, e.g., the total size of

the assets and liabilities for each institution. Our probabilistic approaches allow us to deal

with the incomplete observation of system connections. We also reduce the dimension of the

problem by considering a classification of financial institutions according to di↵erent types

(characteristics), in an appropriate type space X . These characteristics may be calibrated

to real-world data by using machine learning techniques for classification.

There is an emerging literature on systemic risk and financial networks, see e.g. [20, 37]

for two recent surveys and references there. An extensive research in this area focuses on

equilibrium approach, to derive recovery rates from an elegant fixed point equation [26, 27,

34, 52]. This relies on the assumption that all debts are instantaneously cleared, unlikely to

hold in reality. Even in a given shock scenario, recovery rates are uncertain. For example,

recovery rates after the failure of Lehman were around 8% ([49]). In this paper we model

recovery rates as given. The model could be easily extended to a setup with random recovery

rates satisfying some cash-flow consistency conditions, see e.g. [11].

Our work is related to the literature on network structure and contagion, see e.g., [3,

43, 46, 48, 59, 60] in the context of social networks and [1, 4, 13, 18, 25, 28, 31, 45, 51] for

default contagion in financial networks.

To the best of our knowledge, our paper is the first to provide central limit theorems

for default contagion and systemic risk in random financial networks. More closely related

to our work, [9] study default contagion on configuration model and derive a criterion for

the resilience of a financial network to insolvency contagion, based on connectivity and the
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structure of contagious links (i.e., those exposures of a bank larger than its capital). We

propose multiple extensions of [9]:

• We slightly generalize the default contagion model and allow for more network het-

erogeneity by considering the type-dependent threshold model. These types may be

calibrated to real-world data by using machine learning techniques for classification.

• We transfer the default cascade model to a death process problem represented by

balls-and-bins model. This allows us to provide the limit theorems for the dynamic

contagion model 1.

• The primary contribution of this paper is to provide central limit theorems for de-

fault contagion and systemic risk. We show that the final size of default cascade has

asymptotically Gaussian fluctuations and state various theorems regarding the joint

asymptotic normality between di↵erent contagion parameters, including the number

of solvent banks, defaulted banks, healthy links (those initiated by solvent banks) and

infected links (those initiated by defaulted banks) at any time t.

• Our next set of results concern the limit theorems for system-wide wealth aggregation

functions, which could be used for measuring and quantifying systemic risk. This also

provide an indicator for the health of financial system in di↵erent stress scenarios.

• Finally, we consider a social planner who seeks to optimally target interventions dur-

ing a financial crisis, under partial information of the financial network and with a

budget constraint. We show how limit theorems allows us to simplify the optimization

problem. The complete information setup has been recently studied in [32, 36].

Aside from the application to default contagion and systemic risk in financial networks,

our results contribute to the literature on di↵usion processes on random graphs. Related

problems are the k-core and bootstrap percolation. The k-core of any finite graph can be

found by removing nodes with degree less than k, in any order, until no such nodes exist.

The asymptotic normality of k-core has been studied in [41]. We also study the default

contagion in a similar way as in [41], by transferring the process to a death process problem

represented by balls-and-bins model. We generalize their results by allowing di↵erent types

and threshold levels to each of nodes. The bootstrap percolation is a di↵usion process

that has been studied on a variety of graphs, see e.g., [5, 6, 39]. In bootstrap percolation

process, for a fixed threshold ✓ • 2, there is an initially subset of active nodes and in each

round, each inactive node that has at least ✓ active neighbors becomes active and remains

so forever. The asymptotic normality of bootstrap percolation has been recently studied

in [8]. Our results generalize those of previous studies on bootstrap percolation in random

graphs to the case of heterogeneous random directed networks with type-dependent random

thresholds.

We end this introduction by the following remark. In the real world application, using

limit theorems requires some caution. For example, in order for the asymptotic analysis

1
The balls-and-bins model has been previously used in the economic literature; see e.g. [15] for a balls-and-bins

model of international trade.
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to be relevant, the financial network should be su�ciently large. This could be true for

example at the level of a large economic zone. Moreover, financial networks may have

small cycles. Most existing literature on random networks future locally tree-like property.

However, recent literature shows that the basic configuration model can be extended to

incorporate clustering; see e.g., [22, 57]. Moreover, following the recent literature on port-

folio compression in financial networks (see e.g., [10, 24, 58]), the study of default contagion

and systemic risk in sparse financial networks regime becomes significantly important, as

portfolio compression removes small cycles. In light of its tractability and interpretability,

as well as its potential to be enriched with clustering, in this paper we use the configuration

model as our base model. Note that the closed form interpretable limit theorems that we

provide could also serve as a mandate for regulators to collect data on those specific network

characteristics and assess systemic risk via more intensive computational methods.

Outline. The paper is organized as follows. Section 2 introduces a model for the net-

work of financial counterparties and describe a mechanism for default cascade in such a

network, after an exogenous macroeconomic shock. We also describe how the default con-

tagion model could be transferred to a death process problem represented by balls-and-bins

model. Section 3 gives our main results on limit theorems for the final size of default

cascade. In particular, under some regularity assumptions, we show that di↵erent default

contagion parameters have asymptotically Gaussian fluctuations. Section 4 states limit

theorems for di↵erent financial system aggregation functions, which are used for measuring

and quantifying systemic risk. Section 5 shows how these limit theorems could be used by

a social planner to optimally target interventions during a financial crisis, with a budget

constraint and under partial information of the financial network. Proof of main theorems

are given in Section 6. Section 7 concludes. Proof of lemmas are provided in Appendix A.

Notation. Let tXnunPN be a sequence of real-valued random variables on a probability

space p⌦,F ,Pq. If c P R is a constant, we write Xn

p›Ñ c to denote that Xn converges in

probability to c. That is, for any ✏ ° 0, we have Pp|Xn ´ c| ° ✏q Ñ 0 as n Ñ 8. We write

Xn

d›Ñ X to denote that Xn converges in distribution to X. Let tanunPN be a sequence

of real numbers that tends to infinity as n Ñ 8. We write Xn “ oppanq, if |Xn|{an p›Ñ 0.

If En is a measurable subset of ⌦, for any n P N, we say that the sequence tEnunPN occurs

with high probability (w.h.p.) or almost surely (a.s.) if PpEnq “ 1 ´ op1q, as n Ñ 8. Also,

we denote by Binpk, pq a binomial distribution corresponding to the number of successes

of a sequence of k independent Bernoulli trials each having probability of success p. The

notation 11tEu is used for the indicator of an event E ; this is 1 if E holds and 0 otherwise. We

deonte by Dr0,8q the standard space of right-continuous functions with left limits on r0,8q
equipped with the Skorokhod topology (see e.g. [38, 42]). We will suppress the dependence

of parameters on the size of the network n, if it is clear from the context.
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2 Model

2.1 Financial Network

Consider an economy En consisting of n interlinked financial institutions (banks) denoted

by rns :“ t1, 2, . . . , nu that intermediate credit among end-users. Banks hold claims on each

other. Interbank liabilities are represented by a matrix of nominal liabilities p`ijq. For two
financial institutions i, j P rns, `ij • 0 denotes the cash-amount that bank i owes bank j.

This also represents the maximum loss related to direct claims, incurred by bank j upon

the default of bank i. The total nominal liabilities of bank i sum up to `i “ ∞
jPrns `ij , while

the total value of interbank assets sum up to ai “ ∞
jPrns `ji. The total value of claims held

by end-users on bank i (deposits) is given by di. The total value of claims held by bank i

on end-users (external assets) is denoted by ei.

In a stress testing framework, we apply a (fractional) shock ✏i to the external assets

of bank i. Table 1 summarizes a stylized balance sheet of bank i after the shock ✏i. The

capital of bank i after the shock denoted by ci “ cip✏iq satisfies ci “ p1´ ✏iqei `ai ´ `i ´di,

which represents the capacity of bank i to absorb losses while remaining solvent.

External assets Deposits
ei di

✏iei - loss on assets Interbank liabilities
`i “ ∞

jPrns `ij
Interbank assets
ai “ ∞

jPrns `ji Capital

ci
✏iei - loss on capital

Assets Liabilities

Table 1: Stylized balance sheet of bank i after shock.

A financial institution i P rns is said to be fundamentally insolvent if its capital after

the shock is negative, i.e. ci † 0. For a given shock scenario ✏ “ p✏1, . . . , ✏nq P r0, 1sn, we
let the set of fundamental defaults D0p✏q “ ti P rns : cip✏iq † 0u. In the next section, we

define the default cascade triggered by fundamentally insolvent institutions D0p✏q.

2.2 Default Cascade

In the given shock scenario ✏, following the fundamentally insolvent institutions D0p✏q,
there will be a default contagion process. Let us denote by Rij “ Rijp✏q the recovery rate

of the liability of i to j. The matrix of recovery rates is denoted by R “ pRijq. Since any

bank i cannot pay more than its external assets p1 ´ ✏iqei plus what it recovered from its
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debtors, the recovery rates of i should satisfy the following cash-flow consistency constraints

p1 ´ ✏iqei `
nÿ

j“1

Rji`ji •
nÿ

j“1

Rij`ij ` di.

Given the shock scenario ✏ and the matrix of recovery rates R, following the set of

fundamental default D0, there is a default cascade that reaches the set D‹ in equilibrium.

This represents the set of financial institutions whose capital is insu�cient to absorb losses

and should satisfy the following fixed point equation:

D
‹ “ D

‹p✏,Rq “
!
i P rns : cip✏iq †

ÿ

jPD‹
p1 ´ Rjiq`ji

)
.

As stated in [11], the above fixed point default cascade set has in general multiple

solutions. The smallest fixed point set which corresponds to smallest number of defaults

can be obtained by starting from D0 and setting at step k:

Dk “ Dkp✏,Rq “
 
i P rns : cip✏iq †

ÿ

jPDk´1

p1 ´ Rjiq`ji
(
. (1)

The cascade ends at the first time k such that Dk “ Dk´1. Hence in a financial network

of size n, the cascade will end after at most n ´ 1 steps and Dn´1 “ Dn´1p✏,Rq represents

the final set of insolvent institutions starting from the initial set of defaults D0.

2.3 Node Classification and Configuration Model

Under some regularity assumptions detailed below, as also shown in [9] for a similar setup,

one can show that the information regarding assets, liabilities, capital after exogenous shocks

and recovery rates (distributions) could all be encoded in a single probability threshold

function. Namely, for a given shock scenario ✏ and the matrix of recovery rates R
2, we

introduce the (random) threshold ⇥i “ ⇥pnq
i

for any institution i P rns which measures

how many defaults i can tolerate before becoming insolvent, if its counterparties default

in a uniformly at random order, i.e., when i’s debtors default order environment is chosen

uniformly at random among all possible permutations.

In the following, in order to reduce the dimensionality of the problem, we consider

a classification of financial institutions into a countable (finite or infinite) possible set of

characteristics X . All (observable) characteristics for financial institution i is encoded in

xi “ pd`
i
, d´

i
, ti, ...q P X , where d`

i
denotes the in-degree (number of institutions i is exposed

to), d´
i
denotes the out-degree (number of institutions exposed to i) and ti denotes any other

institution’s type specific (e.g., credit rating, seniority class, etc.).

As we are interested in limit theorems, we consider a sequence of economies tEnunPN,
indexed by the number of institutions. In particular, in the economy En, the characteristic

2
Our results can easily be extended to a framework with independent random recovery rates; see e.g. [11] for

discussion.
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of any institution i P rns will be denoted by

xpnq
i

“ pd`pnq
i

, d´pnq
i

, tpnq
i

, ...q P X .

Note that, without loss of generality, the institutions in the same class x P X assumed

to have the same number of creditors (denoted by d´
x
) and the same number of debtors (de-

noted by d`
x
). Further, for tractability, we make the following assumption on the probability

threshold functions.

Assumption 1. We assume that there exists a classification of the financial institutions

into a countable set of possible characteristics X such that, for each n P N, the institutions

in the same characteristic class have the same threshold distribution function (denoted by

qpnq
x for institutions in class x P X ). Namely, for economy En, i P rns and for all ✓ P N:

Pp⇥pnq
i

“ ✓q “ qpnq
x

pnq
i

p✓q.

In particular, in the network of size n, qpnq
x p0q represents the proportion of initially

insolvent institutions with type x P X .

Let µpnq
x denote the fraction of institutions with characteristic x P X in the economy En.

In order to study the asymptotics, it is natural to assume the following.

Assumption 2. We assume that for some probability distribution functions µ and q over

the set of characteristics X and independent of n, we have µpnq
x Ñ µx and qpnq

x p✓q Ñ qxp✓q
as n Ñ 8, for all x P X and ✓ “ 0, 1, . . . , d`

x
. Moreover, we assume that

∞d
`
x

✓“0 qxp✓q “ 1

for all x P X .

In the following, we will suppress the dependence of parameters on the size of the

network n, if it is clear from the context.

Given the degree sequences d`
n

“ pd`
1 , . . . , d

`
n

q and d´
n

“ pd´
1 , . . . , d

´
n

q such that
∞

iPrns d
`
i

“ ∞
iPrns d

´
i
, we associate to each institution i two sets: H

`
i

the set of incoming

half-edges and H
´
i

the set of outgoing half-edges, with |H`
i

| “ d`
i

and |H´
i

| “ d´
i
. Let

H
` “ î

n

i“1 H
`
i

and H
´ “ î

n

i“1 H
´
i
. A configuration is a matching of H` with H

´. When

an out-going half-edge of instituion i is matched with an in-coming half-edge of institution

j, a directed edge from i to j appears in the graph. The configuration model is the random

directed multigraph which is uniformly distributed across all configurations. The random

graph constructed by configuration model will be denoted by G
pnqpd`

n
,d´

n
q. It is then easy

to show that conditional on the multigraph being a simple graph, we obtain a uniformly

distributed random graph with these given degree sequences denoted by G
pnq
˚ pd`

n
,d´

n
q. In

particular, any property that holds with high probability on the configuration model also

holds with high probability conditional on this random graph being simple (for the random

graph G
pnq
˚ pd`

n
,d´

n
q) provided lim infnÑ8 PpGpnqpd`

n
,d´

n
q simpleq ° 0, see e.g. [56].

7
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2.4 Death Process and Final Solvent Institutions

We consider the default contagion process in the random financial network G
pnqpd`

n
,d´

n
q,

initiated by the set of fundamentally insolvent institutions D0.

Recall that ⇥i denotes the random threshold of institution i P rns which measures how

many defaults i can tolerate before becoming insolvent in the uniformly chosen i’s coun-

terparties default order environment. By Assumption 1 and standard coupling arguments,

as also proved in [9], one can assume that these thresholds are assigned initially to any

institution i P rns according to the distribution qpnq
xi p¨q.

Finding the final solvent institutions. We consider the above default contagion

progress in the following way. At time 0 in the (random) graph G
pnqpd`

n
,d´

n
q, all institutions

with threshold 0 become defaulted. We remove all the initially defaulted institutions D0

from the network. Next, in order to find D1, we identify the partners of D0. Note that

the out-degree and in-degree of each institution in the network induced by rnszD0 is less

than or equal to those in the previous network. At step k P N, the default set Dk can be

identified by

Dk “
!
i P rns :

ÿ

j:jÑi

11tj P Dk´1u • ⇥i

)
, (2)

where 11tEu denotes the indicator of an event E , i.e., this is 1 if E holds and 0 otherwise. We

denote the in-degree and out-degree of each institution i after k steps evolution by d`
i

pkq
and d´

i
pkq respectively. Note that initially d`

i
p0q “ d`

i
and d´

i
p0q “ d´

i
. At step k, we

remove all institutions i P rns with d`
i

pkq † d`
i

´ ⇥i. At the end of the above procedure,

all the removed institutions are defaulted and the remaining institutions are solvent.

Transferring to a death process problem represented by balls-and-bins.

It is not hard to see that the calendar time does not take any important role in the above

contagion process. We can define the time interval as we want. So instead of removing

institutions, we can also remove the links and define a proper time interval between two

successive removals. Namely, at each step, we only look at one removal (interaction) between

two institutions, yielding at least one default.

In the following, we simultaneously run the default contagion process and construct the

configuration model. We call all out half-edges and in half-edges that belong to a defaulted

(solvent) institution the infected (healthy) half-edges. We consider all the institutions as bins

and all the (in and out) half-edges as (in and out) balls. Consequently, the bins are called

defaulted (D type) or solvent (S type) according to their states as institutions. Similarly

the balls are called infected (I type) or healthy (H type) when they are infected or healthy

as half-edges. Hence, all institutions are of two types and all balls are of four di↵erent

types. For convenience, we denote them as S (solvent), D (defaulted) bins, and further H`

(healthy in), H´ (healthy out), I` (infected in) and I´ (infected out) balls, respectively.

We start from the set of fundamental defaults D0, which gives the set of initially de-

faulted bins and infected balls. Consequently, at each step, we first remove a uniformly

8
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chosen ball of type I´ and then a uniformly chosen ball from H` Y I`. In this process S

bins may change to D bins and, consequently, H balls may change to I balls. We continue

the above process until there is no more I´ balls.

We now change the description a little by introducing colors for the I´ balls and life

for all in balls from H` Y I`. We let all I´ balls are white and all in balls from H` Y I`

are initially alive. We begin by recoloring one random I´ ball red. Subsequently, in each

removal step, we first kill a random in ball from H` Y I` and at the same moment we also

recolor a random white ball red. This is repeated until no more white I´ balls remain.

We next run the above death process in continuous time. We assume that each ball from

H` Y I` has an exponentially distributed random lifetime with mean one, independent of

all other balls. Namely, if there are ` alive in balls remaining, then we wait an exponential

time with mean 1{` until the next pair of interactions. We stop when we should recolor a

white ball red but there is no such ball.

Let us denote by Wnptq the number of white I´ balls at time t. Hence, the above death

process ends at the stopping time ⌧‹
n
which is the first time when we need to recolor a white

ball but there are no white balls left. However, we pretend that we recolor a (nonexistent)

white ball at time ⌧‹
n
and write Wnp⌧‹

n
q “ ´1.

We denote by I`
n

ptq, H`
n

ptq and Lnptq the number of alive (in) balls in I`, H` and

H` Y I` at time t, respectively. For x P X , ✓ P N, ` “ 0, . . . , ✓ ´ 1, we let Spnq
x,✓,`

ptq denote

the number of solvent institutions (bins) with type x, threshold ✓ and ` defaulted neighbors

at time t. Further, let Snptq and Dnptq be the numbers of S bins and D bins at time

t. Hence, Snp⌧‹
n

q denotes the final number of solvent institutions. Further, Dnp⌧‹
n

q “
n ´ Snp⌧‹

n
q “ |Dn´1| will be the final number of defaulted institutions.

3 Limit Theorems

In this section we consider the above dynamic default contagion model (which is now

transferred to a death process problem represented by balls-and-bins) and state our main

results regarding the limit theorems in the random financial network G
pnqpd`

n
,d´

n
q.

We first define some functions that will be used later. Let for z P r0, 1s:

bpd, z, `q :“PpBinpd, zq “ `q “
ˆ
d

`

˙
z`p1 ´ zqd´`, (3)

�pd, z, `q :“PpBinpd, zq • `q “
dÿ

r“`

ˆ
d

r

˙
zrp1 ´ zqd´r, (4)

and Binpd, zq denotes the binomial distribution with parameters d and z.

In the following, for simplicity of the calculations, we assume that the thresholds

distribution are such that
∞d

`
x

✓“0 qxp✓q “ 1 for all x P X . Otherwise, one could define

qxp8q :“ 1 ´ ∞d
`
x

✓“0 qxp✓q and remove initially all these institutions from the network (since

they will not play any role in the default contagion process). Note that this removal process

9
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(site percolation) will a↵ect the degree distributions.

3.1 Asymptotic Magnitude of Default Contagion

In this section we consider the random financial network G
pnqpd`

n
,d´

n
q and assume that the

average degrees converges to a finite limit.

Assumption 3a. We assume that, as n Ñ 8, the average degrees converges and is finite:

�pnq :“
ÿ

xPX
d`
x
µpnq
x

“
ÿ

xPX
d´
x
µpnq
x

›Ñ � :“
ÿ

xPX
d`
x
µx P p0,8q.

For z P r0, 1s, we define the functions:

fSpzq :“
ÿ

xPX
µx

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
, z, d`

x
´ ✓ ` 1

˘
, fDpzq “ 1 ´ fSpzq,

fH` pzq :“
ÿ

xPX
µx

d
`
xÿ

✓“1

qxp✓q
d

`
xÿ

`“d
`
x ´✓`1

`b
`
d`
x
, z, `

˘
, fI` pzq “ �z ´ fH` pzq,

fW pzq :“�z ´
ÿ

xPX
µxd

´
x

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
, z, d`

x
´ ✓ ` 1

˘
.

The following theorem states the law of large numbers for the number of solvent banks,

defaulted banks, healthy links, infected links and the total number of existing white balls

(remaining interactions yielding at least one default) at any time t in the economy En

satisfying above regularity assumptions.

Theorem 3.1. Suppose that Assumptions 1-3a hold. Let ⌧n § ⌧‹
n
be a stopping time such

that ⌧n
p›Ñ t0 for some t0 ° 0. Then for all x P X , ✓ “ 1, . . . , d`

x
and ` “ 0, . . . , ✓ ´ 1, we

have (as n Ñ 8)

sup
t§⌧n

ˇ̌Spnq
x,✓,`

ptq
n

´ µxqxp✓qb
`
d`
x
, 1 ´ e´t, `

˘ˇ̌
p›Ñ 0.

Further, as n Ñ 8,

sup
t§⌧n

ˇ̌Snptq
n

´ fSpe´tq
ˇ̌

p›Ñ 0, sup
t§⌧n

ˇ̌Dnptq
n

´ fDpe´tq
ˇ̌

p›Ñ 0,

sup
t§⌧n

ˇ̌H`
n

ptq
n

´ fH` pe´tq
ˇ̌

p›Ñ 0, sup
t§⌧n

ˇ̌I`
n

ptq
n

´ fI` pe´tq
ˇ̌

p›Ñ 0,

and the number of white balls satisfies

sup
t§⌧n

ˇ̌Wnptq
n

´ fW pe´tq
ˇ̌

p›Ñ 0.

10

Electronic copy available at: https://ssrn.com/abstract=3811107



The proof of the above theorem is provided in Section 6.3.

We consider now the stopping time ⌧‹
n
which is the first time such that Wnp⌧‹

n
q “ ´1

(becomes negative). Let us define

z‹ :“ sup
 
z P r0, 1s : fW pzq “ 0

(
. (5)

Then we have the following lemma.

Lemma 3.2. Suppose that Assumptions 1-3a hold. We have (as n Ñ 8):

(i) If z‹ “ 0 then ⌧‹
n

p›Ñ 8.

(ii) If z‹ P p0, 1s and z‹
is a stable solution, i.e. f 1

W
pz‹q ° 0, then ⌧‹

n

p›Ñ ´ ln z‹
.

The proof of lemma is provided in Appendix A.1.

As a corollary of Theorem 3.1 and Lemma 3.2, we next provide the law of large numbers

for the final state of default contagion. Namely, under Assumption 3a, the following holds.

Theorem 3.3. Suppose that Assumptions 1-3a hold. The final fraction of defaults satisfies:

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

ˇ̌
Dn´1

ˇ̌
“ n ´ oppnq.

(ii) If z‹ P p0, 1s and z‹
is a stable solution, i.e. f 1

W
pz‹q ° 0, then

ˇ̌
Dn´1

ˇ̌

n
p›Ñ fDpz‹q.

Further, in this case, for all x P X , ✓ “ 1, . . . , d`
x
and ` “ 0, . . . , ✓´1, the final fraction

of solvent institutions with type x, threshold ✓ and ` defaulted neighbors satisfies

Spnq
x,✓,`

n
p›Ñ µxqxp✓qb

`
d`
x
, 1 ´ z‹, `

˘
.

The proof of the above theorem is provided in Section 6.4. In particular, the above

theorem (in a simpler setup) has been used in [9] to give a resilience condition for contagion

in random financial networks. Namely, in the notations above, starting from a small fraction

✏ of institutions representing the fundamental defaults, i.e.,
∞

xPX µxqxp0q “ ✏, the financial

network is said to be resilient if lim✏Ñ0 z‹ “ 0. We refer to [7, 9] for the resilience conditions.

3.2 Asymptotic Normality of Default Contagion

In order to study the central limit theorems, we need to restrict our attention to the sparse

networks regime. Namely, we consider the random financial network G
pnqpd`

n
,d´

n
q and

assume that degrees sequences satisfy the following moment condition.
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Assumption 3b. We assume that for every constant A ° 1, we have

nÿ

i“1

Ad
`
i “ n

ÿ

xPX
µpnq
x

Ad
`
x “ Opnq and

nÿ

i“1

Ad
´
i “ n

ÿ

xPX
µpnq
x

Ad
´
x “ Opnq.

Remark 3.4. Let pD`
n
, D´

n
q be random variables with joint distribution

PpD`
n

“ d`, D´
n

“ d´q “
ÿ

xPX
µpnq
x

11td`
x

“ d`, d´
x

“ d´u,

which is the joint distribution of in- and out- degrees for a random node in G
pnqpd`

n
,d´

n
q.

Let also pD`, D´q be random variables (over nonnegative integers) with joint distribution

PpD` “ d`, D´ “ d´q “
ÿ

xPX
µx11td`

x
“ d`, d´

x
“ d´u.

Then Assumption 3b can be rewritten as ErAD
`
n s “ Op1q and ErAD

´
n s “ Op1q for each

A ° 1, which in particular implies the uniform integrability of D`
n

and D´
n
, so

�pnq :“
ÿ

xPX
d`
x
µpnq
x

“ ErD`
n

s ›Ñ ErD`s “ � P p0,8q.

Similarly, all higher moments converge.

By the construction of the balls-and-bins model, the independency exists between any

two di↵erent types x1 ‰ x2, at any time t before the final state is reached. Hence we

study the asymptotic normality type by type. We first show the following joint convergence

theorem for all x P X , ✓ “ 1, . . . , d`
x
, ` “ 0, . . . , ✓ ´ 1.

Theorem 3.5. Suppose that Assumptions 1-3b hold. Let ⌧n § ⌧‹
n
be a stopping time such

that ⌧n
p›Ñ t0 for some t0 ° 0. For all x P X , ✓ “ 1, . . . , d`

x
, ` “ 0, . . . , ✓ ´ 1 and jointly in

D r0,8q,

n´1{2
´
Spnq
x,✓,`

pt ^ ⌧nq ´ nµpnq
x

qpnq
x

p✓qb
`
d`
x
, 1 ´ e´pt^⌧nq, `

˘¯
d›Ñ Zx,✓,`pt ^ t0q,

where Zx,✓,`ptq is a Gaussian process with mean 0 and variance �x,✓,`ptq given by (14).

The proof of the above theorem is provided in Section 6.5. Indeed, we prove a stronger

version of above theorem, providing also the covariance between Z
˚
x1,✓1,`1

and Z
˚
x2,✓2,`2

, for

any two triplets px1, ✓1, `1q and px2, ✓2, `2q; the covariance is given by (13).
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For z P r0, 1s, we define the functions:

f pnq
S

pzq :“
ÿ

xPX
µpnq
x

d
`
xÿ

✓“1

qpnq
x

p✓q�
`
d`
x
, z, d`

x
´ ✓ ` 1

˘
, f pnq

D
pzq “ 1 ´ f pnq

S
pzq,

f pnq
H` pzq :“

ÿ

xPX
µpnq
x

d
`
xÿ

✓“1

qpnq
x

p✓q
d

`
xÿ

`“d
`
x ´✓`1

`b
`
d`
x
, z, `

˘
, f pnq

I` pzq “ �z ´ f pnq
H` pzq,

f pnq
W

pzq :“�pnqz ´
ÿ

xPX
µpnq
x

d´
x

d
`
xÿ

✓“1

qpnq
x

p✓q�
`
d`
x
, z, d`

x
´ ✓ ` 1

˘
.

In the following theorem, we show the joint asymptotic normality between the total

number of solvent institutions, number of defaulted institutions, number of infected and

healthy links, and the total number of white balls (controlling the default contagion stopping

time) at any time t before the end of default cascade.

For convenience, we set
pf pnq
| ptq “ f pnq

| pe´tq,

for | P tS,D,H`, I`,W u.
Theorem 3.6. Suppose that Assumptions 1-3b hold. Let ⌧n § ⌧‹

n
be a stopping time such

that ⌧n
p›Ñ t0 for some t0 ° 0. Then, under the above assumptions and jointly in D r0,8q,

as n Ñ 8,

n´1{2
´
|npt ^ ⌧nq ´ n pf pnq

| pt ^ ⌧nq
¯

d›Ñ Z|pt ^ t0q (6)

for | P tS,D,H`, I`,W u, where tZ|u are continuous Gaussian processes on r0, t0s with

mean 0 and covariances that satisfy, for 0 § t § t0 and |,� P tS,D,H`, I`,W u,

Cov
`
Z|ptq,Z�ptq

˘
“ �|,�pe´tq,

where the form of �|,�pxq are given by (51)-(55) in Appendix A.6.

The proof of the theorem is provided in Section 6.6. Note that since Dnptq “ n´Snptq,
it would be easy to transfer the result to D by setting �D,D “ �S,S and �D,| “ ´�S,|.
Further, since Inptq “ Lnptq ´ H`

n
ptq, calculating the covariances of I` is similar to H`

and is omitted from the proof. We only provide the covariances for |,� P tS,H`,W u.
We further define

sx,✓,`pzq :“ µxqxp✓qb
`
d`
x
, 1 ´ z, `

˘
, spnq

x,✓,`
pzq :“ µpnq

x
qpnq
x

p✓qb
`
d`
x
, 1 ´ z, `

˘
.

As a corollary of Theorem 3.6 and Lemma 3.2, we have the following theorem regarding

the final state of default contagion.

Theorem 3.7. Suppose that Assumptions 1-3b hold. Let t‹ “ ´ ln z‹
and pzn be the largest

z P r0, 1s such that f pnq
W

pzq “ 0. Under the above assumptions, we have:
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(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

ˇ̌
Dn´1

ˇ̌
“ n ´ oppnq.

(ii) If z‹ P p0, 1s and z‹
is a stable solution, i.e. ↵ :“ f 1

W
pz‹q ° 0, then we have

n´1{2p|np⌧‹
n

q ´ nf pnq
| ppznqq d›Ñ Z|pt‹q ´ ↵´1f 1

|pz‹qZW pt‹q, (7)

for | P tS,D,H`, I`,W u, where the limit distributions compose a Gaussian vector.

Furthermore, pzn Ñ z‹
and, for all x P X , 0 § ` † ✓ § d`

x
,

n´1{2pSpnq
x,✓,`

p⌧‹
n

q ´ nspnq
x,✓,`

ppznqq d›Ñ Z
˚
x,✓,`

pt‹q ´ ↵´1s1
x,✓,`

pz‹qZW pt‹q. (8)

The proof of the theorem is provided in Section 6.7.

4 Quantifying Systemic Risk

In order to determine the health of the financial network, we consider in this section a

systemic risk measure applied to the (random) financial network, introduced in previous

sections. These measures are decomposed as ⇢ ˝ � for a stand-alone risk measure (usually

assumed convex) ⇢ and an aggregation function � “ �p✏q for losses under the stress scenario
✏. This was first introduced in [19, 44]; see also [10, 29].

The following three aggregation functions has been considered in the literature. At time

t, for the economy En and given shock scenario ✏, we let:

• Number of solvent banks: �#
n

ptq :“ Snptq “ n ´ Dnptq.
• External wealth: Let �̄d

n
denote the total external wealth to society if there is no

default in the financial system (small shock regime). We define the external wealth

(societal) aggregation function as

�d
n

ptq :“ �̄d
n

´
ÿ

xPX
L̄d
x
Dpnq

x
ptq,

where Dpnq
x ptq “ nµpnq

x ´ ∞
✓

∞
✓´1
`“0 S

pnq
x,✓,`

ptq denotes the total number of defaulted

institutions with type x P X at time t. Note that (for simplicity) we assume a

bounded constant type-dependent societal loss L̄d
x
over each defaulted institution.

• System-wide wealth : Let �̄⌃
n

denote the total wealth in the financial system if

there is no default in the system. We define the system-wide aggregation function as

�⌃
n

ptq :“ �̄⌃
n

´
ÿ

xPX
L̄d
x
Dpnq

x
ptq ´

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`Spnq
x,✓,`

ptq.

For each type x P X , we consider a bounded fixed (type-dependent) societal cost L̄d
x
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for defaulted institutions and a bounded fixed (host institutions’ type-dependent) cost

L̄⌃
x
over each defaulted links.

For the aggregation function �#
n

ptq, we already stated the limit theorems in Section 3.

Since the societal aggregation function �d
n

can be seen as a particular case of system-wide

aggregation function �⌃
n
(by setting L̄⌃

x
“ 0), we only state limit theorems for �⌃

n
.

In order to state limit theorems, it is natural to assume that �̄⌃
n

{n Ñ �̄⌃ when the size

of network n Ñ 8. Let us define

f pnq
⌃ pzq :“ �̄⌃

n
{n ´

ÿ

xPX
L̄d
x
f pnq
D

pzq ´
ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`spnq
x,✓,`

pzq,

f⌃pzq :“ �̄⌃ ´
ÿ

xPX
L̄d
x
fDpzq ´

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`sx,✓,`pzq.

Similarly we also set
pf pnq
⌃ ptq “ f pnq

⌃ pe´tq, pf⌃ptq “ f⌃pe´tq.

By applying Theorem 3.1 and Theorem 3.3, under Assumption 3a, the following holds.

Theorem 4.1. Suppose that Assumptions 1-3a hold. Let ⌧n § ⌧‹
n
be a stopping time such

that ⌧n
p›Ñ t0 for some t0 ° 0. Then, as n Ñ 8,

sup
t§⌧n

ˇ̌�⌃
n

ptq
n

´ f⌃pe´tq
ˇ̌

p›Ñ 0. (9)

Further, the final (system-wide) aggregation functions satisfy:

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

�⌃
n

p⌧‹
n

q
n

p›Ñ �̄⌃ ´
ÿ

xPX
µxL̄

d
x
.

(ii) If z‹ P p0, 1s and z‹
is a stable solution, i.e. f 1

W
pz‹q ° 0, then

�⌃
n

p⌧‹
n

q
n

p›Ñ f⌃pz‹q.

The proof of the above theorem is provided in Section 6.8.

We next consider the central limit theorems for the societal and system-wide aggregation

functions. By applying Theorem 3.6, under Assumption 3b, the following holds.

Theorem 4.2. Suppose that Assumptions 1-3b hold. Let ⌧n § ⌧‹
n
be a stopping time such

that ⌧n
p›Ñ t0 for some t0 ° 0. Then jointly in D r0,8q,

n´1{2
´

�⌃
n

pt ^ ⌧nq ´ n pf pnq
⌃ pt ^ ⌧nq

¯
d›Ñ Z⌃pt ^ t0q,
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where Z⌃ is a continuous Gaussian process on r0, t0s with mean 0 and variance �⌃ptq given

by (56) in Appendix A.7.

Moreover, the final system-wide aggregation function satisfies:

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

�⌃
n

p⌧‹
n

q
n

p›Ñ �̄⌃ ´
ÿ

xPX
µxL̄

d
x
.

(ii) If z‹ P p0, 1s and z‹
is a stable solution, i.e. ↵ :“ f 1

W
pz‹q ° 0, then we have

n´1{2`
�⌃
n

p⌧‹
n

q ´ n pf pnq
⌃ ppznq

˘
d›Ñ Z

‹
⌃,

where Z
‹
⌃ is a centered Gaussian random variable with variance �‹

⌃ given by (57) in

Appendix A.7.

The proof of the above theorem is provided in Section 6.9.

5 Targeting Interventions in Financial Networks

In this section we consider a planner (lender of last resort or government) who seeks to

minimize the systemic risk at the beginning of the financial contagion, after an exogenous

macroeconomic shock ✏, subject to a budget constraint. As discussed in Section 4, we

assume that the systemic risk is represented by ⇢p�⌃
n

q, for some convex function ⇢ applied

to system-wide wealth. Note that since we study the interventions for a given shock ✏, the

uncertainty (in stress scenario) for the risk measure ⇢ is only on the network structure (which

is assumed to be uniformly at random). The planner only has information regarding the

type of each institution and, consequently, the institutions’ threshold distributions. Hence,

the planner’ decision is only based on the type of each institution.

The timeline is as follows. At time t “ 0, the financial network is subject to an economic

shock ✏. At time t “ 1, the planer (observing the external shock ✏) calculates the threshold

distribution qxp.q for each x P X . Then she makes decisions, under some budget constraint,

on the number (fraction) of interventions over all defaulted links leading to any institutions

with any type x P X . When the planner intervenes on a defaulting bank, its threshold

(distance to default) increases by 1. These interventions will be type-dependent and at

random over all defaulted links leading to the same type institutions.

For x P X , let us denote by ↵pnq
x the planner intervention decision on the fraction of the

saved links leading to any institution of type x P X . We assume that ↵pnq
x Ñ ↵x for all

x P X , and some constants ↵x independent of n. Let ↵n “
!
↵pnq
x

)

xPX
, and, �⌃

n
p↵nq denote

the system-wide wealth under the intervention decision ↵n. Further, Spnq
x,✓,`

p↵nq denotes

the number of solvent banks with type x, threshold ✓ and ` defaulted neighbors under the
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intervention decision ↵n. Similarly, Dnp↵nq denotes the total number of defaults under

intervention ↵n.

Let Cx P R
` denote the cost associated to saving any defaulted link leading to an

institution of type x P X . We assume that Cx is a bounded function. We denote by

�np↵nq the total cost associated to the planner for the intervention strategy ↵n.

We next state a limit theorem regarding the number of solvent institutions, defaulted

institutions, the total aggregate wealth of the financial system and the total cost of inter-

vention for the planner, under the intervention decision ↵n.

Let us define

f p↵q
W

pzq :“ �z ´
ÿ

xPX
µxd

´
x

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
,↵x ` p1 ´ ↵xqz, d`

x
´ ✓ ` 1

˘
,

and,

z‹
↵ :“ sup

 
z P r0, 1s : f p↵q

W
pzq “ 0

(
. (10)

Theorem 5.1. Suppose that Assumptions 1-3a hold. Let ↵n Ñ ↵ as n Ñ 8. If z‹
↵ is a

stable solution, then as n Ñ 8:

(i) For all x P X , ✓ “ 1, . . . , d`
x

and ` “ 0, . . . , ✓ ´ 1, the final fraction of solvent in-

stitutions with type x, threshold ✓ and ` defaulted neighbors under intervention ↵n

converges to

Spnq
x,✓,`

p↵nq
n

p›Ñ sp↵q
x,✓,`

pz‹
↵q :“ µxqxp✓qb

`
d`
x
, p1 ´ ↵xqp1 ´ z‹

↵q, `
˘
.

(ii) The total number of defaulted institutions under intervention ↵n converges to:

Dnp↵nq
n

p›Ñ f p↵q
D

pz‹
↵q :“ 1 ´

ÿ

xPX
µx

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
,↵x ` p1 ´ ↵xqz‹

↵, d
`
x

´ ✓ ` 1
˘
.

(iii) The system-wide wealth under the intervention decision ↵n converges to

�⌃
n

p↵nq
n

p›Ñ f p↵q
⌃ pz‹

↵q :“ �̄⌃ ´
ÿ

xPX
L̄d
x
f p↵q
D

pz‹
↵q ´

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`sp↵q
x,✓,`

pz‹
↵q.

(iv) The total cost of interventions ↵n for the planner converges to

�np↵nq
n

p›Ñ �pz‹
↵q :“

ÿ

xPX
µx↵xCx

d
`
xÿ

`“1

`b
`
d`
x
, 1 ´ z‹

↵, `
˘
.

The proof of theorem is provided in Section 6.10.
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We conclude that, as n Ñ 8, the planner optimal decision problem simplifies to

max
↵

f p↵q
⌃ pz‹

↵q :“�̄⌃ ´
ÿ

xPX
L̄d
x
f p↵q
D

pz‹
↵q ´

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`sp↵q
x,✓,`

pz‹
↵q,

subject to �pz‹
↵q :“

ÿ

xPX
µx↵xCx

d
`
xÿ

`“1

`b
`
d`
x
, 1 ´ z‹

↵, `
˘

§ C,

for some budget constraint C ° 0 and z‹
↵ given by (10).

It would be interesting to extend the model to a continuous-time Markov decision process

by the planner, where the links (starting from fundamentally defaulted institutions) are

revealed one by one, and consequently, the planner should decide at any time to intervene

or not. This would lead to a Markov decision problem and one could solve it (under some

regularity assumptions) by using a dynamic programming approach. We refer to [12] for

a similar model in a simpler setup with a core-periphery network structure. We leave this

and some related issues to a future work.

6 Proof of Main Theorems

This section contains the proofs of all the theorems in previous sections. We first provide

some preliminary results on death processes and martingale theory that will be used in our

proofs. Proofs of lemmas are provided in Appendix A.

6.1 Some Death Processes

The studies of death processes in the balls-and-bins problem rely on the following classical

result, see e.g. [42, Proposition 4.24].

Lemma 6.1. (The Glivenko-Cantelli Theorem) Let T1, . . . , Tn be i.i.d random variables

with distribution function F ptq :“ PpTi § tq. Let Xnptq be their empirical distribution

function Xnptq :“ #ti § n : Ti § tu{n. Then sup
t

|Xnptq ´ F ptq| p›Ñ 0 as n Ñ 8.

Since in the balls-and-bins model described in Section 2.4, every in ball dies indepen-

dently after an exponential time with parameter 1, this is a pure death process starting

with some number of balls whose lifetimes are i.i.d expp1q.

Lemma 6.2. (Death Process Lemma) Let N pnqptq be the number of balls alive at time t

and all balls have i.i.d. lifetime expp1q, starting with initial number N pnqp0q “ n. Then

sup
t•0

|N pnqptq{n ´ e´t| p›Ñ 0 as n Ñ 8.

Proof. Since 1 ´ N pnqptq{n is the empirical distribution function of the n i.i.d. random

variables of distribution expp1q, whose distribution function is 1 ´ e´t, thus the result

follows by using the Glivenko-Cantelli theorem.
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6.2 Some Martingale Theory

Our proof of the asymptotic normality for the default contagion is based on a martingale

limit theorem by [38]. Let X be a martingale defined on r0,8q. We denote its quadratic

variation by rX,Xst. We also denote the (bilinear) covariation of two martingales X and Y

by rX,Y st. In particular, if X and Y are two martingales with path-wise finite variation,

then rX,Y st :“
∞

0†s§t
�Xpsq�Y psq, where �Xpsq :“ Xpsq´Xps´q is the jump of X at s

and similarly �Y psq :“ Y psq ´ Y ps´q. Note that in this paper, the considered martingales

are always RCLL (right continuous and with left limit) and have only finite number of

jumps. Hence, the quadratic variation will be finite. We also set rX,Y s0 “ 0. For two

vector-valued martingales X “ pXiqni“1 and Y “ pYjqm
j“1, we define rX,Ys to be the nˆm

real matrix with every entry being prX,Ysqi,j “ rXi, Yjs.
We will use the following martingale limit theorem from [38].

Theorem 6.3 (Martingale Limit Theorem). Assume that for each n, Mpnqptq “ pMpnq
i

ptqqq
i“1

is a q-dimensional martingale on r0,8q with Mpnqp0q “ 0, and that ⌃ptq is a (nonrandom)

continuous matrix-valued function satisfying, for every fixed t • 0,

(i) rMpnq,Mpnqst p›Ñ ⌃ptq as n Ñ 8,

(ii) sup
n
ErM pnq

i
,M pnq

i
st † 8, for all i “ 1, . . . , q.

Then Mpnq d›Ñ Z as n Ñ 8, in D r0,8q, where Z is a continuous q-dimensional Gaussian

martingale with ErZptqs “ 0 and covariances E rZptqZ1psqs “ ⌃ptq, for 0 § t § s † 8.

Hence, the above theorem yields joint convergence of the processes
 
M pnq

i

(q

i“1
and could

be extended immediately to infinitely many processes (i.e., for the case q “ 8). Indeed, by

definition, an infinite family of stochastic processes converge jointly if every finite subfamily

does. We will use the above theorem for stopped martingales.

6.3 Proof of Theorem 3.1

We denote by U pnq
x,✓,s

ptq the number of bins (institutions) with type x P X , threshold ✓ and

s alive (in-) balls at time t. Let N pnq
x,✓

denote the (random) number of bins with type x and

threshold ✓. Let also N pnq
x “ ∞

✓
N pnq

x,✓
denote the number of bins with type x. We first

state the following lemma on the convergences of U pnq
x,✓,s

ptq.
Lemma 6.4. Let ⌧n § ⌧‹

n
be a stopping time such that ⌧n

p›Ñ t0 for some t0 ° 0. Under

Assumption 3a, for all x P X , ✓ “ 1, . . . , d`
x

and ` “ 0, . . . , ✓ ´ 1, we have (as n Ñ 8)

sup
t§⌧n

ˇ̌U pnq
x,✓,`

ptq
n

´ µxqxp✓qb
`
d`
x
, e´t, `

˘ˇ̌
p›Ñ 0. (11)

Further,

sup
t§⌧n

ÿ

xPX
pd`

x
` d´

x
q

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

ˇ̌
U pnq
x,✓,s

ptq{n ´ µxqxp✓qbpd`
x
, e´t, sq

ˇ̌
p›Ñ 0. (12)
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The proof of above lemma is based on the death process Lemma 6.2 and provided in

Section A.2. We now continue the proof of Theorem 3.1.

The proof of above lemma is based on the death process Lemma 6.2 and provided in

Section A.2. We now continue the proof of Theorem 3.1.

Consider now Spnq
x,✓,`

, the number of solvent institutions with type x, threshold ✓ and

` “ 0, . . . , ✓´1 defaulted neighbors at time t. By definition, Spnq
x,✓,`

ptq “ U pnq
x,✓,d

`
x ´`

ptq. Hence,

by (11), we obtain that

sup
t§⌧n

ˇ̌Spnq
x,✓,`

ptq
n

´ µxqxp✓qb
`
d`
x
, 1 ´ e´t, `

˘ˇ̌
p›Ñ 0, as n Ñ 8.

The total number of solvent institutions at time t satisfies

Snptq “
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

U pnq
x,✓,s

ptq,

which is dominated by
∞

xPX pd`
x

`d´
x

q∞d
`
x

✓“1

∞d
`
x

s“d
`
x ´✓`1

U pnq
x,✓,s

ptq. Then, by Lemma 6.4 and

the convergence result (12), we obtain

sup
t§⌧n

ˇ̌Snptq
n

´ fSpe´tq
ˇ̌

p›Ñ 0.

Further, from Dnptq “ n ´ Snptq, the number of defaulted institutions at time t satisfies

sup
t§⌧n

ˇ̌Dnptq
n

´ fDpe´tq
ˇ̌

p›Ñ 0.

Observe also that the total number of healthy in links at time t is given by

H`
n

ptq “
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

sU pnq
x,✓,s

ptq,

which is also dominated by
∞

xPX pd`
x

`d´
x

q∞d
`
x

✓“1

∞d
`
x

s“d
`
x ´✓`1

U pnq
x,✓,s

ptq and again by Lemma 6.4,

we obtain

sup
t§⌧n

ˇ̌H`
n

ptq
n

´ fH` pe´tq
ˇ̌

p›Ñ 0.

Moreover, the number of in balls from I` at time t satisfies I`
n

ptq “ Lnptq ´ H`
n

ptq. By
the construction of the balls-and-bins model, it is easily seen that Lnptq is a pure death

process. It follows by Lemma 6.2 and Assumption 3a that sup
t•0

ˇ̌
Lnptq{n ´ �e´t

ˇ̌
p›Ñ 0.

We therefore obtain (by definition fI` pzq “ �z ´ fH` pzq)

sup
t§⌧n

ˇ̌I`
n

ptq
n

´ fI` pe´tq
ˇ̌

p›Ñ 0.

20

Electronic copy available at: https://ssrn.com/abstract=3811107



Finally, the total number of white (out) balls at time t satisfies Wnptq “ Lnptq ´H´
n

ptq,
where H´

n
ptq denotes the total number of healthy (out) balls at time t, given by

H´
n

ptq “
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

d´
x
U pnq
x,✓,s

ptq.

This is again dominated by
∞

xPX pd`
x

`d´
x

q∞d
`
x

✓“1

∞d
`
x

s“d
`
x ´✓`1

U pnq
x,✓,s

ptq. Then Lemma 6.4

and Assumption 3a implies that the number of white balls satisfies

sup
t§⌧n

ˇ̌Wnptq
n

´ fW pe´tq
ˇ̌

p›Ñ 0.

This completes the proof of Theorem 3.1.

6.4 Proof of Theorem 3.3

By Theorem 3.1, it follows that

Snp⌧‹
n

q
n

“ fSpe´⌧
‹
nq ` opp1q.

If z‹ “ 0 then, by Lemma 3.2, ⌧‹
n

p›Ñ 8. So e´⌧
‹
n

p›Ñ 0 and, since fSp0q “ 0, it follows

by the continuity of fS that fSpe´⌧
‹
nq p›Ñ 0. We therefore have Snp⌧‹

n
q “ oppnq. This

implies that |Dn´1| “ n ´ Snp⌧‹
n

q “ n ´ oppnq and, as desired, asymptotically almost all

institutions default.

If z‹ P p0, 1s and f 1
W

pz‹q ° 0, then by Lemma 3.2, we have e´⌧
‹
n

p›Ñ z‹. Moreover, the

continuity of fD implies that fDpe´⌧
‹
nq p›Ñ fDpz‹q. Hence, we have by Theorem 3.1 that

|Dn´1|
n

“ Dnp⌧‹
n

q
n

p›Ñ fDpz‹q.

Now using the first statement of Theorem 3.1 and the continuity of µxqxp✓qbpd`
x
, 1 ´ z, `q

on z, we obtain for all x P X , ✓ “ 1, . . . , d`
x
and ` “ 0, . . . , ✓´ 1, the final fraction of solvent

institutions with type x, threshold ✓ and ` defaulted neighbors satisfy

Spnq
x,✓,`

n
p›Ñ µxqxp✓qb

`
d`
x
, 1 ´ z‹, `

˘
.

This completes the proof of Theorem 3.3.

6.5 Proof of Theorem 3.5

Recall that U pnq
x,✓,s

ptq denotes the number of bins (institutions) with type x P X , threshold

✓ and s alive (in-) balls at time t. Further, we let V pnq
x,✓,s

ptq denote the number of bins
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(institutions) with type x P X , threshold ✓ and at least s alive balls at time t, so that

V pnq
x,✓,s

ptq “ ∞
`•s

U pnq
x,✓,`

ptq.
We first study the stochastic process V pnq

x,✓,s
for a given x P X and integers ✓, s. This

stochastic process takes an important role in the proof of Theorem 3.5. For all possible

triple px, ✓, sq, we define

V ˚pnq
x,✓,s

ptq :“ n´1{2`
V pnq
x,✓,s

ptq ´ nµpnq
x

qpnq
x

p✓q�pd`
x
, e´t, sq

˘
.

We then have the following lemma.

Lemma 6.5. Let ⌧n § ⌧‹
n
be a stopping time such that ⌧n

p›Ñ t0 for some t0 ° 0. Under

Assumption 3b, we have that for all couple px, ✓q, jointly as n Ñ 8,

N˚pnq
x,✓

d›Ñ Y
˚
x,✓

,

where all Y
˚
x,✓

are Gaussian random variables with mean 0 and covariances

CovpY˚
x1,✓1

,Y˚
x2,✓2

q “  x,✓1,✓211tx1 “ x2u,

where

 x,✓,✓ :“ µxqxp✓qp1 ´ qxp✓qq,  x,✓1,✓2 :“ ´µxqxp✓1qqxp✓2q for all ✓1 ‰ ✓2.

Further for all triple px, ✓, sq, jointly in Dr0,8q, as n Ñ 8,

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ Z
˚
x,✓,s

pt ^ t0q,

where all Z
˚
x,✓,s

ptq are continuous Gaussian processes with mean 0 and covariances

Cov
`
Z

˚
x1,✓1,s1

ptq,Z˚
x2,✓2,s2

ptq
˘

“0, for all x1 ‰ x2,

Cov
`
Z

˚
x,✓1,s1

ptq,Z˚
x,✓2,s2

ptq
˘

“p�x,✓1,✓2,s1,s2pe´tq, for all ✓1 ‰ ✓2,

Cov
`
Z

˚
x,✓,s1

ptq,Z˚
x,✓,s2

ptq
˘

“p�x,✓,✓,s1,s2pe´tq ` r�x,✓,s1,s2pe´tq,

where

p�x,✓1,✓2,s1,s2pe´tq :“ �pd`
x
, e´t, s1q�pd`

x
, e´t, s2q x,✓1,✓2 ,

and r�x,✓,s1,s2 “ r�x,✓,s2,s1 with

r�x,✓,s,s`kpyq :“ 1

2
y2s`k

d
`
xÿ

j“s`k

ˆ
j ´ 1

s ´ 1

˙ˆ
j ´ 1

s ` k ´ 1

˙ ª 1

y

pv ´ yq2j´2s´kv´2jd'x,✓,jpvq,
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with 'x,✓,jpyq :“ µxqxp✓q�pd`
x
, y, jq.

Moreover, the covariance between Z
˚
x1,✓1,s

ptq and Y
˚
x2,✓2

is given by

Cov
`
Z

˚
x1,✓1,s

ptq,Y˚
x2,✓2

˘
“ �pd`

x1
, e´t, sq x1,✓1,✓211tx1 “ x2u.

The proof of Lemma is in Appendix A.3.

We now return back to the proof of Theorem 3.5. For the number of solvent institutions

with type x P X , threshold ✓ “ 1, . . . , d`
x

´ 1 and ` “ 1, . . . , ✓ ´ 1 defaulted neighbors at

time t, we have

Spnq
x,✓,`

ptq “ V pnq
x,✓,d

`
x ´`

´ V pnq
x,✓,d

`
x ´``1

.

Moreover, for ` “ 0, Spnq
x,✓,0ptq “ V pnq

x,✓,d
`
x
. Using the joint asymptotic normality of V ˚pnq

x,✓,d
`
x ´`

and V ˚pnq
x,✓,d

`
x ´``1

, we obtain that in D r0,8q,

n´1{2
´
Spnq
x,✓,`

pt ^ ⌧nq ´ nµpnq
x

qpnq
x

p✓qb
`
d`
x
, 1 ´ e´pt^⌧nq, `

˘¯
d›Ñ Zx,✓,`pt ^ t0q,

where Zx,✓,` “ Z
˚
x,✓,d

`
x ´`

´ Z
˚
x,✓,d

`
x ´``1

for ` • 1 and Zx,✓,0 “ Z
˚
x,✓,d

`
x
. Further, for

convenience, we set Z˚
x,✓,s

“ 0 for all s ° d`
x
.

Thus for any two triple px1, ✓1, `1q and px2, ✓2, `2q,

Cov
`
Zx1,✓1,`1ptq,Zx2,✓2,`2ptq

˘

“Cov
`
Z

˚
x1,✓1,d

`
x1´`1

ptq,Z˚
x2,✓2,d

`
x2´`2

ptq
˘

` Cov
`
Z

˚
x1,✓1,d

`
x1´`1`1

ptq,Z˚
x2,✓2,d

`
x2´`2`1

ptq
˘

´ Cov
`
Z

˚
x1,✓1,d

`
x1´`1

ptq,Z˚
x2,✓2,d

`
x2´`2`1

ptqq ´ Cov
`
Z

˚
x1,✓1,d

`
x1´`1`1

ptq,Z˚
x2,✓2,d

`
x2´`2

ptq
˘
,

(13)

where the covariances on the right hand side could be calculated by using Lemma 6.5.

In particular, the variance of Zx,✓,`ptq is given by

�x,✓,`ptq “r�
x,✓,d

`
x ´`,d

`
x ´`

pe´tq ` r�
x,✓,d

`
x ´``1,d`

x ´``1pe´tq
´ 2r�

x,✓,d
`
x ´`,d

`
x ´``1pe´tq ` b2pd`

x
, e´t, d`

x
´ `q x,✓,✓, (14)

where  x,✓,✓ “ µxqxp✓qp1 ´ qxp✓qq as in Lemma 6.5.

6.6 Proof of Theorem 3.6

We first show that the moment regularity condition (i.e., Assumption 3b) guarantees that,

as n Ñ 8, not only f pnq
| pzq Ñ f|pzq for all | P tS,D,H`, I`,W u, but we also have these

convergences together with all their derivatives, uniformly on r0, 1s.

Lemma 6.6. The Assumption 3b guarantees that, as n Ñ 8, f pnq
| pzq Ñ f|pzq, for all

| P tS,D,H`, I`,W u, together with all their derivatives, uniformly on r0, 1s.

The proof of Lemma is in Appendix A.4. The above lemma allows us to extend the
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convergence results to some infinite sums of V ˚pnq
x,✓,s

ptq. We denote by X
`
`

and X
´
`

the set of

characteristics x P X with in-degree d`
x

• ` and out-degree d´
x

• `, respectively.

Lemma 6.7. Let ⌧n § ⌧‹
n
be a stopping time such that ⌧n

p›Ñ t0 for some t0 ° 0. Under

Assumption 3b and for n large enough, we have as ` Ñ 8,

E
“
sup
t§T

ˇ̌ ÿ

xPX`
`

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

ptq
ˇ̌‰

Ñ 0,

Further as n Ñ 8,

ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

Z
˚
x,✓,s

pt ^ t0q. (15)

Similarly, as n Ñ 8,

ÿ

xPX

d
`
xÿ

✓“1

V ˚pnq
x,✓,d

`
x ´✓`1

pt ^ ⌧nq d›Ñ
ÿ

xPX

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

pt ^ t0q,

ÿ

xPX

d
`
xÿ

✓“1

pd`
x

´ ✓ ` 1qV ˚pnq
x,✓,d

`
x ´✓`1

pt ^ ⌧nq d›Ñ
ÿ

xPX

d
`
xÿ

✓“1

pd`
x

´ ✓ ` 1qZ˚
x,✓,d

`
x ´✓`1

pt ^ t0q,

and

ÿ

xPX
d´
x

d
`
xÿ

✓“1

V ˚pnq
x,✓,d

`
x ´✓`1

pt ^ ⌧nq d›Ñ
ÿ

xPX
d´
x

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

pt ^ t0q.

Moreover, all the above limit processes on the right hand side are continuous.

The proof of Lemma is in Appendix A.5.

We come back to the proof of Theorem 3.6. Recall that Lnptq denotes the total number

of alive in balls at time t. At the initial time, Lnp0q “ n�pnq and Lnptq decreases by 1

each time a (in) ball dies. Since the death happens after an exponential time with rate 1

independently, therefore on r0, ⌧‹
n

s, writing in di↵erential form, we have

dLnptq “ ´Lnptqdt ` dMt,

where M is a martingale. Then by Ito’s lemma we have

dpetLnptqq “ etdLnptq ` etLnptqdt “ etdMt,
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which implies pLnptq :“ etLnptq is another martingale. The quadratic variation of pLnptq is

rpLn, pLnst “
ÿ

0†s§t

|�pLnpsq|2 “
ÿ

0†s§t

e2s|�Lnpsq|2

“
ÿ

0†s§t

e2spLnpsq ´ Lnps´qq “
ª

t

0
esdp´Lnpsqq

“ ´e2tLnptq ` Lnp0q `
ª

t

0
2e2sLnpsqds.

In particular,

rpLn, pLnst § e2t
ª

t

0
dp´Lnpsqq § n�pnqe2t.

In addition, as shwon in the proof of Lemma 3.1, uniformly on r0, ⌧ns we have

sup
t§⌧n

ˇ̌Lnptq
n

´ �e´t
ˇ̌

p›Ñ 0.

Going back to the quadratic variation, for every t P r0, T ^ ⌧ns with T fixed,

rpLn, pLnst “ ´e2tLnp0qe´t ` Lnp0q `
ª

t

0
2e2sLnp0qe´sds ` oppnq

“ Lnp0qp´et ` 1 ` 2et ´ 2q ` oppnq

“ Lnp0qpet ´ 1q ` oppnq “ �n

2
pet ´ 1q ` oppnq.

Next we define

rLnptq :“ n´1{2`pLnptq ´ pLnp0q
˘

“ n´1{2`
etLnptq ´ n�pnq˘

,

and the quadratic variation is given by

rrLn, rLnst “ n´1rpLn, pLnst “ �

2
pet ´ 1q ` opp1q.

Let us stop the process at ⌧n § ⌧‹
n
. By assumption ⌧n

p›Ñ t0, the quadratic variation

of the stopped process converges in probability to �pet^t0 ´ 1q{2. Then for any fixed t • 0,

there exist some constant C such that

rrLn, rLnst^⌧n “ n´1rpLn, pLnst^⌧n § �pnqe2t § Ce2t,

which holds uniformly for n. Thus, from Theorem 6.3 for the stopped process, we have

rLnpt ^ ⌧nq d›Ñ rZLpt ^ t0q in D r0,8q ,
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where rZL is a continuous Gaussian process with Er rZLptqs “ 0 and covariances

E
“ rZLptq rZLpuq

‰
“ �pet ´ 1q{2, 0 § t § u † 8.

We further define

rpLnptq :“ e´trLnptq, ZLptq :“ e´t rZLptq.

Thus it follows that

rpLnpt ^ ⌧nq d›Ñ ZLpt ^ t0q in D r0,8q .

Let U pnq
x,✓,s

ptq and V pnq
x,✓,s

ptq be as defined in the proof of Theorem 6.5. Note that the

followings hold:

Snptq “
ÿ

xPX

d
`
xÿ

✓“1

V pnq
x,✓,d

`
x ´✓`1

ptq, Dnptq “ n ´ Snptq, (16)

and,

H`
n

ptq “
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

sU pnq
x,✓,s

ptq

“
ÿ

xPX

d
`
xÿ

✓“1

“
pd`

x
´ ✓ ` 1qV pnq

x,✓,d
`
x ´✓`1

ptq `
d

`
xÿ

s“d
`
x ´✓`2

V pnq
x,✓,s

ptq
‰
.

(17)

Further, I`
n

ptq “ Lnptq ´ H`
n

ptq, and,

Wnptq “Lnptq ´
ÿ

xPX
d´
x

d
`
xÿ

✓“1

V pnq
x,✓,d

`
x ´✓`1

ptq. (18)

Then by Lemma 6.5, combining (16), (17), (18) and the convergences results for the

infinite sums in lemma 6.7, it yields that for | P tS,H`, I`,W u,

n´1{2
´
|npt ^ ⌧nq ´ n pf pnq

| pt ^ ⌧nq
¯

d›Ñ Z|pt ^ t0q,

with

ZS :“
ÿ

xPX

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

, (19)

ZH` :“
ÿ

xPX

d
`
xÿ

✓“1

pd`
x

´ ✓ ` 1qZ˚
x,✓,d

`
x ´✓`1

`
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

Z
˚
x,✓,s

, (20)

ZI` :“ ZL ´ ZH` , (21)
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and

ZW :“ ZL ´
ÿ

xPX
d´
x

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

. (22)

Hence we have proved the asymptotic normality in Theorem 3.5. The covariances between

all the processes are given by (50)-(55) in Appendix A.6.

6.7 Proof of Theorem 3.7

As discussed in Remark 3.4, the Assumption 3b implies Assumption 3a. Hence, the case

z‹ “ 0 follows from Theorem 3.3. We now consider the case z‹ P p0, 1s, where z‹ is a stable

solution and ↵ :“ f 1
W

pz‹q ° 0.

Since ↵ ° 0, for a positive constant " small enough, we have fW pz‹ ´ "q † 0 and

fW pz‹ ` "q ° 0. By Lemma 6.6, we have f pnq
W

Ñ fW uniformly on r0, 1s. For n large

enough, we also have f pnq
W

pz‹ ´"q † 0 and f pnq
W

pz‹ `"q ° 0. Hence for n large enough, there

exists a sequence pzn in pz‹ ´ ", z‹ ` "q such that f pnq
W

ppznq “ 0 and f pnq
W

° 0 on rz‹ ` ", 1s.
Since " can be arbitrarily small, we obtain pzn Ñ z‹.

Define ptn :“ ´ ln pzn. Consequently we also have ptn Ñ t‹.
Next, we use the Skorokhod coupling theorem [42, Theorem 3.30] which shows that one

can change the probability space where all the random variables are well defined and all

the convergence results of Theorem 3.5 and ⌧‹
n

Ñ t‹ (from Lemma 3.2) hold a.s..

Taking t “ ⌧‹
n
and t0 “ t‹, we get

Wnp⌧‹
n

q “ n pf pnq
W

p⌧‹
n

q ` n1{2
ZW p⌧‹

n
^ t‹q ` opn1{2q

“ n pf pnq
W

p⌧‹
n

q ` n1{2
ZW pt‹q ` opn1{2q,

by the continuity of ZW . Since Wnp⌧‹
n

q “ ´1, then

pf pnq
W

p⌧‹
n

q “ ´n´1{2
ZW

`
t‹q ` opn´1{2˘

.

Since, as n Ñ 8, ⌧‹
n

Ñ t‹ and ptn Ñ t‹ hold a.s., there exists some ⇠n in the interval

between ptn and ⌧‹
n
such that ⇠n Ñ t‹. Further, by Lemma 6.6,

p pf pnq
W

q1p⇠nq Ñ pf 1
W

pt‹q “ ´z‹↵.

It follows then by Mean-Value theorem that

pf pnq
W

p⌧‹
n

q “ pf pnq
W

p⌧‹
n

q ´ pf pnq
W

pptnq “ p pf pnq
W

q1p⇠nqp⌧‹
n

´ ptnq “ p´z‹↵ ` op1qqp⌧‹
n

´ ptnq.

Hence we have

⌧‹
n

´ ptn “
´

´ 1

z‹↵
` op1q

¯
pf pnq
W

p⌧‹
n

q “ n´1{2 1

z‹↵
pZW pt‹q ` op1qq.
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Then, by a similar argument for Snp⌧‹
n

q, combining the above formula and Lemma 6.6, we

have a.s. for some ⇠1
n

Ñ t‹,

n´1{2Snp⌧‹
n

q “ n1{2 pf pnq
S

p⌧‹
n

q ` ZSpt‹q ` op1q
“ n1{2 pf pnq

S
p⌧‹

n
q ` n1{2p pf pnq

S
q1p⇠1

n
qp⌧‹

n
´ ptnq ` ZSpt‹q ` op1q

“ n1{2f pnq
S

ppznq `
pf 1
S

pt‹q
↵z‹ ZW pt‹q ` ZSpt‹q ` op1q

“ n1{2f pnq
S

ppznq ´ f 1
S

pz‹q
↵

ZW pt‹q ` ZSpt‹q ` op1q,

(23)

where the last equality follows from the fact that p pfSq1ptq “ ´pfSqpe´tqe´t and e´t
‹ “ z‹.

Using the similar arguments, we have the following analogues:

n´1{2H`
n

p⌧‹
n

q “ n1{2f pnq
H` ppznq ´ f 1

H` pz‹q
↵

ZW pt‹q ` ZH` pt‹q ` op1q,

n´1{2I`
n

p⌧‹
n

q “ n1{2f pnq
I` ppznq ´ f 1

I` pz‹q
↵

ZW pt‹q ` ZI` pt‹q ` op1q,

and

n´1{2Spnq
x,✓,`

p⌧‹
n

q “ n1{2spnq
x,✓,`

ppznq ´ s1
x,✓,`

pz‹q
↵

ZW pt‹q ` Z
˚
x,✓,l

pt‹q ` op1q,

for all x P X and 0 § ` † ✓ § d`
x
. This completes the proof of Theorem 3.7.

6.8 Proof of Theorem 4.1

Using the notations as in the proof of Theorem 3.1 (see Section 6.3), we have Spnq
x,✓,`

ptq “
U pnq
x,✓,d

`
x ´`

ptq. Then we have

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`Spnq
x,✓,`

ptq “
ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`U pnq
x,✓,d

`
x ´`

ptq,

and,

ÿ

xPX
L̄d
x
Dpnq

x
ptq “

ÿ

xPX
L̄d
x

pnµpnq
x

´
d

`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

U pnq
x,✓,s

ptqq.

Since for all x P X , L̄d
x

and L̄⌃
x
are bounded, there exists some constant C such that the

two above expressions are both dominated by

nC
ÿ

xPX
pd`

x
` d´

x
q

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

U pnq
x,✓,s

ptq.
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Thus again by Lemma 6.4 and basic calculations, it follows that

sup
t§⌧n

ˇ̌�⌃
n

ptq
n

´ f⌃pe´tq
ˇ̌

p›Ñ 0.

For z‹ “ 0, by Lemma 3.2, ⌧‹
n

p›Ñ 8. Then we have e´⌧
‹
n

p›Ñ 0 and f⌃p0q “ �̄⌃ ´
∞

xPX L̄d
x
µx. Thus, by the continuity of f⌃, it follows that

f⌃pe´⌧
‹
nq “ �̄⌃ ´

ÿ

xPX
L̄d
x
µx ` opp1q.

We therefore have
�⌃
n

p⌧‹
n

q
n

p›Ñ �̄⌃ ´
ÿ

xPX
L̄d
x
µx.

For z‹ P p0, 1s and f 1
W

pz‹q ° 0, by Lemma 3.2, ⌧‹
n

p›Ñ ´ ln z‹. Then a similar argument

as above implies that

�⌃
n

p⌧‹
n

q
n

p›Ñ f⌃pz‹q.

This completes the proof of Theorem 4.1.

6.9 Proof of Theorem 4.2

Recall that we have defined V pnq
x,✓,s

ptq as the number of bins (institutions) with type x P X ,

threshold ✓ and at least s alive balls at time t. We notice that

ÿ

xPX
L̄d
x
Dpnq

x
ptq “

ÿ

xPX
L̄d
x

`
nµpnq

x
´

d
`
xÿ

✓“1

V pnq
x,✓,d

`
x ´✓`1

ptq
˘
,

and,
✓´1ÿ

`“1

`Spnq
x,✓,`

ptq “ p✓ ´ 1qV pnq
x,✓,d

`
x ´✓`1

ptq ´
d

`
xÿ

s“d
`
x ´✓`2

V pnq
x,✓,s

ptq.

Since for all x P X , L̄d
x

and L̄⌃
x

are bounded, there exists a constant C such that

L̄d
x

` L̄⌃
x

§ C for all x P X . Hence, by using similar arguments as in Appendix 6.6 which

has been used to prove the convergence of H`
n
, Sn and so on, Lemma 6.7 leads to the

convergence of the following (infinite) sums

ÿ

xPX
L̄d
x

d
`
xÿ

✓“1

V ˚pnq
x,✓,d

`
x ´✓`1

ptq d›Ñ
ÿ

xPX
L̄d
x

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

ptq,
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and

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

rp✓ ´ 1qV ˚pnq
x,✓,d

`
x ´✓`1

ptq ´
d

`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

ptqs

d›Ñ
ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

rp✓ ´ 1qZ˚
x,✓,d

`
x ´✓`1

ptq ´
d

`
xÿ

s“d
`
x ´✓`2

Z
˚
x,✓,s

ptqs.

Hence we have in D r0,8q, as n Ñ 8,

n´1{2
´

�⌃
n

pt ^ ⌧nq ´ n pf pnq
⌃ pt ^ ⌧nq

¯
d›Ñ Z⌃pt ^ t0q, (24)

where Z⌃ is a continuous Gaussian process with,

Z⌃ :“ ´
ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

”
p✓ ´ 1qZ˚

x,✓,d
`
x ´✓`1

ptq ´
d

`
xÿ

s“d
`
x ´✓`2

Z
˚
x,✓,s

ptq
ı

´
ÿ

xPX
L̄d
x

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

ptq.

(25)

For the final system-wide wealth �⌃
n

p⌧‹
n

q, the case where z‹ “ 0 has been proved in

Theorem 4.1. We consider now the case where z‹ P p0, 1s and f 1
W

pz‹q ° 0. Note that the

convergence result (24) hold jointly with the convergence of other processes H`
n
, Sn and so

on. Hence, by a similar argument as in Section 6.7, we have that

n´1{2�⌃
n

p⌧‹
n

q “ n1{2f pnq
⌃ ppznq ´ f 1

⌃pz‹q
↵

ZW pt‹q ` Z⌃pt‹q ` op1q.

This gives

Z
‹
⌃ :“ Z⌃pt‹q ´ ↵´1f 1

⌃pz‹qZW pt‹q “ Z⌃pt‹q ´ �pz‹qZW pt‹q.

Hence Z
‹
⌃ is a centered Gaussian random variable, which completes the proof.

6.10 Proof of Theorem 5.1

Our proof of Theorem 5.1 is based on using Theorem 3.1 together with the ideas applied

in [40] which studies the conditions for existence of giant component in the percolated

random (non directed) graph with given vertex degrees.

We first remove all potential saved links by the planner from the network. Consider

the type-dependent bond percolation model where we remove each incoming link to any

institution of type x P X with probability ↵x. Note that this also includes extra removed

links between solvent institutions that will not play any role in the default contagion process.

Next we run the death process as described in Section 2.4 and Appendix 6.3. We denote

by rU pnq
x,✓,`

ptq the number of bins (institutions) with type x P X , threshold ✓ and ` alive (in-)
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balls at time t in the percolated random graph. It is then not hard to show that for the

percolated random graph, Lemma 6.4 changes to (as n Ñ 8)

sup
t§⌧n

ˇ̌ 1
n

d
`
xÿ

s“r`1

rU pnq
x,✓,s

ptq ´ µxqxp✓q
d

`
xÿ

s“r`1

bpd`
x
,↵x ` p1 ´ ↵xqe´t, sq

ˇ̌
p›Ñ 0.

Consider now rSpnq
x,✓,`

, the number of solvent institutions with type x, threshold ✓ and

` “ 0, . . . , ✓ ´ 1 defaulted neighbors at time t. Hence, by writing above equation for

r1 “ d`
x

´ ` and r2 “ d`
x

´ `´ 1, then taking the di↵erence, we obtain

sup
t§⌧n

ˇ̌ rSpnq
x,✓,`

ptq
n

´ µxqxp✓qb
`
d`
x
, p1 ´ ↵xqp1 ´ e´tq, `

˘ˇ̌
p›Ñ 0, as n Ñ 8.

Let ÄWnptq and rDnptq denote respectively the number of white balls and the total number

of defaults at time t in the percolated random graph. Then, by following the same steps as

for the proof of Theorem 3.1 in Section 6.3, we obtain

sup
t§⌧n

ˇ̌ÄWnptq
n

´ f p↵q
W

pe´tq
ˇ̌

p›Ñ 0, sup
t§⌧n

ˇ̌ rDnptq
n

´ f p↵q
D

pe´tq
ˇ̌

p›Ñ 0.

Let r⌧‹
n
be the first time when ÄWnpr⌧‹

n
q “ ´1. Then, similar to the proof of Lemma 3.2

in Section A.1, we find that r⌧‹
n

Ñ ´ ln z‹
↵, where z‹

↵ :“ sup
 
z P r0, 1s : f p↵q

W
pzq “ 0

(
and

f p↵q
W

pzq :“ �z ´
ÿ

xPX
µxd

´
x

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
,↵x ` p1 ´ ↵xqz, d`

x
´ ✓ ` 1

˘
.

Next, by following the same steps as proof of Theorem 3.3 in Section 6.4, we obtain

Spnq
x,✓,`

p↵nq
n

p›Ñ sp↵q
x,✓,`

pz‹
↵q, Dnp↵nq

n
p›Ñ f p↵q

D
pz‹

↵q,

which then implies (by definition) that system-wide wealth converges to

�⌃
n

p↵nq
n

p›Ñ f p↵q
⌃ pz‹

↵q :“ �̄⌃ ´
ÿ

xPX
L̄d
x
f p↵q
D

pz‹
↵q ´

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

✓´1ÿ

`“1

`sp↵q
x,✓,`

pz‹
↵q.

The total cost of interventions ↵n for the planner converges to

�np↵nq
n

p›Ñ �pz‹
↵q :“

ÿ

xPX
µx↵xCx

d
`
xÿ

`“1

`b
`
d`
x
, 1 ´ z‹

↵, `
˘
.

This completes the proof of Theorem 5.1.
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7 Concluding Remarks

In this paper, we propose a general tractable framework to study default cascades and

systemic risk in a heterogeneous financial network, subject to an exogenous macroeconomic

shock. We state various limit theorems for the final state of default contagion and systemic

risk depending on the network structure and institutions’ (observable) characteristics.

We show that, under some regularity assumptions, the default cascade could be trans-

ferred to a death process problem represented by balls-and-bins model. Under suitable

assumptions on the degree and threshold distributions, we show that the final size of de-

fault cascade and system-wide wealth aggregation functions have asymptotically Gaussian

fluctuations. We also show how these results could be used by a social planner to optimally

target interventions during a financial crisis, under partial information of the financial net-

work and under some budget constraint.

The closed form interpretable limit theorems that we provide could also serve as a

mandate for regulators to collect data on those specific network characteristics and assess

systemic risk via more intensive computational methods.

Our results can also be used in a regulatory risk management framework. The regulator

will impose capital requirements on each bank. In practice, the capital ratio constraint

is the same for all banks. However, using our heterogeneous setup, we could allow the

regulator to choose optimally this capital ratio according to the type of the banks. Fixing

the time horizon T , the regulator’s problem is how to choose optimally capital ratio for the

institutions of type x P X at time 0 to minimize ⇢
`
�⌃pT q

˘
. Then the regulator can update

the type of each bank and capital ratios at time T according to the new data.
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A Proof of Lemmas

This appendix contains the proofs of all the lemmas in the main text.

A.1 Proof of Lemma 3.2

Recall that

fW pzq :“ �z ´
ÿ

xPX
µxd

´
x

d
`
xÿ

✓“1

qxp✓q�
`
d`
x
, z, d`

x
´ ✓ ` 1

˘
,

and, z‹ :“ sup
 
z P r0, 1s : fW pzq “ 0

(
. By the initial condition qxp0q ° 0 for some x P X .

Hence, we have fW p1q ° 0 and z‹ † 1. Let us take a constant t1 ° 0 such that t1 † ´ ln z‹.
By continuity of fW pzq on r0, 1s, it follows that fW pzq ° 0 on pz‹, 1s. Hence, there exists

some constant C1 ° 0 such that fW pe´tq • C1 for t § t1.

Since Wnp⌧‹
n

q “ ´1, if ⌧‹
n

§ t1 then Wnp⌧‹
n

q{n ´ fW pe´⌧
‹
nq § ´C1. But on the other

hand, we have

sup
t§⌧‹

n

|Wnptq
n

´ fW pe´tqq| p›Ñ 0.
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This is a contradiction. Therefore, we must have Pp⌧‹
n

§ t1q ›Ñ 0, as n Ñ 8. In the case

z‹ “ 0, we can take any finite t1, which implies that ⌧‹
n

p›Ñ 8.

We now consider the case z‹ P p0, 1s. Let " ° 0 small enough and fix the constant t2 P
p´ ln z‹,´ lnpz‹ ´ "qq. By using a similar argument and given the assumption f 1

W
pz‹q ° 0,

we can show there exists some constant C2 ° 0, such that Wnp⌧‹
n

q{n ´ fW pe´⌧
‹
nq • C2 if

⌧‹
n

• t2. Thus Pp⌧n • t2q ›Ñ 0 as n Ñ 8. Since t1 and t2 are arbitrary, tending both t1
and t2 to ´ ln z‹, implies that ⌧‹

n

p›Ñ ´ ln z‹. This completes the proof of lemma.

A.2 Proof of Lemma 6.4

First note that U pnq
x,✓,0p0q “ N pnq

x,✓
and U pnq

x,✓,s
p0q “ 0 for ` • 1. Further, from Assumption 2,

N pnq
x {n Ñ µx and qpnq

x p✓q Ñ qxp✓q as n Ñ 8, for all x P X and ✓ “ 0, 1, . . . , d`
x
. Moreover,

by the strong law of large numbers, N pnq
x,✓

{N pnq
x Ñ qpnq

x p✓q a.s. as n Ñ 8.

Consider now the death process as described in Section 2.4. Let us fix x P X and integers

✓, r with 0 § r § ✓ § d`
x
. Consider the N pnq

x,✓
bins which starts with d`

x
alive in balls. For

k “ 1, . . . , N pnq
x,✓

, let Tk be the time that the pd`
x

´ rq-th ball is removed (killed) in the k-th

such bin. Then we have #tk : Tk § tu “ ∞
r

s“0 U
pnq
x,✓,s

ptq. Since the number of remaining

balls in any of such bins at time t are i.i.d. random variables with distribution Binpd`
x
, e´tq,

then we have PpTk § tq “ ∞
r

s“0 bpd`
x
, e´t, sq. Hence, by using Glivenko-Cantelli theorem,

sup
t§⌧n

ˇ̌ 1

N pnq
x,✓

d
`
xÿ

s“r`1

U pnq
x,✓,s

ptq ´
d

`
xÿ

s“r`1

bpd`
x
, e´t, sq

ˇ̌
p›Ñ 0, as N pnq

x,✓
Ñ 8.

Multiply the above equation by N pnq
x,✓

{N pnq
x , and by the law of large numbers, we have

sup
t§⌧n

ˇ̌ 1

N pnq
x

d
`
xÿ

s“r`1

U pnq
x,✓,s

ptq ´ qpnq
x

p✓q
d

`
xÿ

s“r`1

bpd`
x
, e´t, sq

ˇ̌
p›Ñ 0, as N pnq

x
Ñ 8. (26)

Moreover, by using Assumption 2,

sup
t•0

ˇ̌N pnq
x

n
qpnq
x

p✓q
d

`
xÿ

s“r`1

bpd`
x
, e´t, sq ´ µxqxp✓q

d
`
xÿ

s“r`1

bpd`
x
, e´t, sq

ˇ̌
›Ñ 0, as n Ñ 8.

By combining the two formulas above and multiplying (26) by N pnq
x {n, we obtain

sup
t§⌧n

ˇ̌ 1
n

d
`
xÿ

s“r`1

U pnq
x,✓,s

ptq ´ µxqxp✓q
d

`
xÿ

s“r`1

bpd`
x
, e´t, sq

ˇ̌
p›Ñ 0, as n Ñ 8. (27)

Hence, by using (27) for r1 “ ` and r2 “ `´1, and then taking the di↵erence, we obtain
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that

sup
t§⌧n

ˇ̌U pnq
x,✓,`

ptq
n

´ µxqxp✓qb
`
d`
x
, e´t, `

˘ˇ̌
p›Ñ 0, as n Ñ 8.

Note that the above equation holds for all x P X and ✓ “ 1, . . . , d`
x
. Hence, the same

convergence also holds for any partial sum over x and ✓. In particular,

sup
t§⌧n

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

ˇ̌ 1
n
U pnq
x,✓,s

ptq ´ µxqxp✓qbpd`
x
, e´t, sq

ˇ̌
p›Ñ 0. (28)

Let XK be the set of all characteristic x P X such that d`
x

` d´
x

§ K. Since (by

Assumption 3a) � P p0,8q then for arbitrary small " ° 0, there exists K" such that
∞

xPX zXK"
µxpd`

x
` d´

x
q † ". Further, by Assumption 3a and dominated convergence,

ÿ

xPX zXK"

pd`
x

` d´
x

qN pnq
x

{n Ñ
ÿ

xPX zXK"

pd`
x

` d´
x

qµx † ".

Hence for n large enough, we have
∞

xPX zXK"
pd`

x
` d´

x
qN pnq

x {n † 2". By (28), we obtain

sup
t§⌧n

ÿ

xPX
pd`

x
` d´

x
q

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

ˇ̌
U pnq
x,✓,s

ptq{n ´ µxqxp✓qbpd`
x
, e´t, sq

ˇ̌

§ sup
t§⌧n

ÿ

xPXK"

pd`
x

` d´
x

q
d

`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

ˇ̌
U pnq
x,✓,s

ptq{n ´ µxqxp✓qbpd`
x
, e´t, sq

ˇ̌

` sup
t§⌧n

ÿ

xPX zXK"

pd`
x

` d´
x

q
d

`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`1

ˇ̌
U pnq
x,✓,s

ptq{n ´ µxqxp✓qbpd`
x
, e´t, sq

ˇ̌

§opp1q `
ÿ

xPX zXK"

pd`
x

` d´
x

qpN pnq
x

{n ` µxq § opp1q ` 3".

Then let " Ñ 0, it follows that (12) holds, which completes the proof of Lemma 6.4

A.3 Proof of Lemma 6.5

Since V pnq
x,✓,s

changes by -1 when one of the alive (in) balls in U pnq
x,✓,s

bins dies, and there are

sU pnq
x,✓,s

ptq such balls at time t, we obtain

dV pnq
x,✓,s

ptq “ ´sU pnq
x,✓,s

ptqdt ` dM1
t
,

where M
1 is a martingale.
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We define further pV pnq
x,✓,s

ptq :“ estV pnq
x,✓,s

ptq. Then by Ito’s lemma,

dpV pnq
x,✓,s

ptq “ sestV pnq
x,✓,s

ptqdt ` estdV pnq
x,✓,s

ptq
“ sestV pnq

x,✓,s
ptqdt ´ sestU pnq

x,✓,s
ptqdt ` estdM1

t

“ se´t pV pnq
x,✓,ps`1qptqdt ` dMt,

where dMt “ estdM1
t
is also a martingale di↵erential. Thus

M pnq
x,✓,s

ptq :“ pV pnq
x,✓,s

ptq ´ s

ª
t

0
e´r pV pnq

x,✓,ps`1qprqdr (29)

is also a martingale for every 0 § s § d`
x
. We can calculate its quadratic variation by

“
M pnq

x,✓,s
,M pnq

x,✓,s

‰
t

“
ÿ

0†r§t

|�M pnq
x,✓,s

prq|2 “
ÿ

0†r§t

|�pV pnq
x,✓,s

prq|2 “
ª

t

0
e2srdp´V pnq

x,✓,s
prqq. (30)

Then,
ÄM pnq

x,✓,s
ptq :“ n´1{2`

M pnq
x,✓,s

ptq ´ M pnq
x,✓,s

p0q
˘
,

is a martingale with initial value at 0. Further, from Lemma 6.4, as n Ñ 8,

sup
t§⌧‹

n

|V pnq
x,✓,s

ptq{n ´ µxqxp✓q�pd`
x
, e´t, sq| p›Ñ 0. (31)

For notational convenience, let us denote by

'x,✓,spyq :“ µxqxp✓q�pd`
x
, y, sq.

Using integration by parts, we obtain for all t § ⌧‹
n
,

“ÄM pnq
x,✓,s

, ÄM pnq
x,✓,s

‰
t

“ n´1
“
M pnq

x,✓,s
,M pnq

x,✓,s

‰
t

“ n´1
`
V pnq
x,✓,s

p0q ´ e2stV pnq
x,✓,s

ptq `
ª

t

0
2sV pnq

x,✓,s
prqe2srdr

˘

“ 'x,✓,sp1q ´ e2st'x,✓,spe´tq `
ª

t

0
2s'x,✓,spe´rqe2srdr ` opp1q

“
ª

t

0
e2srdp´'x,✓,spe´rqq ` opp1q.

Moreover, by (30), there exists a constant C such that

“ÄM pnq
x,✓,s

, ÄM pnq
x,✓,s

‰
t

“ n´1
“
M pnq

x,✓,s
,M pnq

x,✓,s

‰
t

§ n´1e2stV pnq
x,✓,s

p0q § Ce2st, (32)

which holds uniformly for n. Consequently, by Theorem 6.3, for the stopped process

ÄM pnq
x,✓,s

pt ^ ⌧nq d›Ñ Yx,✓,spt ^ t0q in D r0,8q , (33)
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where Yx,✓,s is a continuous Gaussian process with ErYx,✓,sptqs “ 0 and covariance

E rYx,✓,sptqYx,✓,spuqs “
ª

t

0
e2srdp´'x,✓,spe´rqq, 0 § t § u † 8.

Furthermore, for s ‰ r, we can show that V pnq
x,✓,r

and V pnq
x,✓,s

never change simultaneously,

almost surely. Thus, rÄM pnq
x,✓,r

, ÄM pnq
x,✓,s

st “ 0.

Hence, by Theorem 6.3 applied to the vector-valued martingale
`ÄM pnq

x,✓,s

˘
s“0,...,d`

x
, the

convergence holds jointly with a diagonal covariance matrix for
`
Yx,✓,s

˘
s“0,...,d`

x
, which

implies that the processes Yx,✓,0, . . . , Yx,✓,d
`
x
are all independent.

As for two di↵erent types-thresholds px, ✓q and px1, ✓1q, the independence follows since

for any s “ 0, . . . , d`
x

and s1 “ 0, . . . , d`
x1 , V

pnq
x,✓,s

and V pnq
x1✓1,s1 also a.s. never change simulta-

neously. This could also be viewed from the nature of our balls and bins representation: the

balls die independently and a.s. never die at the same moment. Hence, the death processes

in bins with di↵erent types are independent.

We now compute pV pnq
x,✓,s

, using the Definition-Equation (29) for M pnq
x,✓,s

ptq, repeatedly.
We find that for s “ d`

x
,

pV pnq
x,✓,d

`
x

ptq “ M pnq
x,✓,d

`
x

ptq,

and for s “ d`
x

´ 1,

pV pnq
x,✓,s

ptq “ M pnq
x,✓,s

ptq ` s

ª
t

0
e´rM pnq

x,✓,ps`1qprqdr.

Then for s “ d`
x

´ 2, we find out

pV pnq
x,✓,s

ptq “M pnq
x,✓,s

ptq ` s

ª
t

0
e´rM pnq

x,✓,ps`1qprqdr

`
ª

r2†r1†t

sps ` 1qe´pr1`r2qM pnq
x,✓,ps`2qpr2qdr2dr1

“M pnq
x,✓,s

ptq ` s

ª
t

0
e´rM pnq

x,✓,ps`1qprqdr

`
ª

t

0
sps ` 1qpe´r ´ e´tqe´rM pnq

x,✓,ps`2qprqdr

“M pnq
x,✓,s

ptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rM pnq

x,✓,j
prqdr.

40

Electronic copy available at: https://ssrn.com/abstract=3811107



Assume that the above formula holds for s § k § d`
x

´ 1. Then for s ´ 1, we deduce

pV pnq
x,✓,s´1ptq “M pnq

x,✓,s´1ptq ` s

ª
t

0
e´r pV pnq

x,✓,s
prqdr

“M pnq
x,✓,s´1ptq ` ps ´ 1q

ª
t

0
e´rM pnq

x,✓,s
prqdr

`
d

`
xÿ

j“s`1

sps ´ 1q
j ´ s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´se´rM pnq

x,✓,j
prqdr

“M pnq
x,✓,s´1ptq `

d
`
xÿ

j“s

ps ´ 1q
ˆ
j ´ 1

s ´ 1

˙ ª
t

0
pe´r ´ e´tqj´se´rM pnq

x,✓,j
prqdr.

By induction, we obtain that

pV pnq
x,✓,s

ptq “ M pnq
x,✓,s

ptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rM pnq

x,✓,j
prqdr.

We next define pvpnq
x,✓,s

ptq for all t • 0, as the conditional expectation of pV pnq
x,✓,s

ptq given its

initial value V pnq
x,✓,s

p0q. Namely, we have

pvpnq
x,✓,s

ptq : “ E
“ pV pnq

x,✓,s
ptq|V pnq

x,✓,s
p0q

‰

“ M pnq
x,✓,s

p0q `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rM pnq

x,✓,j
p0qdr.

Note that by definition, E
“ pV pnq

x,✓,s
ptq

‰
“ estErV pnq

x,✓,s
ptqs. Further, V pnq

x,✓,s
ptq is the number

of bins with type x, threshold ✓ and with at least s balls at time t in the death process

where balls die independently with rate 1 (without stopping). Then at time t, each of such

bins has the binomial probability �pd`
x
, e´t, sq to have at least s alive balls remaining. The

initial number is V pnq
x,✓,s

p0q “ N pnq
x,✓

. Consequently for all s “ 0, . . . , d`
x
, we have

pvpnq
x,✓,s

“ estN pnq
x,✓
�pd`

x
, e´t, sq. (34)

We further define for t § ⌧‹
n
,

rV pnq
x,✓,s

ptq :“ n´1{2` pV pnq
x,✓,s

ptq ´ pvpnq
x,✓,s

˘
. (35)

It is clear that,

rV pnq
x,✓,s

ptq “ ÄM pnq
x,✓,s

ptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rÄM pnq

x,✓,j
prqdr.

We next apply Theorem 6.3 to the above finite sum and take the limit (in distribution)
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under the summation sign.

It follows that
rV pnq
x,✓,s

pt ^ ⌧nq d›Ñ rZx,✓,spt ^ t0q, (36)

in D r0,8q, where

rZx,✓,sptq :“ Yx,✓,sptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rYx,✓,jprqdr.

Note that, although the initial V pnq
x,✓,s

p0q is random, by the standard (multidimensional)

central limit theorem applied to N pnq
x “ nµpnq

x i.i.d. random variables 11t⇥pnq
i

“ ✓u, we have
as n Ñ 8,

n´1{2
´
N pnq

x,✓
´ nµpnq

x
qpnq
x

p✓q
¯

d›Ñ Y
˚
x,✓

, (37)

where Y˚
x,✓

„ N p0, µxqxp✓qp1´qxp✓qqq and CovpY˚
x,✓1

,Y˚
x,✓2

q “ ´µxqxp✓1qqxp✓2q for ✓1 ‰ ✓2.

We denote by (for all ✓1, ✓2)

 x,✓1,✓2 :“ CovpY˚
x,✓1

,Y˚
x,✓2

q.

Notice that for all x1 ‰ x2, Y˚
x1,✓1

,Y˚
x2,✓2

are independent and CovpY˚
x1,✓1

,Y˚
x2,✓2

q “ 0.

Then we have by (34) and (37) that jointly for all triple px, ✓, sq, in D r0,8q as n Ñ 8,

n´1{2
´

pvpnq
x,✓,s

´ nestµpnq
x

qpnq
x

p✓q�pd`
x
, e´t, sq

¯
d›Ñ pZx,✓,sptq, (38)

where pZx,✓,sptq is also a Gaussian process with mean 0 and covariance

E
“ pZx,✓,sptq pZx,✓,spuq

‰
“ ept`uqs�pd`

x
, e´t, sq�pd`

x
, e´u, sq x,✓,✓.

We now analyse the independence between rZx,✓,s and pZx,✓,s. Let combine x and ⇥x

as a new type % :“ px, ✓q in the set of all possible combination for x P X and ✓ P N.

Notice that we have fixed proportion for the type distribution µpnq
x , x P X in the network.

But the threshold ⇥x for all x P X is random. Thus the proportion (denoted by µpnq
% ) for

the new type % is random. It does not satisfy Assumption 3b, but satisfies in probability,

i.e. replacing Opnq by Oppnq in Assumption 3b. In addition, µpnq
%

p›Ñ µ% with the limit

distribution µ% :“ µxqxp✓q for % “ px, ✓q. Further, by using the Skorokhod coupling theorem

[42, Theorem 3.30] as also stated in [41, Lemma 8.2], we can define all the processes on

a new common probability space such that, for the type distribution, µpnq
% Ñ µ% and

Assumption 3b hold almost surely.

Further, note that the distribution of rZx,✓,s do not depend on the random proportion

µpnq
% , but only on the limit distribution µ%. Hence the arguments in the above paragraph

guarantee that conditioning on the initial value V pnq
x,✓,s

p0q does not have any influence on the
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distribution of rZx,✓,s. Therefore rZx,✓,s and pZx,✓,s are independent for all px, ✓, sq.
The above argument shows that rV pnq

x,✓,s
converges to a Gaussian process. We next define

rpV pnq
x,✓,s

ptq :“ n´1{2
´

pV pnq
x,✓,s

ptq ´ nestµpnq
x

qpnq
x

p✓q�pd`
x
, e´t, sq

¯
.

By (35), (36) and (38), we obtain that

rpV pnq
x,✓,s

pt ^ ⌧nq d›Ñ rpZx,✓,spt ^ t0q,

where
rpZx,✓,s :“ pZx,✓,s ` rZx,✓,s is a Gaussian process with mean 0 and covariance

E
“rpZx,✓,sptqrpZx,✓,spuq

‰
“ E

“ pZx,✓,sptq pZx,✓,spuq
‰

` E
“ rZx,✓,sptq rZx,✓,spuq

‰
,

for all 0 § t § u † 8.

Next, we define for all triple px, ✓, sq,

V ˚pnq
x,✓,s

ptq :“ e´st rpV pnq
x,✓,s

ptq, rsZx,✓,sptq :“ e´st rZx,✓,sptq,

and
psZx,✓,sptq :“ e´st pZx,✓,sptq, Z

˚
x,✓,s

ptq :“ e´st rpZx,✓,sptq.

Then we have

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ Z
˚
x,✓,s

pt ^ t0q. (39)

We define further

p�x,✓1,✓2,r,spyq :“ Cov
`
ppsZx,✓1,rp´ ln yq, psZx,✓2,sp´ ln yqq

˘
,

and,

r�x,✓,r,spyq :“ Cov
`rsZx,✓,rp´ ln yq, rsZx,✓,sp´ ln yq

˘
.

By using all the independence and covariance formulas above, it follows that

Cov
`
Z

˚
x1,✓1,s1

ptq,Z˚
x2,✓2,s2

ptq
˘

“0, for all x1 ‰ x2,

Cov
`
Z

˚
x,✓1,s1

ptq,Z˚
x,✓2,s2

ptq
˘

“p�x,✓1,✓2,s1,s2pe´tq, for all ✓1 ‰ ✓2,

Cov
`
Z

˚
x,✓,s1

ptq,Z˚
x,✓,s2

ptq
˘

“p�x,✓,✓,s1,s2pe´tq ` r�x,✓,s1,s2pe´tq,

where

p�x,✓1,✓2,s1,s2pe´tq “ �pd`
x
, e´t, s1q�pd`

x
, e´t, s2q x,✓1,✓2 ,

 x,✓,✓ “ µxqxp✓qp1 ´ qxp✓qq,  x,✓1,✓2 “ ´µxqxp✓1qqxp✓2q for all ✓1 ‰ ✓2. (40)
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Moreover, the covariance between Z
˚
x,✓1,s

ptq and Y
˚
x,✓2

is given by

Cov
`
Z

˚
x,✓1,s

ptq,Y˚
x,✓2

˘
“ Cov

`
�pd`

x
, e´t, sqY˚

x,✓1
,Y˚

x,✓2

˘
“ �pd`

x
, e´t, sq x,✓1,✓2 ,

and for x1 ‰ x2, again by the independence the covariance is 0.

We now compute r�x,✓,r,spyq. Recall that

CovpYx,✓,sp´ ln yq, Yx,✓,rp´ ln yqq “ 11tr “ su
ª 1

y

u´2sd'x,✓,spuq.

Then we obtain

Var
` rZx,✓,sp´ ln yq

˘
“
ª 1

y

v´2sd'x,✓,spvq

`
d

`
xÿ

j“s`1

s2
ˆ
j ´ 1

s

˙2 ª ª

y†u†z†1
pu ´ yqj´s´1pz ´ yqj´s´1

´ª 1

z

v´2jd'x,✓,jpvq
¯
dudz

“1

2

d
`
xÿ

j“s

ˆ
j ´ 1

s ´ 1

˙2 ª 1

y

pv ´ yq2j´2sv´2jd'x,✓,jpvq.

For r • s, we can write r “ s ` k for some k • 1, and deduce that

Cov
` rZx,✓,sp´ ln yq, rZx,✓,s`kp´ ln yq

˘

“ 1

2

d
`
xÿ

j“s`k

ˆ
j ´ 1

s ´ 1

˙ˆ
j ´ 1

s ` k ´ 1

˙ ª 1

y

pv ´ xq2j´2s´kv´2jd'x,✓,jpvq.

Hence we have

r�x,✓,s,s`kpyq : “ y2s`kCov
` rZx,✓,sp´ ln yq, rZx,✓,s`kp´ ln yq

˘

“ 1

2
y2s`k

d
`
xÿ

j“s`k

ˆ
j ´ 1

s ´ 1

˙ˆ
j ´ 1

s ` k ´ 1

˙ ª 1

y

pv ´ yq2j´2s´kv´2jd'x,✓,jpvq.
(41)

This completes the proof of Lemma 6.5.

A.4 Proof of Lemma 6.6

We only provide the proof for fH` . The proof for the case | P tS,D, I`,W u follows in the

same way. For all d, y P N and z P r0, 1s, let us consider the following function

hppd, yq; zq :“
dÿ

`“d´y`1

`bpd, z, `q.
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We define a sequence of bi-dimensional nonnegative integer valued random variables tXnu
and X with distributions

PpXn “ pd, yqq “
ÿ

xPAd

µpnq
x

qpnq
x

pyq,

and

PpX “ pd, yqq “
ÿ

xPAd

µxqxpyq,

where Ad :“ tx P X : d`
x

“ du. Then it follows that

f pnq
H` pzq “ EhpXn; zq and fH` pzq “ EhpX; zq.

By Assumption 3a, we have Xn Ñ X in distribution as n Ñ 8. Moreover, for any z P r0, 1s,
0 § hppd, yq; zq § d. Thus, hpXn; zq § Xp1q

n , where Xp1q
n is first dimensional component of

Xn. Note also that by Assumption 3b, Xp1q
n is uniformly integrable. Hence we have (as

n Ñ 8) for all z P r0, 1s,

f pnq
H` pzq “ EhpXn; zq Ñ EhpX; zq “ fH` pzq.

Further, an elementary calculation gives that

B
Bz bpd, z, `q “ dbpd ´ 1, z, `´ 1q ´ dbpd ´ 1, z, `q.

Combining now with the fact that bpd, z, `q P r0, 1s, we have | B
Bz bpd, z, `q| § d. In addition,

using a simple induction gives that for every j • 0, | Bj

Bzj bpv, z, `q| § dj . We therefore obtain

that

ˇ̌ Bj

Bzj hpXn; zq
ˇ̌

§ pXp1q
n

qj
X

p1q
nÿ

`“1

` § pXp1q
n

qj`2. (42)

This is again, by Assumption 3b, uniformly integrable. Hence, we also have (as n Ñ 8)

Bj

Bzj f
pnq
H` pzq “ E

Bj

Bzj hpXn; zq Ñ E
Bj

Bzj hpX; zq “ Bj

Bzj fH` pzq

for all z P r0, 1s. Moreover, (42) also implies all these derivatives are uniformly bounded.

Thus by the Arzela-Ascoli theorem (see e.g., [42]), as n Ñ 8, f pnq
H` pzq Ñ fH` pzq together

with all its derivatives uniformly on r0, 1s. This completes the proof for | “ H` and the

proof for the case | P tS,D, I`,W u follows in the same way.

A.5 Proof of Lemma 6.7

We only provide the proof of (15). Other convergences are simpler and could be proved by

using similar arguments.

First note that, for rV pnq
x,s ptq “ ∞

✓
rV pnq
x,✓,s

ptq, we have
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rV pnq
x,s

ptq “
d

`
xÿ

✓“1

ÄM pnq
x,✓,s

ptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´r

d
`
xÿ

✓“1

ÄM pnq
x,✓,j

prqdr

“ ÄM pnq
x,s

ptq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rÄM pnq

x,j
prqdr,

where ÄM pnq
x,s ptq :“ ∞d

`
x

✓“1
ÄM pnq

x,✓,s
ptq. This is again a partial sum and Theorem 6.3 applies. We

therefore have

rV pnq
x,s

pt ^ ⌧nq d›Ñ rZx,spt ^ t0q :“
d

`
xÿ

✓“1

rZx,✓,spt ^ t0q,

in D r0,8q. More precisely,

ÄM pnq
x,s

pt ^ ⌧nq d›Ñ Yx,spt ^ t0q in D r0,8q ,

where Yx,s is a continuous Gaussian process with EYx,sptq “ 0 and covariance

E
“
Yx,sptqYx,spuq

‰
“

d
`
xÿ

✓“1

ª
t

0
e2srdp´'x,✓,spe´rqq “

ª
t

0
e2srdp´'x,spe´rqq,

for 0 § t § u † 8 and

'x,spyq “
d

`
xÿ

✓“1

'x,✓,spyq “ µx�pd`
x
, y, sq.

We now prove that the convergence also hold for an infinite sum which is used to prove

our final result. Let

Qpnq
x,✓,s

ptq :“ e´stn´1{2`
pvpnq
x,✓,s

´ nestµpnq
x

qpnq
x

p✓q�pd`
x
, e´t, sq

˘
.

Then we have for all px, ✓, sq and all t ° 0,

VarpQpnq
x,✓,s

ptqq § µpnq
x

qpnq
x

p✓qp1 ´ qpnq
x

p✓qq.

Recall that X
`
s

and X
´
s

denote the set of characteristics which have in-degree d`
x

• s

and out-degree d´
x

• s respectively. Let ⇥x be an arbitrary subset of t1, . . . , d`
x

u. By (38),

the convergence holds for the finite sum
∞

xPX zX`
`

∞
✓P⇥x

Qpnq
x,✓,s

ptq. We now consider the

following infinite sum ÿ

xPX`
`

pd`
x

` d´
x

q
ÿ

✓P⇥x

Qpnq
x,✓,s

ptq.

Since power function can be controlled by exponential function, there exists a constant
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C ° 1 such that for all t ° 0,

ÿ

xPX`
`

ppd`
x

q2 ` pd´
x

q2qVarp
ÿ

✓P⇥x

Qpnq
x,✓,s

ptqq §
ÿ

xPX`
`

ppd`
x

q2 ` pd´
x

q2q
ÿ

✓P⇥x

VarpQpnq
x,✓,s

ptqq

§
ÿ

xPX´
`

pd´
x

q2µpnq
x

` 2
ÿ

xPX`
`

pd`
x

q2µpnq
x

§
ÿ

xPX´
`

Cd
´
x µpnq

x
` 2

ÿ

xPX`
`

Cd
`
x µpnq

x
.

Thus we have by Assumption 3b, for n large enough, as ` Ñ 8,

Ersup
t°0

|
ÿ

xPX`
`

pd`
x

` d´
x

q
d

`
xÿ

✓“1

Qpnq
x,✓,s

ptq|s Ñ 0. (43)

Then using the convergence of the partial sums of Qpnq
x,✓,s

, we can extend the convergence

to an infinite sum of Qpnq
x,✓,s

, by using e.g. [16, Theorem 4.2]. Further, the limit is also

continuous. We therefore have in D r0,8q,
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

Qpnq
x,✓,s

ptq d›Ñ
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

pZx,✓,sptq. (44)

On the other hand, for the following infinite sum, we have

V̄ pnq
s

ptq : “
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

rV pnq
x,✓,s

ptq

“
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

ÄM pnq
x,✓,s

ptq

`
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

d
`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rÄM pnq

x,✓,j
prqdr

“ ÑM pnq
s

ptq `
8ÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rÑM pnq

j
prqdr,

where ÑM pnq
s ptq :“ ∞

xPX pd`
x

` d´
x

q∞
✓P⇥x

ÄM pnq
x,✓,s

ptq is a martingale with initial value 0.

We set the convention that ÄM pnq
x,s ptq “ 0 for d`

x
† s. By a similar way as done for (32),

we obtain that the quadratic variation of ÑM pnq
s , which is

rÑM pnq
s

, ÑM pnq
s

st § 2e2st
ÿ

xPX`
s

ppd`
x

q2 ` pd´
x

q2qV pnq
x,s

p0q{n.

Using Assumption 3b, for all A ° 1, there exists constants Cs and Cs,A such that
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ÿ

xPX`
s

ppd`
x

q2 ` pd´
x

q2qV pnq
x,s

p0q §
ÿ

xPX´
s

pd´
x

q2V pnq
x,s

p0q ` 2
ÿ

xPX`
s

pd`
x

q2V pnq
x,s

p0q

§A´s
ÿ

xPX
µpnq
x

p2pCsAqd`
x ` pCsAqd´

x q § Cs,AA
´sn.

Thus for any t ° 0 and a fixed T , by choosing A “ e2t`4T we get

rÑM pnq
s

, ÑM pnq
s

st § 2
ÿ

xPX`
s

ppd`
x

q2 ` pd´
x

q2qe2stV pnq
s

p0q{n § Cs,Ae
´4Ts.

By Doob’s L2 inequality, we have (for some constant C 1
s,T

)

Ersup
t§T

pÑM pnq
s

ptqq2s § 4ErÑM pnq
s

, ÑM pnq
s

sT § C 1
s,T

e´4Ts.

Then combining the Cauchy-Schwarz inequality, we obtain (for some constant C2
s,T

)

Ersup
t§T

|ÑM pnq
s

ptq|s § C2
s,T

e´2Ts. (45)

Let us define

⇠N,nptq :“
8ÿ

j“N

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´rÑM pnq

j
prqdr.

Then by (45) and some (simple) calculations we find that

E
`
sup
t§T

|⇠N,nptq|
˘

§
8ÿ

j“N

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´r

E
“
sup
t§T

|ÑM pnq
j

ptq|
‰
dr

§ C2
s,T

T
8ÿ

j“N

s

ˆ
j ´ 1

s

˙
p1 ´ e´T qj´s´1e´2Tj

§ C2
s,T

TsesT
8ÿ

j“N

e´2Tj ,

which implies for any fixed s and T , Epsup
t§T

|⇠N,nptq|q Ñ 0 as N Ñ 8, uniformly in n.

Using again the convergence of the partial sums of rV ˚pnq
x,✓,s

, we can extend the convergence

to some infinite sums of rV pnq
x,✓,s

. It follows that in D r0,8q,
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

e´st rV pnq
x,✓,s

pt ^ ⌧nq d›Ñ
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

rsZx,✓,spt ^ t0q. (46)
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Combining now (44) and (46), it then follows that jointly for any s ° 0,

ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ
ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

Z
˚
x,✓,s

pt ^ t0q,

and also the partial sum for any fixed r,

rÿ

s“1

ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ
rÿ

s“1

ÿ

xPX
pd`

x
` d´

x
q

ÿ

✓P⇥x

Z
˚
x,✓,s

pt ^ t0q. (47)

Then notice that for any x P X , d`
x

° 0, thus we have that

ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

ptq “
8ÿ

s“2

ÿ

xPX

ÿ

✓P⇥x

V ˚pnq
x,✓,s

ptq,

with taking ⇥x “ t1, . . . , d`
x

u. Similarly, we define the following infinite tail sum

⇠̄N,nptq :“
8ÿ

s“N

ÿ

xPX

ÿ

✓P⇥x

rV pnq
x,✓,s

.

Note that when s is large, C2
s,T

can be bounded by another constant CT only depending

on T . Then by the same way as above and (45), we obtain

E
`
sup
t§T

|⇠̄N,nptq|
˘

§
8ÿ

s“N

8ÿ

j“s`1

s

ˆ
j ´ 1

s

˙ ª
t

0
pe´r ´ e´tqj´s´1e´r

E
“
sup
t§T

|ÑM pnq
j

ptq|
‰
dr

`
8ÿ

s“N

ÑM pnq
s

ptq

§ CT

8ÿ

s“N

e´2Ts` § CTT
8ÿ

j“N`1

j´1ÿ

s“N

s

ˆ
j ´ 1

s

˙
p1 ´ e´T qj´s´1e´2Tj

§ CT

8ÿ

s“N

e´2Ts ` CT

8ÿ

j“N`1

jejT e´2Tj § 2CT

8ÿ

s“N

se´sT ,

which implies that for any fixed T ° 0, Epsup
t§T

|⇠N,nptq|q Ñ 0 as N Ñ 8, uniformly in n.

Combine with (43), we therefore have that for any T ° 0 fixed, as ` Ñ 8,

E
“
sup
t§T

ˇ̌ ÿ

xPX`
`

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

ptq
ˇ̌‰

Ñ 0.

Hence the same argument [16, Theorem 4.2] allows us to pass the limit under the infinite

sum and with the limit being continuous. It then follows that, by using (47) and letting
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r Ñ 8, to obtain that in D r0,8q,

ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

V ˚pnq
x,✓,s

pt ^ ⌧nq d›Ñ
ÿ

xPX

d
`
xÿ

✓“1

d
`
xÿ

s“d
`
x ´✓`2

Z
˚
x,✓,s

pt ^ t0q.

A.6 Covariances in Theorem 3.6

Using all the notations of Section 6.5 and 6.6, we now compute the covariances in Theo-

rem 3.6 for the continuous Gaussian processes ZS ,ZH` ,ZI` and ZW .

For convenience, we make a change of variable y “ e´t, which decreases from 1 to 0 as

t varies from 0 to 8. We use the notations

�Lpyq :“ VarpZLp´ ln yqq, �L

x,✓,s
pyq :“ Cov

`
ZLp´ ln yq,Z˚

x,✓,s
p´ ln yq

˘
.

We now compute �Lpyq and �L

x,✓,s
pyq. In order to compute �L

x,✓,s
, we apply Theorem 6.3

to rLn and ÄM pnq
x,✓,s

for all s “ d`
x

´ ✓` 1, . . . , d`
x
. Observe that each time V pnq

x,✓,s
decreases by

1, also an in ball dies and thus Ln decreases by 1. Hence, the quadratic covariation is

rÄM pnq
x,✓,s

, rLnst “ n´1
ÿ

0†r§t

�M pnq
x,✓,s

prq�pLnprq “ n´1
ÿ

0†r§t

�pV pnq
x,✓,s

prq�pLnprq

“ n´1
ÿ

0†r§t

eps`1qr�V pnq
x,✓,s

prq�Lnprq “ n´1

ª
t

0
eps`1qrdp´V pnq

x,✓,s
prqq.

Using integration by parts as before and formula (31), we can obtain that

rÄM pnq
x,✓,s

, rLnst “
ª

t

0
eps`1qrdp´'x,✓,spe´rqq ` opp1q

“
ª 1

e´t

u´ps`1qd'x,✓,spuq ` opp1q.

We can then compute all needed covariances. First, the above analysis together with

Theorem 6.3, gives that for all px, ✓, sqs,

Cov
`
Yx,✓,sp´ ln yq, rZLp´ ln yq

˘
“
ª 1

y

u´ps`1qd'x,✓,spuq,

where Yx,✓,s is defined in (33).

For �Lpyq we have

�Lpyq :“ VarpZLp´ ln yqq “ Varpy rZLp´ ln yqq “ �py ´ y2q{2. (48)

Similarly, the above analysis together with Theorem 6.3, gives that for all x, ✓,

Cov
`
Yx,✓,sp´ ln yq, rZLp´ ln yq

˘
“
ª 1

y

u´ps`1qd'x,✓,spuq.
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On the other hand, for v § t, CovpYx,✓,spvq, rZLptqq “ CovpYx,✓,spvq, rZLpvqq. Thus we

have

Covp rZx,✓,sp´ ln yq, rZLp´ ln yqq

“CovpYx,✓,sptq, rZLptqq `
ª

t

0
pe´r ´ e´tqj´s´1e´rCovpYx,✓,sprq, rZLprqqdr

“
ª 1

y

u´ps`1qd'x,✓,spuq `
d

`
xÿ

j“s`1

s

ˆ
j ´ 1

s

˙
fsjpyq,

where, with a change of variable u “ e´r, the function fsjpyq is defined as

fsjpyq : “
ª 1

y

pu ´ yqj´s´1

ª 1

u

v´pj`1qd'x,✓,jpvqdu

“
ª 1

y

ª
v

y

pu ´ yqj´s´1v´pj`1qdud'x,✓,jpvq

“ 1

j ´ s

ª 1

y

pv ´ yqj´sv´pj`1qd'x,✓,jpvq.

We thus obtain

Covp rZx,✓,sp´ ln yq, rZLp´ ln yqq “
d

`
xÿ

j“s

ˆ
j ´ 1

s ´ 1

˙ ª 1

y

pv ´ yqj´sv´pj`1qd'x,✓,jpvq.

Also, notice that Covp pZx,✓,sp´ ln yq, rZLp´ ln yqq “ 0 since they are independent. Then we

conclude that

�L

x,✓,s
pyq :“ ys`1Covp rZx,✓,sp´ ln yq, rZLp´ ln yqq

“ ys`1
d

`
xÿ

j“s

ˆ
j ´ 1

s ´ 1

˙ ª 1

y

pv ´ yqj´sv´pj`1qd'x,✓,jpvq.
(49)

We can write now the covariances for the processes ZS , ZH` , ZI` and ZW by using

�Lpyq and �L

x,✓,s
pyq (calculated above), r�x,✓,r,spyq and p�x,✓1,✓2,s1,s2 (given in Lemma 6.5).

We only write the covariances between ZS , ZH` and ZW ; the covariances of ZI` could

be easily deduced from those of ZH` . For convenience, we set ⇡xp✓q :“ d`
x

´ ✓ ` 1 in the

following.
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For the variances, by using (19)-(22), we have:

�W,W pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
pd´

x
q2r�x,✓,⇡xp✓q,⇡xp✓qpyq ´ 2d´

x
�L

x,✓,⇡xp✓qpyq
ı

` �Lpyq

`
ÿ

xPX
pd´

x
q2

d
`
xÿ

✓1“1

d
`
xÿ

✓2“1

p�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq.
(50)

�S,Spyq “
ÿ

xPX

d
`
xÿ

✓“1

r�x,✓,⇡xp✓q,⇡xp✓qpyq `
ÿ

xPX

d
`
xÿ

✓1“1

d
`
xÿ

✓2“1

p�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq, (51)

and,

�H`,H` pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
⇡2
x

p✓qr�x,✓,⇡xp✓q,⇡xp✓qpyq ` 2
d

`
xÿ

s“⇡xp✓q`1

⇡xp✓qr�x,✓,⇡xp✓q,spyq

`
d

`
xÿ

s“⇡xp✓q`1

d
`
xÿ

r“⇡xp✓q`1

r�x,✓,r,spyq
ı

`
ÿ

xPX

d
`
xÿ

✓1“1

d
`
xÿ

✓2“1

” d
`
xÿ

s1“⇡xp✓1q`1

d
`
xÿ

s2“⇡xp✓2q`1

⇡xp✓1q⇡xp✓2qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq

` p�x,✓1,✓2,s1,s2pyq ` 2⇡xp✓2q
d

`
xÿ

s2“⇡xp✓2q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq
ı
,

(52)

For the covariances, by using again (19)-(22), we have:

�S,H` pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
⇡xp✓qr�x,✓,⇡xp✓q,⇡xp✓qpyq `

d
`
xÿ

s“⇡xp✓q`1

r�x,✓,⇡xp✓q,spyq
ı

`
ÿ

xPX

d
`
xÿ

✓1,✓2“1

”
⇡xp✓1qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq `

d
`
xÿ

s“⇡xp✓1q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq
ı
,

(53)

�S,W pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
�L

x,✓,⇡xp✓qpyq ´ d´
x

r�x,✓,⇡xp✓q,⇡xp✓qpyq
ı

´
ÿ

xPX
d´
x

d
`
xÿ

✓1“1

d
`
xÿ

✓2“1

p�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq,
(54)
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and,

�H`,W pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
´d´

x
⇡xp✓qr�x,✓,⇡xp✓q,⇡xp✓qpyq ` ⇡xp✓q�L

x,✓,⇡xp✓qpyq

`
d

`
xÿ

s“⇡xp✓q`1

`
�L

x,✓,s
pyq ´ d´

x
r�x,✓,⇡xp✓q,spyq

˘ı

´
ÿ

xPX
d´
x

d
`
xÿ

✓1,✓2“1

” d
`
xÿ

s“⇡xp✓1q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq ` ⇡xp✓1qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq
ı
.

(55)

As for the covariances of ZI` , we can deduce from the above six formulas by using the

relation (21).

A.7 Covariances in Theorem 4.2

In this section, we provide the variances for Gaussian processes Z⌃ptq and Z
‹
⌃ in Theo-

rem 4.2. First, let us define

Z
p1q
⌃ :“

ÿ

xPX
L̄d
x

d
`
xÿ

✓“1

Z
˚
x,✓,d

`
x ´✓`1

ptq,

Z
p2q
⌃ :“

ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

rp✓ ´ 1qZ˚
x,✓,d

`
x ´✓`1

ptq ´
d

`
xÿ

s“d
`
x ´✓`1`1

Z
˚
x,✓,s

ptqs.

Let �i,jpe´tq :“ CovpZpiq
⌃ ptq,Zpjq

⌃ ptqq, i, j “ 1, 2. The variance �⌃ptq is therefore

�⌃ptq “ �1,1pe´tq ` 2�1,2pe´tq ` �2,2pe´tq, (56)

where �i,jpyq (for i, j “ 1, 2) are calculated in the following. By using results of Section A.6,

we have (recall that ⇡xp✓q :“ d`
x

´ ✓ ` 1):

�1,1pyq “
ÿ

xPX
pL̄d

x
q2

´ d
`
xÿ

✓“1

r�x,✓,⇡xp✓q,⇡xp✓qpyq `
d

`
xÿ

✓1,✓2“1

p�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq
¯
,
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�2,2pyq “
ÿ

xPX
pL̄⌃

x
q2

d
`
xÿ

✓“1

”
p✓ ´ 1q2r�x,✓,⇡xp✓q,⇡xp✓qpyq ´ 2p✓ ´ 1q

d
`
xÿ

s“⇡xp✓q`1

r�x,✓,⇡xp✓q,spyq

`
d

`
xÿ

r,s“⇡xp✓q`1

r�x,✓,r,spyq
ı

`
ÿ

xPX
pL̄⌃

x
q2

d
`
xÿ

✓1,✓2“1

” d
`
xÿ

s1“⇡xp✓1q`1

d
`
xÿ

s2“⇡xp✓2q`1

p�x,✓1,✓2,s1,s2pyq

` p✓1 ´ 1qp✓2 ´ 1qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq ´ 2p✓2 ´ 1q
d

`
xÿ

s“⇡xp✓1q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq
ı
,

and,

�1,2pyq “
ÿ

xPX

d
`
xÿ

✓“1

”
p✓ ´ 1qr�x,✓,⇡xp✓q,⇡xp✓qpyq ´

d
`
xÿ

s“⇡xp✓q`1

r�x,✓,⇡xp✓q,spyq
ı

`
ÿ

xPX

d
`
xÿ

✓1,✓2“1

”
p✓1 ´ 1qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq ´

d
`
xÿ

s“⇡xp✓1q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq
ı
.

Now we calculate the variance of Z‹
⌃. Since it has been shown that

Z
‹
⌃ :“ Z⌃pt‹q ´ ↵´1f 1

⌃pz‹qZW pt‹q “ Z⌃pt‹q ´ �pz‹qZW pt‹q,

where �pz‹q :“ ↵´1f 1
⌃pz‹q. We have that

�‹
⌃ :“ �⌃pt‹q ` �pz‹q2�W,W pz‹q ´ 2�pz‹q�⌃,W pz‹q. (57)

We already calculated �⌃ and �W,W (see Appendix A.6). The term �⌃,W pe´tq can be

calculated by using

�⌃,W pe´tq “ ´ CovpZp1q
⌃ ptq, ZW ptqq ´ CovpZp2q

⌃ ptq, ZW ptqq
“ ´�p1q

⌃,W
pe´tq ´ �p2q

⌃,W
pe´tq,

where

�p1q
⌃,W

pyq “
ÿ

xPX
L̄d
x

d
`
xÿ

✓“1

p�x,✓,⇡xp✓qpyq ´
ÿ

xPX
L̄d
x
d´
x

d
`
xÿ

✓“1

r�x,✓,⇡xp✓q,⇡xp✓qpyq

´
ÿ

xPX
L̄d
x
d´
x

d
`
xÿ

✓1,✓2“1

p�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq,
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and,

�p2q
⌃,W

pyq “
ÿ

xPX
L̄⌃
x

d
`
xÿ

✓“1

”
´d´

x
p✓ ´ 1qr�x,✓,⇡xp✓q,⇡xp✓qpyq ` p✓ ´ 1qp�x,✓,⇡xp✓qpyq

´
d

`
xÿ

s“⇡xp✓q`1

´
�L

x,✓,s
pyq ´ d´

x
r�x,✓,⇡xp✓q,spyq

¯ı

`
ÿ

xPX
L̄⌃
x
d´
x

d
`
xÿ

✓1,✓2“1

” d
`
xÿ

s“⇡xp✓1q`1

p�x,✓1,✓2,s,⇡xp✓2qpyq ´ p✓1 ´ 1qp�x,✓1,✓2,⇡xp✓1q,⇡xp✓2qpyq
ı
.
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