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#### Abstract

This paper introduces a novel reformulation and numerical methods for optimal control of complementarity Lagrangian systems with state jumps. The solutions of the reformulated system have jump discontinuities in the first time derivative instead of the trajectory itself, which is easier to handle theoretically and numerically. We cover not only the easier case of elastic impacts, but also the difficult case, when after the state jump the system evolves on the boundary of the dynamic's feasible set. In nonsmooth mechanics this corresponds to inelastic impacts. The main idea of the time-freezing reformulation is to introduce a clock state and an auxiliary dynamic system whose trajectory endpoints satisfy the state jump law. When the auxiliary system is active, the clock state is not evolving, hence by taking only the parts of the trajectory when the clock state was active, we can recover the original solution. We detail how to recover the solution of the original system, show how to select appropriate auxiliary dynamics and give practical numerical methods to handle discontinuous ODEs with nonunique sliding motions. Moreover, we introduce a novel auxiliary ODE for time-freezing for elastic impacts and overcome some drawbacks of [22]. The theoretical findings are illustrated on the nontrivial numerical optimal control example of a hopping one-legged robot.
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## 1 Introduction

Many real-word physical occurrences experience structural changes depending on their state (e.g., electric circuits with diodes) or comprise phenomena with largely different time-scales (e.g., mechanical impacts). Mathematically, these occurrences can readily be modeled via nonsmooth differential equations. This paper is

[^0]concerned with numerical methods for Optimal Control Problems (OCP) with some classes of such dynamic systems. For an overview of different mathematical formalism for nonsmooth Ordinary Differential Equations (ODEs) the reader is referred to $[1,9,28]$.

The solution trajectories of the systems of interest are usually smooth pieces joined by kinks and jumps. Hence, the discontinuities arise either in the trajectory itself or its time derivatives. This leads to one possible classification which covers numerous, but not all mathematical formalisms for nonsmooth ODEs. It regards continuity of the state trajectory $x\left(t ; x_{0}\right)$ and its time derivatives. We distinguish NonSmooth Dynamics (NSD) with the following properties:
(NSD1) continuous, but nonsmooth r.h.s., jump discontinuity in the $2^{\text {nd }}$ time derivative $-\mathcal{C}^{1}$ solutions, e.g., $\dot{x}=|x|$,
(NSD2) discontinuous r.h.s., jump discontinuity in the first time derivative - absolutely continuous (AC) solutions, e.g., $\dot{x} \in-\operatorname{sign}(x)$,
(NSD3) jump discontinuity in the trajectory - solutions are functions of bounded variation (BV), e.g., $\ddot{x} \in$ $f(x)-\mathcal{N}_{\mathbb{R}^{+}}(x)$.

State jumps appear commonly if the dynamics are constrained by an inequality. When the trajectory reaches the boundary of the feasible set transversally, in order to stay feasible a state jump in the velocities must occur. There are two possible outcomes: either the evolution continues in the strict interior of the feasible set or on its boundary. The outcome is determined by a pointwise state jump law or restitution law. The former are denoted as systems with (partially) elastic impacts and the latter systems with inelastic impacts.

Since systems with state jumps are difficult to treat numerically and theoretically within optimal control problems, a natural question is: can we transform them into simpler systems? In the literature we can find affirmative answers, but often at the cost of several drawbacks and severe inaccuracies. Common approaches are either to use coordinate transformations $[17,32]$ or to use penalization/smoothing [29,30] and compliant contact models [8, Chapter 2]. The former have the advantage that they are exact, i.e., we can recover the solution of the original system. But they are usually limited to special cases, namely partially elastic impacts and a single scalar constraint. Examples are the Zhuravlev-Ivanonv transformation [32],[8, Sec 1.4.3.] and the gluing function approach [17] in the hybrid systems formalism. In [22] we have introduced an exact transformation of problems from case NSD3 with (partially) elastic impacts into case NSD2. In this article we extend these ideas to the inelastic case for Complementarity Lagrangian Systems (CLS). The relevant tasks of locomotion, jumping, grasping and manipulation in robotics require inelastic impacts.

### 1.1 Contributions

This paper introduces a reformulation of complementarity Lagrangian systems (NSD3) with a unilateral constraint into a ODE with an discontinuous r.h.s. (NSD2). The latter class is in general easier, and poses a rich theoretical and computational toolkit which we aim to exploit. We discuss how to select auxiliary dynamics and formalize the relationship between the time-freezing Piecewise Smooth Systems (PSS) and CLS. Thereby, we provide a constructive way to recover the solution of the original system. In addition, we introduce a novel auxiliary ODE for elastic impacts which enables to treat nonlinear constraints and multiple impacts, which was not possible in [22]. The time-freezing PSS may have nonunique sliding motions on manifolds of higher codimensions. We provide practical methods for solving OCPs with such systems and propose an approach that
enables one to select a desired sliding motion even if the solution is not unique in general. Furthermore, we introduce an extension for state jumps in tangential directions due to friction. The theoretical considerations and efficacy of the proposed numerical methods are demonstrated on the challenging OCP example where the dynamic trajectory of a hopping robot is computed, which has to reach a certain goal while jumping over holes. Our numerical OCP strategy relies on solving mathematical programs with complementarity constraints with a homotopy approach. Thereby, we solve only a few smooth NLPs and recover the highly nonsmooth solutions with state jumps.

### 1.2 Outline

The remainder of this paper is structured as follows. In Section 2 the main ideas are depicted on an illustrative example. Section 3 give an introduction to PSS, their embedding into Filippov's framework, DCS and how PSS can be transformed into DCSs. This is followed by Section 4 where the time-freezing reformulation is discussed in detail. Section 5 discusses computational issues and introduces practical methods for optimal control of timefreezing systems. In Section 6 we discuss extensions regarding frictional impacts. Section 7 provides a numerical example of using time-freezing in a robotics optimal control problem. We conclude and list some future research directions in Section 8.

### 1.3 Notation

For the left and the right limits we use the notation $x\left(t_{\mathrm{s}}{ }^{+}\right)=\lim _{t \rightarrow t_{\mathrm{s}}, t>t_{\mathrm{s}}} x(t)$ and $x\left(t_{\mathrm{s}}^{-}\right)=\lim _{t \rightarrow t_{\mathrm{s}}, t<t_{\mathrm{s}}} x(t)$, respectively. Time derivatives of a function $x(t)$ w.r.t. to $t$ are compactly denoted as $\dot{x}(t):=\frac{\mathrm{d} x(t)}{\mathrm{d} t}$, and of a function $y(\tau)$ w.r.t. to $\tau$ as $y^{\prime}(\tau):=\frac{\mathrm{d} y(\tau)}{\mathrm{d} \tau}$. For ease of notation, when clear from the context we drop the $t, \tau$ or $x$-dependencies. All vector inequalities are to be understood element-wise. The complementary conditions for two vectors $a, b \in \mathbb{R}^{n}$ read as $0 \leq a \perp b \geq 0$, where $a \perp b$ means $a^{\top} b=0$, The matrix $\mathbf{1}_{n, n} \in \mathbb{R}^{\bar{n} \times n}$ is the identity matrix, and $\mathbf{0}_{m, n} \in \mathbb{R}^{m \times n}$ is the zero matrix. The concatenation of two column vectors $a \in \mathbb{R}^{m}, b \in \mathbb{R}^{n}$ is denoted as $(a, b):=\left[a^{\top}, b^{\top}\right]^{\top}$. The concatenation of several column vectors is defined in a analogous way. A vector with all ones is denoted as $e_{k}=(1,1, \ldots, 1) \in \mathbb{R}^{k}$. The closure of a set $X$ is denoted as $\bar{X}$, its boundary as $\partial X$ and $\operatorname{conv}(X)$ is its convex hull. With $\mu(\cdot)$ we denote the Lebesgue measure. Suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a singlevalued and $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ a set-valued mapping, then we call the inclusion $f(x)+F(x) \ni 0$ a generalized equation. In this paper $F(x)$ is usually the normal cone over a convex set $C: \mathcal{N}_{C}(x):=\left\{y \in \mathbb{R}^{n} \mid y^{\top}\left(y^{\prime}-x\right) \leq 0, \forall y^{\prime} \in C\right\}$. The tangent cone of a set $\Omega$ at $x \in \Omega$ is defined as the set $\mathcal{T}_{\Omega}(x):=\left\{\left.\lim _{i \rightarrow \infty} \frac{x_{i}-x}{t_{i}} \right\rvert\, x_{i} \in \Omega, t_{i} \rightarrow 0\right.$ as $\left.i \rightarrow \infty\right\}$. The set $B(x):=\{y \mid\|y-x\| \leq 1\}$ denotes the unit Euclidean ball centered at $x$.

## 2 An Illustrative Example

This section introduces the main ideas behind the timefreezing reformulation on a simple example. The latter sections will generalize and formalize all ideas in more detail.

Example 1 Consider a frictionless point-mass in two dimensions above a horizontal table. The mass is $m=1$ kg and let $g$ be the gravitational acceleration. Denote with $q(t):=\left(q_{x}(t), q_{y}(t)\right)$ and $v(t):=\left(v_{x}(t), v_{y}(t)\right)$ its position and velocity, respectively, and let $z(t)$ be the normal contact force. The dynamics are given by the CLS:

$$
\begin{align*}
m \dot{v}(t) & =\left[\begin{array}{c}
0 \\
-m g
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] z(t), \dot{q}(t)=v(t),  \tag{1a}\\
0 & \leq z(t) \perp q_{y}(t) \geq 0,  \tag{1b}\\
v_{y}\left(t_{\mathrm{s}}^{+}\right) & =-\epsilon v_{y}\left(t_{\mathrm{s}}^{-}\right), \text {if } q_{y}\left(t_{\mathrm{s}}\right)=0 \text { and } v_{y}\left(t_{\mathrm{s}}^{-}\right)<0 . \tag{1c}
\end{align*}
$$

The complementarity condition (1b) states: the pointmass is either not in contact $\left(q_{y}>0\right)$ and there is no reaction force $z=0$, or there is contact ( $q_{y}=0$ ) and a reaction force $(z \geq 0)$. If the particle hits the table $\left(q_{y}\left(t_{\mathrm{s}}\right)=\right.$ $0)$ with a negative normal velocity $\left(v_{y}\left(t_{\mathrm{s}}{ }^{-}\right)<0\right)$, then the normal velocity must jump to a positive value (elastic impacts) or become zero (inelastic impacts) in order to meet the constraint $q_{y} \geq 0$. Equation (1c) is the point-wise state jump law, with $\epsilon \in[0,1]$, which determines the velocity after an impact. The fact that jump discontinuities are state dependent, i.e., happen at time points that are a-priori unknown, makes their treatment in numerical optimal control notoriously difficult.

### 2.1 Main Ideas

The time-freezing reformulation transforms dynamic systems with state jumps (NSD3), such as the one from Example 1, into piecewise smooth systems (NSD2), where no state jumps are present. It builds upon three main ideas. First, it mimics the state jump with an auxiliary dynamic system $\dot{x}=\psi(x)$ in the infeasible region (in the example $q_{y}<0$ ). The trajectory endpoints of the auxiliary ODE satisfy the state jump law on some finite time interval. Second, introduce a clock state $t(\tau)$ that stops counting when the auxiliary system is active, i.e., $t^{\prime}(\tau)=0$. Third, in optimal control problems, adapt the speed of time $\frac{\mathrm{d} t}{\mathrm{~d} \tau}=s$ with $s \geq 1$, and impose terminal constraint $t(T)=T$ in order to catch up for the additional time needed by the auxiliary ODE. In pure simulations problems we have $s=1$ and no terminal constraints. Consequently, by taking the pieces of the trajectory when the clock state was active, one can recover the solution of the original system with discontinuous trajectories. The time of the time-freezing system $\tau$ is called numerical time. The intervals with
$t^{\prime}(\tau)=1$ are referred to as physical time and those with $t^{\prime}(\tau)=0$ as virtual time. Partially elastic and inelastic impacts require a slightly different treatment.

### 2.2 Elastic Impacts

For partially elastic impact we have $\epsilon \in(0,1]$, which means the post-impact velocity is positive, hence the particle does not stay on the table, but bounces back. The time-freezing reformulation for this case was introduced in [22]. For $c(x):=q_{y}>0$ we have an evolution according to an ODE denoted compactly as $\dot{x}=f(x)$, with $z=0$ (free flight). When $q_{y}$ becomes zero, then $z>0$ is a Dirac impulse ensuring that $v_{x}\left(t_{\mathrm{s}}{ }^{+}\right)=-\epsilon v_{x}\left(t_{\mathrm{s}}{ }^{-}\right)$ holds. In time-freezing, the role of the Dirac impulse, which causes instantaneous velocity changes, is taken by the auxiliary ODE $\dot{x}=\psi(x)$. The time-freezing system has the augmented state $(x, t) \in \mathbb{R}^{n+1}$ which evolves in numerical time $\tau$ and reads as

$$
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
x  \tag{2}\\
t
\end{array}\right]=\left\{\begin{array}{cl}
s\left[\begin{array}{c}
f(x) \\
1
\end{array}\right], & \text { if } c(x) \geq 0 \\
s\left[\begin{array}{c}
\psi(x) \\
0
\end{array}\right], & \text { if } c(x)<0
\end{array}\right.
$$

An example phase plot for the relevant parts of the state space (the vertical position and normal velocity) is depicted in Figure 1 (left plot). The blue (dashed) and green (solid) curves together are a solution trajectory of the time-freezing system. The blue curve in the red (shaded) area $\left(q_{y}<0\right)$ is the trajectory of the auxiliary ODE. During this period the time is frozen, cf. Figure 1 (bottom left plot). By plotting the states as function of the physical time $\left(t^{\prime}(\tau)=1\right)$ we recover the solution of the initial system (green solid curve).

### 2.3 Inelastic Impacts

Inelastic impacts with $\epsilon=0$ are slightly more difficult to treat. In this case, when the particle hits the table, it stays on it, i.e., it evolves in a lower dimensional subspace. In our example, the system evolves according to a Differential Algebraic Equation (DAE) of index 3:

$$
\begin{aligned}
m \dot{v}(t) & =\left[\begin{array}{c}
0 \\
-m g
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] z(t), \dot{q}(t)=v(t), \\
0 & =q_{y}(t) .
\end{aligned}
$$

An example phase plot is depicted in Figure 1, top right. Again, the blue (dashed) curves correspond to the evolution of the auxiliary ODE, and the green (solid) to the initial system with state jumps. Together they provide a continuous function in time (no state jumps anymore). By plotting only the parts when the time was running


Fig. 1. Illustration of phase plots (top) and the clock states with speed of time $s=1$ (bottom) for the time-freezing reformulation for an elastic impact (left) and an inelastic impact (right).
(green solid curve) one can recover the original solution. In this example the time-evolution after the state jump continues in the $x$-direction according to the DAE above (the particle slides on the table). This is depicted with the green dot at the origin. From a PSS point of view this is a sliding motion. ODEs for siding motions on some manifold (here the origin) are usually defined by the neighboring vector fields (cf. Subsection 3.2). One has to ensure that the sliding mode matches the DAE after the impact. To achieve this, besides the auxiliary ODE, we define additionally a $D A E$-forming $O D E$ in the infeasible region, which deliverers the necessary ingredients to ensure the equivalence. This is discussed in detail in Section 4.

## 3 Nonsmooth Differential Equations

In this section we focus on DCS, PSS and their embedding into Filippov's framework [13]. In our study, the former are computationally convenient for discretization, the latter we found useful for modeling and a theoretical analysis.

### 3.1 Dynamic Complementarity Systems

Definition 2 (Dynamic Complementarity System) A dynamic complementarity system is defined by:

$$
\begin{align*}
\dot{x}(t) & =f_{\mathrm{DCS}}(x(t), z(t)),  \tag{3a}\\
0 & \leq z(t) \perp g_{\mathrm{DCS}}(x(t), z(t)) \geq 0, \tag{3b}
\end{align*}
$$

where $x \in \mathbb{R}^{n_{x}}, z \in \mathbb{R}^{n_{z}}$. The functions $f_{\mathrm{DCS}}: \mathbb{R}^{n_{x}} \times$ $\mathbb{R}^{n_{z}} \rightarrow \mathbb{R}^{n_{x}}$ and $g_{\mathrm{DCS}}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{z}} \rightarrow \mathbb{R}^{n_{z}}$ are assumed to be smooth.

The relative degree $r$ between the complementarity variables $z(t)$ and $w(t):=g_{\mathrm{DCS}}(x(t), z(t))$ is defined as the
number of times $w(t)$ has to be differentiated w.r.t. $t$ until $z(t)$ appears explicitly. The smoothness of the DCS solution depend strongly on it. For example; systems with $r=2$ have usually state jumps (NSD3), and systems with $r=1$ have AC solutions (NSD2) [9]. The definition of DCS with $r=2$ is additionally equipped with state jump laws. More details are provided in the next section.

### 3.2 Piecewise-Smooth Systems

We consider discontinuous ODEs (case NSD2) with the following structure.

Definition 3 (Piecewise-Smooth Systems) A PSS is defined by a finite set of ODEs:

$$
\begin{align*}
& \dot{x}(t)=f(x(t)), \text { with } f(x)=f_{i}(x), \\
& \quad \text { if } x \in R_{i} \subset \mathbb{R}^{n_{x}}, i \in \mathcal{I}:=\left\{1, \ldots, N_{S}\right\}, \tag{4}
\end{align*}
$$

where the functions $f_{i} \in \mathcal{C}^{\infty}\left(\overline{R_{i}}, \mathbb{R}^{n_{x}}\right)$ define systems on the disjoint, connected and open regions $R_{i}, i \in \mathcal{I}$. Denote by $R:=\cup_{i=1}^{N_{\mathrm{S}}} R_{i}$ and $\partial R:=\cup_{i=1}^{N_{\mathrm{S}}} \partial R_{i}$, the combined regions and boundaries, respectively. Their closure is assumed to cover $\mathbb{R}^{n}$, i.e., $\mathbb{R}^{n}=\bar{R}$ and $\mu\left(\mathbb{R}^{n} \backslash R\right)=0$.

The regions $R_{i}$ are assumed to have a nonempty interior and piecewise-smooth boundaries $\partial R_{i}$. The ODE (4) is not properly defined on the boundary $\partial R$ and a solution trajectory $x\left(t ; x_{0}\right)$ of (4) might need to evolve on $\partial R_{i}$ for some initial value $x_{0}$. Trajectories evolving on $\partial R$ are called sliding motions [13]. One needs to make a modeling decision and choose how to define the dynamics on $\partial R$. The most widely used approach is to embed the PSS from Definition 3 into Filippov's framework, where the main idea is to replace the r.h.s. of (4) with a convex set and to obtain the following Differential Inclusion (DI):

$$
\begin{align*}
\dot{x}(t) & \in F_{\mathrm{F}}(x(t)),  \tag{5a}\\
F_{\mathrm{F}}(x) & :=\bigcap_{\delta>0} \bigcap_{\mu(N)=0} \overline{\operatorname{conv}} f(x+\delta B(x) \backslash N) . \tag{5b}
\end{align*}
$$

Loosely speaking, $F_{\mathrm{F}}(x)$ is the convex hull of values of the vector field nearby, ignoring the values on null sets $N$, i.e., $\partial R$. For sufficient conditions for existence and uniqueness of solutions cf. [13]. On $\partial R$ the set $F_{\mathrm{F}}(x)$ is in general not a singleton $[12,13]$ and for computational considerations we might be interested to pick one element. We call a chosen element of $F_{\mathrm{F}}(x)$ a selection and denote it as $\hat{f}_{\mathrm{F}}(x) \in F_{\mathrm{F}}(x)$.

### 3.2.1 Relating PSS to DCS

Our next goal is to discuss the link between PSS, their embeddings and DCS, since this will be helpful for developing practical numerical methods. For ease of notation we focus on the case where we have only four
regions, i.e., $N_{\mathrm{S}}=4$. Assuming that the sets $R_{i}$ are separated by implicitly defined smooth manifolds of codimension 1, namely $\Sigma_{1}=\left\{x \in \mathbb{R}^{n_{x}} \mid h_{1}(x)=0\right\}$ and $\Sigma_{2}=\left\{x \in \mathbb{R}^{n_{x}} \mid h_{2}(x)=0\right\}$, we label the regions w.l.o.g. as: $R_{1}=\left\{x \mid h_{1}(x)<0, h_{2}(x)<0\right\}, R_{2}=\left\{x \mid h_{1}(x)<\right.$ $\left.0, h_{2}(x)>0\right\}, R_{3}=\left\{x \mid h_{1}(x)>0, h_{2}(x)<0\right\}$ and $R_{4}=\left\{x \mid h_{1}(x)>0, h_{2}(x)>0\right\}$. A very popular approach to rewrite PSS is to use set-valued step functions to determine which region is active $[1,3,12,19]$. The setvalued step function $\theta: \mathbb{R} \rightrightarrows \mathbb{R}$ is defined as

$$
\theta(x)= \begin{cases}\{1\}, & x>0  \tag{6}\\ {[0,1],} & x=0 \\ \{0\}, & x<0\end{cases}
$$

This function can also be expressed as the solution map of the parametric linear program [7]:

$$
\begin{equation*}
\theta(x)=\arg \min _{w}-x w \quad \text { s.t. } \quad 0 \leq w \leq 1 \tag{7}
\end{equation*}
$$

The system (4) with $N_{\mathrm{S}}=4$ can be rewritten as

$$
\begin{align*}
\dot{x}(t) & \in F_{\mathrm{AP}}(x):=\left\{(1-\alpha)(1-\beta) f_{1}(x)+(1-\alpha) \beta f_{2}(x)\right. \\
& +\alpha(1-\beta) f_{3}(x)+\alpha \beta f_{4}(x) \mid \alpha \in \theta\left(h_{1}(x)\right), \\
& \left.\beta \in \theta\left(h_{2}(x)\right)\right\} . \tag{8}
\end{align*}
$$

It is important to notice that the set $F_{\mathrm{AP}}(x)$ is not equal to $F_{\mathrm{F}}(x)$ in (5b), but is in general a strict subset of it [3]. The DI (8) is a so-called Aizerman-Pyatnitskii (AP) extension of the PSS (4), see [3, Definition 8] and [13, Definition c, page 55]. Similar to the previous section we denote a selection of the AP-extension as $\hat{f}_{\mathrm{AP}}(x) \in$ $F_{\mathrm{AP}}(x) \subseteq F_{\mathrm{F}}(x)$. Using the KKT conditions of the parametric LP representation of $\theta().(7)$ we can recast (8) into a DCS, with $r=1$.

## 4 The Time-Freezing Reformulation

As the elastic impact case was already treated in [22], we focus here on the more difficult case of inelastic impacts. In the Subsections 4.1 to 4.4 we introduce the time-freezing reformulation which enables us to transform a CLS with inelastic impacts (case NSD3) into a PSS (case NSD2). Moreover, since the auxiliary ODE for elastic impacts introduced in [22] has some drawbacks, we propose an extension in Subsection 4.5 which resolves these issues.

### 4.1 Complementarity Lagrangian Systems with Inelas-

 tic ImpactsIn this paper, due to page limitations, we restrict our attention to $m=1$, i.e., we have a single unilateral con-
straint for the dynamics. Extensions for multiple constrains and simultaneous impacts, based on the same main ideas, will be provided in a forthcoming paper. The CLS of interest is defined as follows.

Definition 4 (CLS with inelastic impacts) A complementarity Lagrangian system with inelastic impacts is the DCS defined by:

$$
\begin{align*}
\dot{v}(t) & =f_{\mathrm{v}}(q(t), v(t))+G(q(t)) n(q(t)) z(t)  \tag{9a}\\
\dot{q}(t) & =v(t)  \tag{9b}\\
0 & \leq z(t) \perp c(q(t)) \geq 0  \tag{9c}\\
0 & =n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}{ }^{+}\right) \\
\quad \text { if } & c\left(q\left(t_{\mathrm{s}}\right)\right)=0 \text { and } n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}{ }^{-}\right)<0, \tag{9d}
\end{align*}
$$

where $n(q(t)):=\nabla_{q} c(q(t))$, with $q, v \in \mathbb{R}^{n_{q}}$ and $x:=$ $(q, v) \in \mathbb{R}^{n_{x}}$ being the differential states and $z \in \mathbb{R}^{m}$ the algebraic states. The functions $f_{\mathrm{v}}: \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}} \rightarrow \mathbb{R}^{n_{q}}$, $G: \mathbb{R}^{n_{q}} \rightarrow \mathbb{R}^{n_{q} \times n_{q}}, c: \mathbb{R}^{n_{q}} \rightarrow \mathbb{R}^{m}$ are assumed to be at least twice continuously differentiable and the matrix $G(q)$ is assumed to be symmetric positive definite.

We denote an active-set change from $z\left(t_{\mathrm{s}}{ }^{-}\right)=$ $0, c\left(q\left(t_{\mathrm{s}}{ }^{-}\right)\right) \geq 0$ to $z\left(t_{\mathrm{s}}{ }^{+}\right) \geq 0, c\left(q\left(t_{\mathrm{s}}{ }^{+}\right)\right)=0$ (which triggers a state jump) as an impact. Note that $c(q(t))$ needs to be differentiated two times until $z(t)$ appears explicitly, hence $r=2$. For the DCS (9) we can distinguish two modes of operation: (i) the manifold is not reached, i.e., $c(q(t))>0$ which implies $z(t)=0$, (ii) the manifold is reached, i.e., $c(q)=0$ and $z(t) \geq 0$. In the former case the system evolves according to the ODE:

$$
\begin{equation*}
\dot{v}(t)=f_{\mathrm{v}}(q(t), v(t)), \dot{q}(t)=v(t) \tag{10}
\end{equation*}
$$

We denote the r.h.s. compactly by $f_{\mathrm{ODE}}(x)=\left(v, f_{\mathrm{v}}(q, v)\right)$. After an impact we have $0=n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}{ }^{+}\right)$. Subsequently, the system evolves according to a DAE of index 3 :

$$
\begin{align*}
\dot{v}(t) & =f_{\mathrm{v}}(q(t), v(t))+G(q(t)) \nabla_{q} c(q(t)) z(t),  \tag{11a}\\
\dot{q}(t) & =v(t)  \tag{11b}\\
0 & =c(q(t)) \tag{11c}
\end{align*}
$$

The next question to be answered is: will the system stay in contact (dynamics defined by (11) with $c(q(t))=0$ ) or will the contact break (dynamics defined by (10) with $c(q)>0)$ ? The answers can be found by looking at the contact Linear Complementarity Problem (LCP) [8, Section 5.1.2]. Under the conditions of Definition 4, during contact on some time interval $\left[t_{1}, t_{2}\right]$ the consistent initialization conditions hold

$$
\begin{equation*}
0=c(q(t)), 0=\frac{\mathrm{d}}{\mathrm{~d} t} c(q(t))=\nabla_{q} c(q(t))^{\top} v(t) \tag{12}
\end{equation*}
$$

Consequently, $z(t) \geq 0, t \in\left[t_{1}, t_{2}\right]$. Due to continuity of $q(t), c(q(t))$ and $\frac{\overline{\mathrm{d}}}{\mathrm{d} t} c(q(t))$, for contact breaking (i.e.,
$c(q)=0$ becoming inactive) it is required that $\ddot{c}(q) \geq 0$ for $\left[t_{2}, t_{2}+\hat{\epsilon}\right)$, for some $\hat{\epsilon}>0$. Therefore, from (9c) we deduce that

$$
\begin{equation*}
0 \leq \frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} c(q(t)) \perp z(t) \geq 0 \tag{13}
\end{equation*}
$$

Then, by computing $\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} c(q(t))$ and using the r.h.s. of (11a), we obtain the contact LCP in $z(t)$ :

$$
\begin{equation*}
0 \leq D(q) z(t)+\varphi(x) \perp z(t) \geq 0 \tag{14}
\end{equation*}
$$

where $D(q):=\nabla_{q} c(q)^{\top} G(q) \nabla_{q} c(q) \succ 0$ is the Delassus' matrix [8] and $\varphi(x):=\nabla_{q} c(q)^{\top} f_{\mathrm{v}}(q, v)+\nabla_{q}\left(\nabla_{q} c(q)^{\top} v\right)$. The solution map of the LCP (14) is given by

$$
\begin{equation*}
z(t)=\max \left(0,-D(q)^{-1} \varphi(x)\right) \tag{15}
\end{equation*}
$$

From the last equation we deduce that contact breaking or sticking depends on the sign of the function $\varphi(x)$. In the first case, $\varphi(x) \leq 0$ implies $z(t) \geq 0$ and $\ddot{c}(q)=$ 0 due to (14). Therefore we have a persistent contact and the system evolves according to the DAE (11). Or equivalently, since (12) holds via index reduction and using (15), we can derive

$$
\begin{align*}
z(t) & =f_{z}(x):=-D(q)^{-1} \varphi(x)  \tag{16a}\\
f_{\mathrm{DAE}, \mathrm{v}}(x) & :=f_{\mathrm{v}}(x, v)+G(q) \nabla_{q} c(q) f_{z}(x), \tag{16b}
\end{align*}
$$

and obtain the $\operatorname{ODE} \dot{x}=f_{\mathrm{DAE}}(x):=\left(v, f_{\mathrm{DAE}, \mathrm{v}}(x)\right)$, which has the same solution as (11). In the second case, $\varphi(x)>0$ implies $z(t)=0$ and $\ddot{c}(q)>0$, therefore the contact breaks and the system evolves according to the ODE (10). To summarize, if we switch from $f_{\text {ODE }}(x)$ to $f_{\text {DAE }}(x)$ a state jump must occur. Now the system evolves on the boundary of the feasible set according to the DAE (11), or equivalently according the ODE defined by $f_{\mathrm{DAE}}(x)$. On the other hand, if we switch from $f_{\text {DAE }}(x)$ to $f_{\text {ODE }}(x)$, we have a continuous transition without state jumps, i.e., contact breaking occurs.

### 4.2 Main Observations and Auxiliary Dynamics

The analysis above reveals that CLS with $r=2$ have switches between ODEs and DAEs of index 3. This has already a flavor of a PSS, but the main obstacle to complete this transition are the state jumps. Large parts of the state space, namely $c(q)<0$, are prohibited for the solution trajectories. Within time-freezing, we relax the constraint, i.e., allow $c(q)<0$, and define an auxiliary ODE which mimics the state jump law (9d). Moreover, we introduce a clock state $t$ evolving according to $t^{\prime}(\tau)=1$, when $c(q)>0$. Whenever the auxiliary ODE is active, the clock state is not evolving, i.e., $t^{\prime}(\tau)=0$. For notational convenience, all states from Definition 4 in numerical time are equipped with a tilde, e.g., $\tilde{x}(\tau)$. The properties of the auxiliary dynamics are summarized in the next definition.

Definition 5 (Auxiliary Dynamics) An auxiliary dynamic system $\tilde{x}^{\prime}(\tau)=f_{\mathrm{A}, \mathrm{n}}(\tilde{x}(\tau))$ has for every initial value $\tilde{x}\left(\tau_{\mathrm{s}}\right)=\tilde{x}_{\mathrm{s}}=\left(\tilde{q}_{\mathrm{s}}, \tilde{v}_{\mathrm{s}}\right)$ with $c\left(\tilde{q}_{\mathrm{s}}\right)=0$, $n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} \tilde{v}_{\mathrm{s}}<0$ and for every well-defined and finite time interval $I_{\text {jump }}:=\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$ the following properties: (i) $c(\tilde{q}(\tau)) \leq 0, \forall \tau \in I_{\text {jump }}$, (ii) $n\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)^{\top} \tilde{v}\left(\tau_{\mathrm{r}}\right)=0$, and (iii) $c\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)=0$.

In order to construct the time-freezing system we make several observations. First, the Filippov sliding motions are described by DAEs since the ODE $\dot{x}=\hat{f}_{\mathrm{F}}(x)$ has to fulfill the constraint $h(x)=0$ (where $x=(q, v)$ and $\dot{q}=v$ ). Second, the inelastic restitution law (9d) is equal to the total time derivative of the constraint $c(q)=0$, i.e., $\frac{\mathrm{d}}{\mathrm{d} t} c(q)=n(q)^{\top} v=0$. We choose these functions as switching functions, i.e., $h_{1}(x)=n(q)^{\top} v$ and $h_{2}(x)=c(q)$. Third, the switching manifold $\Sigma:=$ $\left\{x \mid h_{1}(x)=0, h_{2}(x)=0\right\}$ is in fact defined by the consistent initialization conditions (12) and therefore sliding motions of $\hat{f}_{\mathrm{F}}(x)$ evolve on $\Sigma$ just as solutions of $\dot{x}=f_{\mathrm{DAE}}(x)$, the index reduced ODE corresponding to (11). Fourth, sliding motions enable us to consider switches between ODEs and DAEs of index 3. Fifth, exploiting the unused space $c(q)<0$ and $n(q)^{\top} v<0$ enables us to define an auxiliary ODE as in Definition 5 to get rid of the discontinuity in time. Sixth, by picking an appropriate ODE in $c(q) \leq 0$ and $n(q)^{\top} v \geq 0$ (as detailed later) we can ensure that for $x \in \Sigma$ the equation $\hat{f}_{\mathrm{F}}(x)=f_{\mathrm{DAE}}(x)$ holds, i.e., the sliding motion is the same as the solution of the DAE of index 3 after the state jump.

The reasoning above is summarized and depicted in a 2 D projection in Figure 2. In the regions $R_{2}$ and $R_{4}$ we have the same smooth ODE, i.e., $f_{2}(\tilde{x})=f_{4}(\tilde{x})=f_{\mathrm{ODE}}(\tilde{x})$. In region $R_{1}$ the auxiliary ODE mimics the state jump, i.e., $f_{1}(\tilde{x})=f_{\mathrm{A}, \mathrm{n}}(\tilde{x})$. Region $R_{3}$ is equipped with the (possibly nonsmooth) vector field $f_{3}(\tilde{x})=f_{\text {DF }}(\tilde{x})$, denoted as $D A E$-forming $O D E$, which ensures that the sliding motion dynamics on $\Sigma$ are the same as $f_{\text {DAE }}(\tilde{x})$. Moreover, since in general $\nabla h_{1}(\tilde{x})^{\top} f_{1}(\tilde{x})>0$ at $x \in \Sigma$, the role of $f_{3}(\tilde{x})$ is also to stop the evolution of the trajectory in the space spanned by the columns of $\nabla h(\tilde{x})$ and to stay on $\Sigma$. Therefore, we request that $\nabla h_{1}(\tilde{x})^{\top} f_{3}(\tilde{x})<0$. Note that the solution trajectories never flow in $R_{3}$ and the system should not be initialized in this region.

Definition 6 (Time-Freezing PSS) Let $\tau \in \mathbb{R}$ be the numerical time and $y(\tau):=(\tilde{x}(\tau), t(\tau)) \in \mathbb{R}^{n_{x}+1}$ the differential states. The differential inclusion describing the time-evolution of the state vector $y(\tau)$

$$
\begin{align*}
y^{\prime} \in F_{\mathrm{TF}}(y) & :=\left\{\beta \tilde{f}_{4}(y)+(1-\beta)\left((1-\alpha) \tilde{f}_{1}(y)\right.\right. \\
& \left.\left.+\alpha \tilde{f}_{3}(y)\right) \mid \alpha \in \theta\left(\tilde{h}_{1}(x)\right), \beta \in \theta\left(\tilde{h}_{2}(x)\right)\right\} \tag{17}
\end{align*}
$$

with $\tilde{f}_{1}(y(\tau)):=\tilde{f}_{\mathrm{A}, \mathrm{n}}(y(\tau))=\left(f_{\mathrm{A}, \mathrm{n}}(\tilde{x}(\tau)), 0\right), \tilde{f}_{2}(y(\tau))=$ $\tilde{f}_{4}(y(\tau))=\tilde{f}_{\mathrm{ODE}}(y(\tau)):=\left(f_{\mathrm{ODE}}(\tilde{x}(\tau)), 1\right), \tilde{h}_{i}(y(\tau))=$ $h_{i}(\tilde{x}(\tau)), i=1,2$, is denoted as the time-freezing system. It is assumed that appropriate dynamics $f_{\mathrm{A}, \mathrm{n}}(\tilde{x})$ and $\tilde{f}_{3}(y)$ exist.

The definition alone does not imply that the set of solutions of the time-freezing PSS is identical to the solution set of the CLS from Definition 4. To achieve this goal we must specify how to select appropriate auxiliary and DAE-forming ODEs. Finally, how to recover a solution of the original system (9) is described in Theorem 10. Note that equation (17) is slightly simpler than (8), since we have the same vector field in $R_{2}$ and $R_{4}$. Denote by $\tilde{\Sigma}_{i}:=\left\{y \in \mathbb{R}^{n_{x}+1} \mid \tilde{h}_{i}(y)=0\right\}, i=1,2$, the individual co-dimension one manifolds and by $\tilde{\Sigma}=\tilde{\Sigma}_{1} \cap \tilde{\Sigma}_{2}$ their intersection. The next proposition provides a constructive way of selecting the auxiliary ODE from Definition 5 for any smooth scalar constraint $c(q)=0$.

Proposition 7 (Auxiliary Dynamics) Suppose that $\tilde{x}\left(\tau_{\mathrm{s}}\right)=\tilde{x}_{\mathrm{s}}=\left(\tilde{q}_{\mathrm{s}}, \tilde{v}_{\mathrm{s}}\right)$ is given by $c\left(\tilde{q}_{\mathrm{s}}\right)=0$ and $n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} \tilde{v}_{\mathrm{s}} \leq 0$. Then the ODE given by

$$
\begin{equation*}
\tilde{x}^{\prime}(\tau)=f_{\mathrm{A}, \mathrm{n}}(\tilde{x})=N(\tilde{q})\left(0, a_{\mathrm{n}}\right) \tag{18}
\end{equation*}
$$

with $a_{\mathrm{n}}>0$ and $N(\tilde{q}):=\left[\begin{array}{cc}n(\tilde{q}) & \mathbf{0}_{n_{q}, 1} \\ \mathbf{0}_{n_{q}, 1} & G(\tilde{q}) n(\tilde{q})\end{array}\right]$ is an auxiliary dynamic system from Definition 5 with $\tau_{\text {jump }}=$ $-\frac{n\left(\tilde{q}_{s}\right)^{\top} \tilde{v}_{\mathrm{s}}}{a_{\mathrm{n}} D\left(\tilde{q}_{\mathrm{s}}\right)}$.

PROOF. Note that the state jump happens only along the constraint normal $n\left(\tilde{q}_{\mathrm{s}}\right)$ at the entry point $\tilde{q}_{\mathrm{s}}$, with $c\left(\tilde{q}_{\mathrm{s}}\right)=0$. Therefore, we can project the system on the normal, use a two-dimensional ODE and embed the result back. According to (18) we have $\tilde{q}^{\prime}(\tau)=n(\tilde{q}) \cdot 0=$ $\mathbf{0}_{n_{q}, 1}, \forall \tau \geq \tau_{\mathrm{s}}$, which implies $\tilde{q}(\tau)=\tilde{q}_{\mathrm{s}}$ and $c(\tilde{q}(\tau))=$ $0, \forall \tau \geq \tau_{\mathrm{s}}$. This means also $N(\tilde{q}(\tau))=N\left(\tilde{q}_{\mathrm{s}}\right)$ and $G(\tilde{q}(\tau))=G\left(\tilde{q}_{\mathrm{s}}\right), \forall \tau \geq \tau_{\mathrm{s}}$. Second, regard the dynamics of $\tilde{v}^{\prime}=G(\tilde{q}) n(\tilde{q}) a_{\mathrm{n}}=G\left(\tilde{q}_{\mathrm{s}}\right) n\left(\tilde{q}_{\mathrm{s}}\right) a_{\mathrm{n}}$ and rewrite this equation in integral form. By multiply it from the left by $n\left(\tilde{q}_{\mathrm{s}}\right)^{\top}$ we obtain:

$$
n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} v(\tau)=n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} \tilde{v}_{\mathrm{s}}+n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} G(\tilde{q}) n\left(\tilde{q}_{\mathrm{s}}\right) a_{\mathrm{n}}\left(\tau-\tau_{\mathrm{s}}\right)
$$

Since the first term on the r.h.s. is negative and the second strictly positive, we deduce that $n\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)^{\top} \tilde{v}\left(\tau_{\mathrm{r}}\right)=$ 0 and $c\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)=0$ with $\tau_{\text {jump }}=\tau_{\mathrm{r}}-\tau_{\mathrm{s}}=-\frac{n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} \tilde{v}_{\mathrm{s}}}{a_{\mathrm{n}} D\left(\tilde{q}_{\mathrm{s}}\right)}$. Hence, all conditions from Definition 5 are satisfied and the proof is complete.

As discussed in Section 3 neither the Filippov nor the AP-extensions are guaranteed to have unique selections for some $y \in \tilde{\Sigma}$. Consequently, certain conditions have to hold for some chosen selectors $\left(\alpha^{*}(y), \beta^{*}(y)\right) \in[0,1]^{2}$


Fig. 2. Illustration of a phase plot of the time-frezing PSS from Definition 6. The red shaded area is the infeasible region of the CLS, where the trajectories of the auxiliary and DAE-forming dynamics flow. The green (solid) curve shows the resulting trajectory (a solution of the CLS) after discarding the time-frozen parts, cf. Theorem 10. The blue (dashed) curve shows a solution of the auxiliary ODE from Definition 5.
in order to ensure sliding modes of (17) for $y \in \tilde{\Sigma}$. The next lemma provides necessary conditions for this case. We introduce the following notation for the inner products: $\tilde{w}_{i, j}(y):=\nabla \tilde{h}_{i}(y)^{\top} \tilde{f}_{j}(y), i \in \mathcal{I}=\{1,2\}, j \in \mathcal{J}=$ $\{1,2,3,4\}$.

Lemma 8 (Feasible Selectors) Suppose that $y \in \tilde{\Sigma}$, that we choose $f_{\mathrm{A}, \mathrm{n}}(\tilde{x})$ from Proposition 7 and that for a chosen $\tilde{f}_{3}(y)$ in (17) we have $\tilde{w}_{1,3}<0, \tilde{w}_{2,3}=0$. If for some chosen selectors $\left(\alpha^{*}(y), \beta^{*}(y)\right) \in[0,1]^{2}$ it holds $F_{\mathrm{TF}}(y) \subset \mathcal{T}_{\tilde{\Sigma}}(y)$, then
$0=\tilde{w}_{1,1}+\beta^{*}\left(\tilde{w}_{1,2}-\tilde{w}_{1,1}\right)+\alpha^{*}\left(1-\beta^{*}\right)\left(\tilde{w}_{1,3}-\tilde{w}_{1,1}\right)$.

PROOF. For $\tilde{f}_{1}=\left(f_{\mathrm{A}, \mathrm{n}}, 0\right)$ it is easy to verify that $\tilde{w}_{1,1}=a_{\mathrm{n}}>0$ and $\tilde{w}_{2,1}=0$. Note that $\tilde{w}_{1,2}=n(\tilde{q})^{\top} \tilde{v}=$ $\tilde{h}_{1}(y)$ and with $y \in \tilde{\Sigma}$ it follows that $\tilde{w}_{1,2}=0$. Requiring $F_{\mathrm{TF}}(y) \subset \mathcal{T}_{\tilde{\Sigma}}(y)$ is equivalent to the conditions $\nabla \tilde{h}_{1}(y)^{\top} F_{\mathrm{TF}}(y)=0$ and $\nabla \tilde{h}_{2}(y)^{\top} F_{\mathrm{TF}}(y)=0$. The first condition is in fact (19), the second holds under the given assumptions since $\tilde{w}_{2, j}=0, j \in \mathcal{J}$.

### 4.3 The DAE-Forming ODE and Contact Breaking

The goal of this subsection is to specify the DAE-forming dynamics in $R_{3}$ which enables: a) sliding on $\tilde{\Sigma}$ when the contact is persistent, b) leaving the sliding mode when the conditions for contact breaking are satisfied. According to Subsection 4.1, during persistent contact it holds that $\varphi(x) \leq 0$ and the CLS evolves according
to the DAE (11), which should be matched by the sliding mode of the time-freezing system defined by $F_{\mathrm{TF}}(y)$ for $y \in \tilde{\Sigma}$. Loosely speaking, a trajectory $y(\tau)$ stays on $\tilde{\Sigma}$, if all neighboring vector fields $\tilde{f}_{1}$ to $\tilde{f}_{4}$ point towards $\tilde{\Sigma}$. This property is called attractivity [12]. Therefore, the vector field in $R_{3}$ should be chosen such that attractivity holds. On the other hand, for $\varphi(x)>0$ contact breaking should happen and $\tilde{\Sigma}$ should not be attractive anymore. Consequently, the vector field in $R_{3}$ must change such that the trajectory can leave into $R_{4}$ (where $\frac{\mathrm{d}^{2}}{\mathrm{~d} \tau^{2}} c(q(\tau))>0$ ). This reveals the need for the switching function $h_{3}(x)=\varphi(x)$ which will govern the needed nonsmooth changes in $R_{3}$. At this point we remind the reader that $h_{1}(x)=n^{\top}(q) v, h_{2}(x)=c(q)$, that $\tilde{h}_{i}(y(\tau)):=h_{i}(\tilde{x}(\tau))$ and $\tilde{\Sigma}_{i}:=\left\{y \in \mathbb{R}^{n_{x}+1} \mid \tilde{h}_{i}(y)=\right.$ $0\}, i=1,2,3$. Additionally, the manifold $\tilde{\Upsilon}$ is defined as $\tilde{\Upsilon}:=\cap_{i=1}^{3} \tilde{\Sigma}_{i}$. Recall that $\tilde{f}_{\mathrm{ODE}}(y(\tau)):=\left(f_{\mathrm{ODE}}(\tilde{x}(\tau)), 1\right)$ and $\tilde{f}_{\mathrm{DAE}}(y(\tau)):=\left(f_{\mathrm{DAE}}(\tilde{x}(\tau)), 1\right)$. We introduce the compact notation $\gamma(y) \in \theta\left(\tilde{h}_{3}(y)\right)$. The next proposition provides a DAE-forming ODE, where the aforementioned properties of the vector field in $R_{3}$ are given.

Proposition 9 (DAE-forming ODE) Suppose that we chose $f_{A, \mathrm{n}}(\tilde{x})$ from Proposition 7 in the timefreezing system (17) and $y \in \tilde{\Sigma}$. Set the selectors to $\alpha^{*}(y)=\{0.5\}, \beta^{*}(y)=\{0\}$ and additionally let $\gamma^{*}(y)=\{0\}$ if $y \in \tilde{\Upsilon}$. Let $\tilde{f}_{3}(y)$ be equal to

$$
\begin{align*}
\tilde{f}_{\mathrm{DF}}(y) & :=(1-\gamma(y))\left(2 \tilde{f}_{\mathrm{DAE}}(y)-\tilde{f}_{\mathrm{A}, \mathrm{n}}(y)\right) \\
& +2 \gamma(y) \tilde{f}_{\mathrm{ODE}}(y), \tag{20}
\end{align*}
$$

in Definition 6. The following statements hold:
(a) If $\varphi(x) \leq 0$, then $F_{\mathrm{TF}}(y)=\left\{\tilde{f}_{\mathrm{DAE}}(y)\right\} \subset \mathcal{T}_{\tilde{\Sigma}}(y)$, with $\tilde{w}_{1,3}<0$ (sliding mode).
(b) If $\varphi(x)>0$, then $F_{\mathrm{TF}}(y)=\left\{\tilde{f}_{\mathrm{ODE}}(y)\right\}$, with $\tilde{w}_{1,3} \geq$ 0 (contact breaking).

PROOF. For (a), we have $\gamma(y)=0$. We first verify that Lemma 8 holds for the chosen selectors. Under the given assumptions, it easy to verify that $\tilde{w}_{1,1}=$ $a_{\mathrm{n}}>0$ and $\tilde{w}_{2,1}=0$. Moreover, evaluating $\tilde{w}_{1,3}$ we obtain $\tilde{w}_{1,3}=\nabla \tilde{h}_{1}(y)^{\top}\left(2 \tilde{f}_{\mathrm{DAE}}(y)-\tilde{f}_{\mathrm{A}, \mathrm{n}}(y)\right)=-a^{\mathrm{n}}<$ 0 . Similarly, we deduce that $\tilde{w}_{2,3}=0$. Thus, all assumptions of Lemma 8 are satisfied and $\alpha^{*}=0.5$ and $\beta^{*}=0$ satisfy equation (19) for all $y \in \tilde{\Sigma}$. The relation $F_{\mathrm{TF}}(y)=\left\{\tilde{f}_{\mathrm{DAE}}(y)\right\}$ follows directly from evaluating the r.h.s of $(17)$ with $\left(\alpha^{*}, \beta^{*}\right)=(0.5,0)$. Note that, $y \in \tilde{\Upsilon}$, we have a sliding motion with $\gamma^{*}=0$ and from direct evaluation, $F_{\mathrm{TF}}(y)=\left\{\tilde{f}_{\mathrm{DAE}}(y)\right\}$ still holds. For (b), we have $\gamma(y)=1$ and by evaluating (17) (with $y \in \tilde{\Sigma})$ it follows that $F_{\mathrm{TF}}(y)=\left\{\tilde{f}_{\mathrm{ODE}}(y)\right\}$. Consequently, $\tilde{w}_{1,3}=\nabla \tilde{h}_{1}^{\top} \tilde{f}_{\text {ODE }}=\varphi(y)>0$. This completes the proof.


Fig. 3. The vector field in $R_{3}$ is changed compared to the vector field in $R_{3}$ in Figure 2, such that leaving of $\tilde{\Sigma}$ into $R_{4}$ is possible when $\psi(x) \geq 0$.

Case (a) of the last proposition is depicted in Figure 2. The vector fields point towards $\tilde{\Sigma}$ and a sliding mode happens. The vector fields for the contact breaking scenario (case (b) of the last proposition) are illustrated in Figure 3. Now a switch from $\tilde{f}_{\text {DAE }}$ to $\tilde{f}_{\text {ODE }}$ is possible. Note that in this case, for $y \in \tilde{\Sigma}$, we have $w_{1, j}>$ $0, w_{2, j}=0, \forall j \in \mathcal{J}$. In consequence, $\tilde{\Sigma}$ is not attractive any more and $y$ leaves $\tilde{\Sigma}$ and enters $R_{4}$. Moreover, for $y \in \tilde{\Upsilon}$, for our selection we obtain $F_{\mathrm{TF}}(y)=$ $\left\{\tilde{f}_{\text {ODE }}(y)\right\} \subset \mathcal{T}_{\tilde{\Upsilon}}(y)$ which corresponds to a sliding motion on a manifold of co-dimension 3 , but with the desired vector field and $z(t)=0$. Note that one can construct a DAE-forming ODE similar to (20) with different choices of $\alpha^{*}(y), \beta^{*}(y)$ and $\gamma^{*}(y)$ which are not constant. This generalization complicates the expression of $\tilde{f}_{\mathrm{DF}}(y)$ without adding any advantages, since the constants next to $\tilde{f}_{\mathrm{DAE}}(y)$ and $\tilde{f}_{\mathrm{A}, \mathrm{n}}(y)$ in (20) would be replaced by functions of $y$ such that the equality (19) holds for all $y \in \tilde{\Sigma}$.

### 4.4 Solution Relationship

We formalize now how to recover the solution of the Initial Value Problem (IVP) corresponding to the CLS in 4 from the solution of the IVP corresponding to the time-freezing system from Definition 6.

Theorem 10 (Solution Relationship) Regard the IVPs corresponding to: i) Definition 6 with a given $y_{0}=\left(q_{0}, v_{0}, 0\right) \in \mathbb{R}^{n_{x}+1}$ and $c\left(\tilde{q}_{0}\right) \geq 0$ on a time interval $\left[0, \tau_{\mathrm{f}}\right]$, ii) Definition 4 with the initial value $x_{0}=\left(q_{0}, v_{0}\right) \in \mathbb{R}^{n_{x}}$ on a time interval $\left[0, t_{\mathrm{f}}\right]:=\left[0, t\left(\tau_{\mathrm{f}}\right)\right]$, with $c\left(\tilde{q}\left(\tau_{\mathrm{f}}\right)\right) \geq 0$ and $n\left(q\left(t_{\mathrm{f}}\right)\right)^{\top} \tilde{v}\left(t_{\mathrm{f}}\right) \geq 0$. Suppose the following assumptions hold:
(a) we choose $f_{\mathrm{A}, \mathrm{n}}(\tilde{x})$ from Proposition 7 and $\tilde{f}_{3}(y)$ from

## Proposition 9, in the DI from Definition 6,

(b) we have at most one time point $t_{\mathrm{s}}=t\left(\tau_{\mathrm{s}}\right)$ where $c\left(q\left(t_{s}\right)\right)=0$ and $n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}{ }^{-}\right)<0$ on the time interval $\left[0, t_{\mathrm{f}}\right]$,
(c) for $y(\tau) \in \tilde{\Sigma}$ we pick $\left(\alpha^{*}, \beta^{*}\right)=(0.5,0)$ and for $y(\tau) \in \tilde{\Upsilon}$ we set additionally $\gamma^{*}=0$.

Then solutions of the two IVPs are related as follows:
(1)
for $t \neq t_{\mathrm{s}}$ :

$$
\begin{align*}
& x(t(\tau))=R y(\tau), \text { with } R=\left[\begin{array}{ll}
\mathbf{1}_{n_{x}, n_{x}} & \mathbf{0}_{n_{x}, 1}
\end{array}\right] \\
& z(t(\tau))=(1-\beta(y(\tau)))(1-\gamma(y(\tau))) f_{z}(\tilde{x}(\tau)) \tag{21b}
\end{align*}
$$

(2) for $t=t_{\mathrm{s}}$ :

$$
\begin{equation*}
\lim _{\substack{\epsilon \rightarrow 0 \\ \epsilon>0}} \int_{t_{\mathrm{s}}-\epsilon}^{t_{\mathrm{s}}+\epsilon} z(t) \mathrm{d} t=\int_{\tau_{\mathrm{s}}}^{\tau_{\mathrm{r}}} a_{\mathrm{n}} \mathrm{~d} s \tag{22}
\end{equation*}
$$

PROOF. See Appendix A.
Assumption (b), that we have at most one impact on $\left(0, t_{\mathrm{f}}\right)$ is just for simplicity (and can be always satisfied by shortening the regarded time interval). Informally speaking, time-freezing enables one to make the state jump in "slow-motion". By plotting the state as function of physical time we make the "slow" transition "infinitely fast" and recover the discontinuity in time. More formally, this is encapsulated in (22), which shows that the integral of a Dirac impulse $z(t)$ is the same as the integral of the $v$-state of the auxiliary ODE over a finite time interval $I_{\text {jump }}=\left[\tau_{\mathrm{r}}, \tau_{\mathrm{s}}\right]$ of nonzero length.

### 4.5 Auxiliary ODEs for Elastic Impacts

In contrast to inelastic impacts, with the auxiliary ODE for elastic impacts proposed in [22] one has $c(\tilde{q})<0$ during time-frozen periods $\tau \in\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$, cf. Figure 1 (top left plot). Consequently, $\tilde{q}(\tau) \neq q_{\mathrm{s}}$ holds for $\tau \in\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$, which makes the treatment of nonlinear constraints difficult (since the constraint normal $n(q)$ at the impact point $q_{\mathrm{s}}$ is needed, cf. Proposition 7). The depth of diving of $\tilde{q}(\tau)$ in the time-frozen period depends implicitly on the coefficient of restitution [22]. Treating multiple impacts with the old approach was only possible if the constraints are orthogonal in the kinetic metric [8,22]. However, if contact happens close to the corner where at least two constraint intersect at an obtuse angle, $\tilde{q}(\tau)$ might dive into the wrong region and make the reformulation invalid. This is resolved with the novel approach, since $c(\tilde{q}(\tau))=0$ for $\tau \in\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$.

We sketch the derivation of a novel auxiliary ODE for elastic impacts which overcomes the aforementioned drawbacks of [22]. To avoid diving into the


Fig. 4. The green (solid) and orange (dotted) curve show a solution to the elastic impact problem from Example 1 with the novel auxiliary ODE, and the blue (dashed) and green (solid) curve a solution with the auxiliary ODE form [22] (as in Figure 1 top left).
infeasible region $c(\tilde{q})<0$ we introduce another state $p(\tau) \in \mathbb{R}$ which takes the role of $n(\tilde{q}(\tau))^{\top} \tilde{q}(\tau)$ and we freeze the evolution of $\tilde{q}(\tau)$ whenever $c(\tilde{q}) \leq 0$. The extended state space of the time-freezing system is given by $\hat{y}(\tau)=(y(\tau), p(\tau)) \in \mathbb{R}^{n_{x}+2}$ and let $\hat{x}(\tau):=(\tilde{q}(\tau), \tilde{v}(\tau), p(\tau))$. For $c(\tilde{q})>0$ we keep $y^{\prime}(\tau)=\tilde{f}_{\mathrm{ODE}}(y)$ and set $p^{\prime}(\tau)=0$ and $p(0)=0$, since $p(\tau)$ is not needed in this region. For $c(q) \leq 0$ the auxiliary dynamics mimics the state jump in $n(\tilde{q})^{\top} \tilde{v}$, but now in the space spanned by $\left[\nabla p \nabla\left(n^{\top} v\right)\right] \in \mathbb{R}^{n_{q} \times 2}$ instead of $\left[\nabla c(q) \nabla\left(n^{\top} v\right)\right] \in \mathbb{R}^{n_{q} \times 2}$. The state jump is emulated in $p \leq 0$ ( and $c(\tilde{q})) \leq 0$ ). The evolution of $\tilde{q}(\tau)$ in this region is frozen, i.e., $\tilde{q}^{\prime}(\tau)=0$. In the space spanned by $\left[\nabla p \nabla\left(n^{\top} v\right)\right]$ we use 2D damped linear oscillator (as in [22]) to mimic the state jump. The result is then embedded back into $\mathbb{R}^{n_{x}+2}$. This behavior is modeled by the following vector field

$$
\begin{aligned}
& f_{\mathrm{A}_{-}}(\hat{x}(\tau))=\hat{N}(\tilde{q}) K \hat{N}(\tilde{q})^{\top} \hat{x}(\tau), \text { with } \\
& \hat{N}(\tilde{q}):=\left[\begin{array}{cc}
N(\tilde{q}) & \mathbf{0}_{2 n_{q}, 1} \\
\mathbf{0}_{1,2} & 1
\end{array}\right], K=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -c & -k \\
0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$

The term $\hat{N}(\tilde{q})^{\top} \hat{x}(\tau)$ projects $\hat{x}(\tau)$ into a three dimensional space. The first row of the matrix $K$ freezes the evolution of $\tilde{q}(\tau)$ where the remaining rows model a damped second order linear oscillator, where with an appropriate choice of $k, c>0$ we obtain $n\left(q_{\mathrm{s}}\right)^{\top} v\left(\tau_{\mathrm{r}}\right)=$ $-\epsilon n\left(q_{\mathrm{s}}\right)^{\top} v\left(\tau_{\mathrm{s}}\right)$, cf. [22, Section 3] for a detailed derivation. Similar to Proposition 7, the last multiplication by $\hat{N}(\tilde{q})$ embeds the result back into $\mathbb{R}^{n_{x}+1}$. It is left to define a vector field in the region $p>0$ and $c(\tilde{q})<0$. The solution does not enter this region and the problem should not be initialized there. However, we define a vector field that points outwards of it, in case the trajectory enters this region due to numerical errors

$$
f_{\mathrm{A}_{+}}(\hat{x}(\tau))=\hat{N}(\tilde{q})\left(a e_{3}\right), a>0
$$

Finally, with using $\eta \in \theta(p(\tau))$, we define the auxiliary

ODE

$$
\begin{equation*}
\hat{x}^{\prime}=f_{\mathrm{A}}(\hat{x}):=\eta f_{\mathrm{A}_{+}}(\hat{x})+(1-\eta) f_{\mathrm{A}_{-}}(\hat{x}) . \tag{23}
\end{equation*}
$$

By extending the state space by $p(\tau)$ in Eq. (2) (cf. Subsection 2.2) and employing in the auxiliary ODE $\psi(\hat{x})=f_{\mathrm{A}}(\hat{x}(\tau))$ the aforementioned difficulties are resolved. An illustration of a solution of the time-freezing system with the novel auxiliary ODE for the elastic case of Example 1 is depicted in Figure 4. The solution trajectory of the old auxiliary ODE [22] evolves in the $q_{y}-v_{y}$ plane (blue (dashed) curve) and $c(\tilde{q})<0, \tau \in\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$. In contrast to that, the solution trajectory of the novel ODE evolves in the $p-q_{y}$ plane (orange (dotted) curve) and it does not enter $c(\tilde{q})<0$. Therefore, $\tilde{q}(\tau)=q_{\mathrm{s}}$ holds for $\tau \in\left[\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right]$ and thus $\hat{N}(\tilde{q}(\tau))=\hat{N}\left(q_{\mathrm{s}}\right)$ results. Consequently, nonlinear constraints $c(q)$ can be treated naturally with the novel auxiliary ODE. Proving that (23) satisfies the conditions of [22, Assumption 1] follows similar lines as the proof of Proposition 7, hence solution equivalence holds due to [22, Theorem 1].

## 5 Computational Considerations

In this paper we focus on time-stepping methods for time-discretization [1,2,3,27]. These methods require solving a generalized equation at every time-step, have usually first-order accuracy [1], but preserve the nonsmoothness of the solution. Standard higher-order timestepping integration schemes for smooth ODEs applied to DIs experience in general only first-order accuracy due to the lack of smoothness [1]. The lack of uniqueness in sliding motions requires some modifications of standard methods in order to solve OCP with time-freezing systems.

### 5.1 Time-Discretization

The implicit Euler discretization yields in many cases provably chattering-free sliding motions [2]. Therefore, we focus here on implicit schemes. Implicit discretizations for PSS transformed into DCS via the AP-extensions for gene regulatory networks are studied in [3]. We take here a similar approach for the timefreezing system, but with some modifications in order to handle nonuniqueness of sliding motions. We propose an optimization-based scheme, motivated by the fact that we have difficulties if more than one component of $\tilde{h}\left(y^{k+1}\right)$ is zero (for a single component we obtain a unique Filippov vector field on a co-dimension 1 manifold).

We introduce the shorthand $\sigma:=(\alpha, \beta, \gamma)$. Every component of $\sigma$ can be expressed via the the KKT conditions of (7) and we aggregate the Lagrange multipliers for the lower and upper bounds in (7) as $\lambda_{0}, \lambda_{1} \in \mathbb{R}^{3}$, respectively. The regularized implicit Euler discretization
of (17) with a step-size $h$ solves at every time-step the following Mathematical Program with Complementarity Constraints (MPCC):

$$
\begin{array}{cl}
\min _{y^{k+1}, \sigma^{k+1}} & \rho_{\mathrm{f}}\left\|\sigma^{k+1}-\sigma^{*}\right\|_{2}^{2} \\
\text { s.t. } & y^{k+1}=y^{k}+h F_{\mathrm{TF}}\left(y^{k+1}, \sigma^{k+1}\right) \\
& 0=\tilde{h}\left(y^{k+1}\right)-\lambda_{1}^{k+1}+\lambda_{0}^{k+1} \\
& 0 \leq \lambda_{0}^{k+1} \perp \sigma^{k+1} \geq 0 \\
& 0 \leq \lambda_{1}^{k+1} \perp \mathbf{1}_{3,1}-\sigma^{k+1} \geq 0 \tag{24e}
\end{array}
$$

where $y^{k+1}$ is the approximation of $y(\tau)$ at a time-step $\tau=(k+1) h, y^{k}$ is the approximation for the previous time-step, $\sigma^{k+1}$ and $\lambda_{1}^{k+1}, \lambda_{0}^{k+1}$ are discrete-time approximations of the selectors, and of the Lagrange multipliers, respectively. We denote this MPCC as the One Step Nonsmooth Problem (OSNP). The penalty parameter $\rho_{\mathrm{f}}$ is chosen to be not too large, in this paper we set $\rho_{\mathrm{f}}=1$. Obviously, with $\rho_{\mathrm{f}}=0$ we recover the standard implicit Euler scheme as a feasibility MPCC. Solution existence for a feasibility ONSP with $\rho_{\mathrm{f}}=0$ in a similar form was proven in [3, Proposition 15].

Since in general the solution set of the OSNP in such a scenario is not a singleton, we must treat the case with multiple selectors appropriately. Note that if $\tilde{h}_{i}\left(y^{k+1}\right) \neq$ $0, i \in \mathcal{I}$, then the corresponding LP and the resulting complementarity conditions in (24) have single-valued solutions and the constraints of the MPCC (24) reduce to a standard implicit Euler step which has a unique solution. In this case, the objective of the MPCC (24) is just evaluated and has no influence on the solution. On the other hand, if more than one $\tilde{h}_{i}\left(y^{k+1}\right)=0, i \in \mathcal{I}$, the constraints yield an underdetermined set of equations. Clearly, the optimal solution of the corresponding component of $\sigma^{k+1}$ is equal to the matching component of $\sigma^{*}$. This effectively yields the desired selectors for sliding motions. Moreover, in all of our numerical experiments, we add additional algebraic variables and the corresponding constraints to lift the multi-affine selector terms in $F_{\mathrm{TF}}\left(y^{k+1}, \sigma^{k+1}\right)$ such that the new algebraic variables enter the ODE linearly (e.g., $\alpha^{k+1} \beta^{k+1}$ is replaced by $\theta_{1}^{k+1}$, and we add the constraint $\theta_{1}^{k+1}=$ $\alpha^{k+1} \beta^{k+1}$, and so on) [4]. This greatly improves the convergence of this approach in practice.

To demonstrate the need of the regularization, we revisit Example 1, with $\epsilon=0$, where we simulate the timefreezing system with the proposed scheme (24), both with $\rho_{\mathrm{f}}=0$ and $\rho_{\mathrm{f}}=1$. Consider a simulation of this system for $t \in[0,2]$ for $q(0)=(0,0)$ and $v(0)=(5,0)$. Note that for this initial value we have $x(t) \in \Sigma, \forall t \in[0,2]$. With $\rho_{\mathrm{f}}=0$ we effectively calculate some feasible selectors $\sigma^{k+1}$ without the guarantee that they are equal to $\sigma^{*}$ as needed by Theorem 10. The blue (dashed) curves in the first two plots in Figure 5 show the obtained se-


Fig. 5. Selectors and time derivative of the clock state calculated via a standard nonsmooth implicit Euler scheme and a regularized optimization-based scheme for Example 1.
lectors. Clearly, they differ from the needed values to ensure solution equivalence. The right plot shows that consequently the clock state derivative is $t^{\prime}(\tau) \neq 1$. We repeat the experiment, but now with $\rho_{\mathrm{f}}=1$ were the objective term contributes to selecting the desired selectors. One can observe that during the whole simulation we obtain the needed selectors and the solution of the CLS can be reconstructed by means of Theorem 10.

### 5.2 Solving discretized OCP via homotopies for MPCCs

We take a simultaneous approach in direct optimal control [24, Chapter 8], that is we use the constraints of (24) as constraints of a discretized OCP and add its cost function to the objective of the OCP. In this paper we solve the MPCCs via a homotopy penalization approach. In the penalty reformulation an $\ell_{1}$ or $\ell_{\infty}$ norm of the complementarity residual (i.e., the bilinear terms) is added to the objective and penalized by a positive weight $\rho_{\text {mpcc }}[6,18,23]$. Moreover, homotopy approaches help to avoid convergence to spurious local solutions [21,29]. An appealing property of such reformulation is: if $\rho_{\mathrm{mpcc}}$ is larger than a critical value, then the complementarity constraints are satisfied exactly at the solution [6,23]. This enables us to recover nonsmooth solutions by solving smooth NLPs. We solve a sequence of NLPs for different fixed values of the penalty parameter $\rho_{\text {mpcc }}$ and update it via $\rho_{\text {mpcc }}^{k+1}=\kappa \rho_{\text {mpcc }}^{k}$ with $k$ being the number of the problem in the sequence and $\kappa>1$. All NLPs in this paper are solved with IPOPT [31] via its CasADi [5] interface.

## 6 Frictional Impact

If friction is present, state jumps caused by frictional impulses in the tangential directions must be considered as well. To model this case, the time-freezing reformulation from Sections 4 must be extended. The main assumption we make is that after an impact, the tangential velocities are zero, i.e., there is no slipping. This is a common modeling assumption in manipulation, walking and running in robotics [20,25]. A modified CLS with a single unilateral constraint with such tangential state
jump law reads as:

$$
\begin{align*}
\dot{v}(t) & =f_{\mathrm{v}}(q, v)+G(q)(n(q) z(t)+T(q) w(t)),  \tag{25a}\\
\dot{q}(t) & =v(t),  \tag{25~b}\\
0 & \leq z(t) \perp c(q(t)) \geq 0  \tag{25c}\\
0 & \leq w(t) \perp c(q(t)) e_{m_{w}} \geq 0,  \tag{25d}\\
0 & =n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}^{+}\right), 0=T\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}^{+}\right), \\
& \text {if } c\left(q\left(t_{\mathrm{s}}\right)\right)=0 \text { and } n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}^{-}\right)<0 . \tag{25e}
\end{align*}
$$

The columns of the matrix $T(q) \in \mathbb{R}^{n_{q} \times m_{w}}$ span the tangent space of $c(q)=0$ at the point of contact $q$, and $w(t) \in \mathbb{R}^{m_{w}}$ are the corresponding Lagrange multipliers. Note that $m_{w}=1$ for planar impacts and $m_{w}=2$ for 3D impacts. Compared to (9), in this formulation we have additional state jumps in the tangential directions, which are encoded by ( 25 d ) and the second equation in (25e). For the state jumps in the tangential directions the auxiliary ODEs can be assembled in the same manner for every column of $T(q)$. Hence, for ease of exposition we consider a $T(q)$ denoted as $t(q) \in \mathbb{R}^{n_{q}}$. Since the state jump can occur both for positive and negative $t(\tilde{q})^{\top} \tilde{v}$, the auxiliary ODE depends on the sign of $t(\tilde{q})^{\top} \tilde{v}$. In the virtue of Proposition 7 we define for $t(\tilde{q})^{\top} \tilde{v}<0$, with a constant $a_{\mathrm{t}}>0$, the auxiliary ODE:

$$
\tilde{x}^{\prime}=f_{\mathrm{A}, \mathrm{t}}(\tilde{x}):=\left[\begin{array}{cc}
t(\tilde{q}) & \mathbf{0}_{n_{q}, 1}  \tag{26}\\
\mathbf{0}_{n_{q}, 1} & G(\tilde{q}) t(\tilde{q})
\end{array}\right]\left[\begin{array}{c}
0 \\
a_{\mathrm{t}}
\end{array}\right] .
$$

The r.h.s. of the auxiliary ODE including the clock state is defined as $\tilde{f}_{\mathrm{A}, \mathrm{t}}(y):=\left(\tilde{f}_{\mathrm{A}, \mathrm{t}}(\tilde{x}), 0\right)$. To account for the sign of the tangential velocity we introduce another step function $\zeta(y) \in \theta\left(t(\tilde{q})^{\top} \tilde{v}\right)$, with the desired selector $\zeta^{*}=$ 0.5 . The next function collects the auxiliary ODEs for the state jumps both in normal and tangential directions

$$
\left.\tilde{f}_{\mathrm{jmp}}(y):=(1-\alpha(y)) \tilde{f}_{\mathrm{A}, \mathrm{n}}(y)+(1-2 \zeta(y))\right) \tilde{f}_{\mathrm{A}, \mathrm{t}}(y) .
$$

The term $1-2 \zeta(y) \in \operatorname{sign}\left(t(\tilde{q})^{\top} \tilde{v}\right)$ takes care of the sign of the tangential velocity and adapts the auxiliary ODE. Provided that consistent initialization holds, by index reduction we can find an explicit formula for the Lagrange multiplier $w(t)$ for the no slipping constraint $t(q)^{\top} v=0$ and derive an ODE whose r.h.s is denoted as $f_{\text {DAE, } \mathrm{f}}(x)$, which is equivalent to the post-impact DAE.

Similar to Proposition 9, we define a DAE-forming ODE for this case as

$$
\begin{aligned}
\tilde{f}_{\mathrm{DF}, \mathrm{f}}(y) & :=\frac{(1-\zeta(y)) \zeta(y)}{\xi^{*}}\left((1-\gamma(y)) \tilde{f}_{\mathrm{DAE}, \mathrm{f}}(y)\right. \\
& \left.+\gamma(y) \tilde{f}_{\mathrm{ODE}}(y)\right)-(1-\gamma(y)) \tilde{f}_{\mathrm{A}, \mathrm{n}}(y)
\end{aligned}
$$

The novelty compared to Proposition 9 is the term $(1-\zeta(y)) \zeta(y)$ which makes sure that no sliding mode or contact breaking happen before the evolution of all auxiliary ODEs (i.e., state jumps) is finished. The role of $\gamma(y)$ is unchanged, it adapts the vector field such that either sliding mode or contact breaking happen. The constant $\xi^{*}=\zeta^{*}\left(1-\zeta^{*}\right) \alpha^{*}$ cancels the scaling of the nonzero selectors in sliding modes. Similar to (17), the time-frozen dynamics with frictional impact reads as

$$
\begin{align*}
y^{\prime} & \in F_{\mathrm{TF}, \mathrm{f}}(y):=\left\{\beta \tilde{f}_{\mathrm{ODE}}(y)+(1-\beta)\left(\tilde{f}_{\mathrm{jmp}}(y)\right.\right. \\
& \left.+\alpha \tilde{f}_{\mathrm{DF}, \mathrm{f}}(y)\right) \mid \alpha \in \theta\left(\tilde{h}_{1}(y), \beta \in \theta\left(\tilde{h}_{2}(y)\right)\right\} . \tag{27}
\end{align*}
$$

By direct evaluation of the r.h.s. for $y \in \tilde{\Sigma}$ with appropriate selectors it is straightforward to verify that $F_{\mathrm{TF}, \mathrm{f}}(y)=\left\{\tilde{f}_{\mathrm{DAE}, \mathrm{f}}(y)\right\}$ and in case of contact breaking $F_{\mathrm{TF}, \mathrm{f}}(y)=\left\{\tilde{f}_{\mathrm{ODE}}(y)\right\}$. To further simplify this reformulation, we may assume that $t(\tilde{q})^{\top} \tilde{v}<n(\tilde{q})^{\top} \tilde{v}$ and that $a_{\mathrm{t}} \gg a_{\mathrm{n}}$. Hence, the tangential state jump is finished much faster then the jump in normal direction. According to Coulomb's law the tangential impulse is less than the friction coefficient times the normal contact impulse. Hence, it is unrealistic that for $t(\tilde{q})^{\top} \tilde{v} \gg n(\tilde{q})^{\top} \tilde{v}$ we do not have slip. These assumptions imply that we can drop the term $(1-\zeta(y)) \zeta(y)$ in $\tilde{f}_{\mathrm{DF}, \mathrm{f}}(y)$ (as $\tilde{x}$ reaches $t(\tilde{q})^{\top} \tilde{v}=$ 0 always faster than $n(\tilde{q})^{\top} \tilde{v}=0$ ). Additionally, we need just to adapt the constant such that $\xi^{*}=\alpha^{*}$.

## 7 Numerical Optimal Control of a Jumping Robot

We consider a hopping robot that has to jump over three holes to reach a desired target. Thereby an OCP formulation for synthesizing dynamics motions of the single-legged 2D robot Capler $[11,16]$ is derived. The robot is described by four degrees of freedom $q=\left(x_{\mathrm{B}}, z_{\mathrm{B}}, \phi_{\text {knee }}, \phi_{\text {hip }}\right)$. Here, $\left(x_{\mathrm{B}}, z_{\mathrm{B}}\right)$ are the coordinates of the robot's base at the hip and $\phi_{\text {knee }}, \phi_{\text {hip }}$ are the angles of the hip and knee, respectively, cf. [11, Figure 1]. It is actuated by two direct-drive motors at the hip and knee joints. The robot's dynamics are compactly described by the CLS

$$
\begin{align*}
M(q) \ddot{v} & =f(x, u)+n(q) \lambda_{\mathrm{n}}+t(q) \lambda_{\mathrm{t}}  \tag{28a}\\
0 & \leq \lambda_{\mathrm{n}} \perp c(q) \geq 0  \tag{28b}\\
0 & \leq \lambda_{\mathrm{t}} \perp c(q) \geq 0  \tag{28c}\\
0 & =\left[n\left(q\left(t_{\mathrm{s}}\right)\right) t\left(q\left(t_{\mathrm{s}}\right)\right)\right]^{\top} v\left(t_{\mathrm{s}}+\right), \\
\text { if } 0 & =c\left(q\left(t_{\mathrm{s}}\right)\right) \text { and } n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}^{-}\right)<0, \tag{28d}
\end{align*}
$$

where $M(q)$ is the inertia matrix, $\lambda_{\mathrm{n}}$ the normal contract force and $\lambda_{\mathrm{t}}$ the friction force. The function $f(x, u)$ collects the gravitational, centrifugal and Coriolis forces. The torques of the two motors $u(t)=\left(u_{\text {knee }}(t), u_{\text {hip }}(t)\right)$ are the control variables. The model fits into the form of the CLS (25). Detailed derivation of model equations and all parameters for the robot considered in this subsection can be found in [14, Appendix A].

Denote by $p_{\text {foot }}(q)=\left(p_{\text {foot }, x}(q), p_{\text {foot }, z}(q)\right)$ and $p_{\text {knee }}(q)=$ $\left(p_{\text {knee }, x}(q), p_{\text {knee }, z}(q)\right)$ the kinematic position of the robot's foot and knee, respectively. As the constraint function in (28b) we take $c(q)=p_{\text {foot }, z}(q)$. The CLS is transformed into a time-freezing system according to (27) with the simplified friction model, as discussed in the previous section. For a planar robot we need just one tangent, i.e., $t(q)=\nabla_{q} p_{\text {foot }, x}(q)$. The auxiliary ODEs constants are $a_{\mathrm{n}}=200$ and $a_{\mathrm{t}}=600$.

Furthermore, we consider several constraints on kinematic quantities in the OCP formulation. To avoid unnatural and too extensive bending of the joints, we introduce the constraints: $-\frac{3 \pi}{8} \leq \phi_{\text {hip }} \leq \frac{3 \pi}{8}$ and $-\frac{\pi}{2} \leq$ $\phi_{\text {knee }} \leq \frac{\pi}{2}$. The control variables should not lead to the base or the knee hitting the ground, therefore we require that $p_{\text {knee }}(q) \geq 0$ and $z_{\mathrm{B}} \geq 0$. The upper and lower bound on both control torques are $u_{\mathrm{ub}}=60$ and $u_{\mathrm{lb}}=-60$, respectively. The objective in our OCP in (29) is to minimize the integral of the squared control torques while the robots reaches a given target position $q_{\text {target }}=(3,0.4,0,0)$ starting from the initial position $q_{0}=(0,0.4,0,0)$ with zero velocity $v_{0}=\mathbf{0}_{4,1}$. The initial value is $y_{0}=\left(q_{0}, v_{0}, 0\right)$. The prediction horizon is $\tau_{\mathrm{f}}=2.5 \mathrm{~s}$. To approximate Coulomb's friction law during contact, we use the explicit expressions for the Lagrange multipliers $\lambda_{\mathrm{t}}$ and $\lambda_{\mathrm{n}}$ (which can be obtained by index reduction) and impose the inequality constraint (with a friction coefficient $\mu=0.8$ )

$$
\lambda_{\mathrm{t}}(q(t), v(t), u(t)) \leq \mu \lambda_{\mathrm{n}}(q(t), v(t), u(t))
$$

On the way to the target, the robot has to overcome three holes in the ground. Instead of using very complicated expressions for $c(q)$ we model the holes as regions that the robot should not enter. This is achieved by concave constraints inside the OCP requiring that $p_{\text {foot }}$ is outside of $n_{e}=3$ ellipsoids:
$\left(\frac{p_{\mathrm{foot}, x}-x_{\mathrm{c}, k}}{a_{k}}\right)^{2}+\left(\frac{p_{\mathrm{foot}, z}-z_{\mathrm{c}, k}}{b_{k}}\right)^{2} \geq 1, k=1, \ldots, n_{e}$.
By appropriately picking $a_{k}, b_{k}, x_{\mathrm{c}, k}$ and $z_{\mathrm{c}, k}$ the desired shapes are trivially selected. In our example, we pick $z_{\mathrm{c}, k}=0, a_{k}=0.5$ (width of the hole), $b_{k}=0.1$ (kept low, should not enforce unnecessarily high jumps), $k=$ $1,2,3$. For the centers of the holes we pick $x_{\mathrm{c}, 1}=0.5$, $x_{\mathrm{c}, 2}=1.5, x_{\mathrm{c}, 3}=2.5$. We collect all path-constraints (on the kinematics, friction and for the holes) into the function $g_{\text {ineq }}(y) \geq 0$.


Fig. 6. Several frames of the solution of the discretization of the OCP (29). The dashed ellipsoids illustrate the hole constraints. The trajectory comprises all effects discussed in Sections 4 and 6: (a) initial sliding motion $\left(F_{\mathrm{TF}}(y)=\tilde{f}_{\mathrm{DAE}, \mathrm{f}}(y)\right)$; (b) contact breaking (switching from $\tilde{f}_{\mathrm{DAE}, \mathrm{f}}(y)$ to $\left.\tilde{f}_{\mathrm{ODE}}(y)\right)$; (c) free flight $\left(\tilde{f}_{\mathrm{ODE}}(y)\right)$; (d) state jump in normal and tangential direction (with $\tilde{f}_{\mathrm{A}, \mathrm{n}}(y)$ and $\tilde{f}^{\mathrm{t}}(y)$ ); (e) switching from the auxiliary ODEs to the sliding motion (again to $\tilde{f}_{\mathrm{DAE}, \mathrm{f}}(y)$ ).

Remark 11 Note that the constraints $g_{\text {ineq }}(q) \geq 0$ cannot become active if the corresponding normal velocity is nonzero (opposed to activating a constraint $c(q) \geq 0$ ), since no state jump law is associated with path-constraints in an OCP. This is one of the main differences between constraints which are part of the dynamics (equipped with a state jump law (9d)) and path-constraints in the $O C P$.

The continuous-time OCP reads as:

$$
\begin{array}{cl}
\min _{y(\cdot), u(\cdot)} & \int_{0}^{\tau_{\mathrm{f}}} u(\tau)^{2} \mathrm{~d} \tau \\
\text { s.t. } & y(0)=y_{0} \\
& y^{\prime}(\tau) \in F_{\mathrm{TF}}(y(\tau), u(\tau)), \tau \in\left[0, \tau_{\mathrm{f}}\right] \\
& u_{\mathrm{lb}} e_{2} \leq u(\tau) \leq u_{\mathrm{ub}} e_{2}, \tau \in\left[0, \tau_{\mathrm{f}}\right] \\
& g_{\text {ineq }}(y(\tau)) \geq 0, \tau \in\left[0, \tau_{\mathrm{f}}\right] \\
& \tilde{q}\left(\tau_{\mathrm{f}}\right)=q_{\text {target }} \tag{29f}
\end{array}
$$

The OCP is discretized with the regularized implicit Euler scheme from Section 5.1 (resulting in an additional cost term with $\rho_{\mathrm{f}}=1$ ) with in total $N=125$ discretization nodes resulting in $h=0.02 \mathrm{~s}$. The discretized control inputs are set to be constant over the finite elements. A tiny fraction (since $a_{\mathrm{n}}$ and $a_{\mathrm{t}}$ are large) of the total numerical time is needed for the state jumps. If needed, a specific target for the physical time is easily reached with a time-transformation $s \geq 1$ and a terminal constraint $t\left(\tau_{f}\right)=\tau_{f}$ ), cf. Section 2.1 and [22, Section 5.2]. The resulting MPCC is solved as $\ell_{\infty}$ penalty-homotopy approach discussed in Section 5.2, with $\rho_{\mathrm{mpcc}}^{0}=1, \kappa=10$ and with 5 NLPs being solved in total. The complementarity constraints are satisfied exactly at the solution, hence we recover the optimal nonsmooth trajectories by solving a few smooth NLPs.

For the initialization of the differential states we take $y_{0}$ at every discretization node. All discrete-time control variables are initialized with zero. Hence, no information about the order, number or timing of the nonsmooth transitions and jumps is provided. Treating the contact dynamics directly in the OCP and thus directly
discovering all nonsmooth transitions is in the robotics community called contact implicit optimization [11,30]. The results of the optimization are shown in Figure 6. All effects of the time-freezing reformulation discussed in Sections 4 to 6 can be observed in the solution. The approach finds an intuitive dynamic movement by solving only smooth NLPs, without providing any hints about the order and number of nonsmooth transitions. The drifts into the ground are due to inexact switch detection of the time-steeping scheme and are of order $O(h)$. The optimal torques are depicted in Figure 7. For the jumps over the holes large torques are applied, and the robot exploits its momentum to perform the smaller jumps in between holes with a smaller control effort.

## 8 Conclusion and Outlook

This paper introduced a novel time-freezing reformulation of dynamic systems with state jumps into piecewise smooth systems, thus reducing the level of nonsmoothnes significantly. While the elastic impact case was treated in [22], here we focus on the difficult case with inelastic impacts. We prove solution equivalence under mild conditions and derive constructive ways to select the auxiliary ODEs needed for solution equivalence. Moreover, we derive a novel auxiliary ODE for elastic impacts which overcomes some drawbacks of [22]. To the best of our knowledge, this the first reformulation which enables one to treat complementarity Lagrangian systems with inelastic impacts as Filippov systems. Furthermore, we derive a regularized implicit Euler scheme for discretization of time-freezing systems to alleviate the inherent nonuniqueness in sliding modes. The practicality of the discussed methods is demonstrated on an OCP considering an one-legged robot with frictional impact.

In future research we aim to investigate transformations of the time-freezing PSS into DCS where the multi-affine terms are avoided, e.g., with the reformulation used in [26]. Moreover, we believe that a more sophisticated penalty homotopy approach for the MPCCs $[10,15]$ to-


Fig. 7. The optimal control input $u(t)$ in physical time $t$ obtained by solving the discretization of the OCP (29).
gether with a switch detecting time-discretization [7] will greatly improve the applicability of this reformulation.
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## A Proof of Theorem 10

PROOF. A solution of the IVP given by (17) and $y_{0}$ is denoted as $y_{\text {sol }}\left(\tau ; y_{0}\right)$ for some $\tau \in[0, \hat{\tau}]$. Similarly, for (9) and $x_{0}=\left(q_{0}, v_{0}\right)$ for some $t(\tau) \in[0, t(\hat{\tau})]$ as $x_{\text {sol }}\left(t(\tau) ; x_{0}\right)$. Recall that $\tilde{h}_{3}(y(\tau))=\varphi(\tilde{x}(\tau))$ (cf. eq. (15)) and denote by $\tau_{\mathrm{e}}$ the time point with the following properties: $\tilde{h}_{3}\left(y\left(\tau_{\mathrm{e}}\right)\right)=0, \tilde{h}_{3}(y(\tau))=\leq 0,0 \leq \tau<\tau_{\mathrm{e}}$ and $\tilde{h}_{3}(y(\tau)) \geq 0, \tau>\tau_{\text {e }}$. We must distinguish several possible cases, hence we split the proof in several parts.

Part I. Regard the case $c(\tilde{q}(\tau))>0, \tau \in[0, \hat{\tau}]$. This means $\beta(y(\tau))=1, y^{\prime}=\tilde{f}_{\mathrm{ODE}}(y), \tau \in[0, \hat{\tau}]$. Moreover, $t(\tau)=\int_{0}^{\tau} \mathrm{d} s=\tau$, set $\hat{\tau}=\tau_{\mathrm{f}}$, consequently $t\left(\tau_{\mathrm{f}}\right)=t_{\mathrm{f}}$. We have that $R y^{\prime}=R \tilde{f}_{\text {ODE }}(y)$, is equivalent to $\tilde{x}^{\prime}=$ $f_{\mathrm{ODE}}(\tilde{x})$. Since $\left[0, \tau_{\mathrm{f}}\right]=\left[0, t_{\mathrm{f}}\right]$, this ODE has the same solution as $\dot{x}=f_{\text {ODE }}(x)$, therefore relation (21a) holds for $t \in\left[0, t_{\mathrm{f}}\right]$. This means $c(q(t))>0$ which implies for the $\operatorname{CLS}(9) z(t)=0$ for $t \in\left[0, t_{\mathrm{f}}\right]$. Since $\beta(y(\tau))=1$ for $\tau \in\left[0, \tau_{\mathrm{f}}\right]$ relation (21b) is also satisfied.

Part II. Regard the case $c(\tilde{q}(0))=0$ and $n(\tilde{q}(0))^{\top} \tilde{v}(0)=$ 0 , i.e., $y(0) \in \tilde{\Sigma}$. First, regard that $\tau_{\mathrm{e}}>\tau_{\mathrm{f}}$, this means that $f_{z}(\tilde{x}(\tau)) \geq 0$ (cf. (16a)), for $\tau \in\left[0, \tau_{\mathrm{f}}\right]$. Due to assumptions (a), (c) and according to Proposition 9 we have $y^{\prime}=\tilde{f}_{\mathrm{DAE}}(y)$ for $\tau \in\left[0, \tau_{\mathrm{f}}\right]$. Therefore, as in part $\mathrm{I}, t^{\prime}(\tau)=1, \tau \in\left[0, \tau_{\mathrm{f}}\right]$, thus $t\left(\tau_{\mathrm{f}}\right)=\tau_{\mathrm{f}}=t_{\mathrm{f}}$. Under these conditions, we have $c(q(0))=0, n(q(0))^{\top} v(0)=0$, $z(t) \geq 0, t \in\left[0, t_{\mathrm{f}}\right]$. Consequently, the DCS (9) reduces to the DAE (11) which is equivalent to $\dot{x}=f_{\mathrm{DAE}}(x)$ and similar to part I, we conclude that (21a) holds. In this setting we have, $\beta(y(\tau))=\beta^{*}=0, \tau \in\left[0, \tau_{\mathrm{f}}\right]$. For $\tau \in\left[0, \tau_{\mathrm{f}}\right]$ we have either: i) $\tilde{h}_{3}(y(\tau))=0$, with $\gamma(y(\tau))=$ $\gamma^{*}=0$ and using (16a) we have $\tilde{f}_{z}(\tilde{x}(\tau))=0$ or, ii) $\tilde{h}_{3}\left(y\left(\tau_{\mathrm{e}}\right)\right)<0$ (persistent contact), with $\gamma(y(\tau))=1$.

Since (21a) holds and $f_{z}(\tilde{x}(\tau)) \geq 0$, and in the sliding mode $\beta^{*}=0$ and $\gamma^{*}=0$, we deduce that (21b) holds as well.

Part III. Now we consider the same scenario as in part II, i.e., $y_{0} \in \tilde{\Sigma}$, but with $\tau_{\mathrm{e}} \leq \tau_{\mathrm{f}}$. Relations (21a) and (21b) hold for $\tau \in\left[0, \tau_{\mathrm{e}}\right)$ by the same arguments as in part II. For $\tau \geq \tau_{\mathrm{e}}$, we have $\tilde{h}_{3}(y(\tau)) \geq 0$. If $\tilde{h}_{3}(y(\tau))=0$, for $\tau \in\left[\tau_{\mathrm{e}}, \tau^{*}\right]$, with $\tau_{\mathrm{e}} \leq \tau^{*} \leq \tau_{\mathrm{f}}$, we have from (a) in Proposition 9 that $y^{\prime}=\tilde{\tilde{f}}_{\text {DAE }}(y)$ and $\gamma(y)=\gamma^{*}=0$. For this case, $y^{\prime}=\tilde{f}_{\text {ODE }}$ and $\tilde{f}_{z}=0$, and similarly for the DCS, $z(t)=0$ and $\dot{x}=f_{\text {ODE }}$, thus (21a) and (21b) hold. On the other hand, if $\tilde{h}_{3}(y(\tau))>0$, for $\tau \in\left(\tau^{*}, \tau_{\mathrm{f}}\right]$, due to (b) of Proposition $9, \gamma(y)=1$ and $y^{\prime}=\tilde{f}_{\mathrm{ODE}}(y)$. Since $\left(n(\tilde{q})^{\top} \tilde{v}\right)^{\top} \tilde{f}_{\mathrm{ODE}}>0$ and $w_{1, j}>0, w_{2, j}=0, \forall j \in \mathcal{J}$, $y(\tau)$ leaves $\tilde{\Sigma}$ with $c(\tilde{q}(\tau))>0$, thus $\beta(y(\tau))=1$ and $y^{\prime}=\tilde{f}_{\mathrm{ODE}}(y)$, for $\tau>\tau^{*}$. Similarly, for the CLS (9) $\varphi(x)>0$ implies $c(q(t))>0$ and $z(t)=0$, for $t>t\left(\tau_{\mathrm{e}}\right)$ (cf. (14)). Therefore, for $\tau \in\left(\tau_{\mathrm{e}}, \tau_{\mathrm{f}}\right]$ we can apply the same arguments as for Part I and verify that (21a) and (21b) hold.

Part IV. This part regards the case of $\tau_{\mathrm{s}} \in\left[0, \tau_{\mathrm{f}}\right]$, i.e., $t_{\mathrm{s}} \in\left[0, t_{\mathrm{f}}\right]$. For $\tau \in\left[0, \tau_{\mathrm{s}}\right)$ and $t \in\left[0, t\left(\tau_{\mathrm{s}}{ }^{-}\right)\right)$we can apply Part I of the proof by simply setting $\hat{\tau}=\tau_{\mathrm{s}}$ and deduce that (21a) and (21b) hold. For $\tau=\tau_{\mathrm{s}}$ we have $c\left(\tilde{q}\left(\tau_{\mathrm{s}}\right)\right)=0$ and $n\left(\tilde{q}\left(\tau_{\mathrm{s}}\right)\right)^{\top} \tilde{v}\left(\tau_{\mathrm{s}}\right)<0$. Consequently, $\alpha\left(y\left(\tau_{\mathrm{s}}\right)\right)=0, \beta\left(y\left(\tau_{\mathrm{s}}\right)\right)=0$ and $y^{\prime}=\tilde{f}_{\mathrm{A}, \mathrm{n}}(y)$. The assumption $c\left(\tilde{q}\left(\tau_{\mathrm{f}}\right)\right) \geq 0$ and $n\left(q\left(t_{\mathrm{f}}\right)\right)^{\top} \tilde{v}\left(t_{\mathrm{f}}\right) \geq 0$ ensures that $\alpha\left(y\left(\tau_{\mathrm{f}}\right)\right)>0$, and thus that the time evolution of $y^{\prime}(\tau)=f_{\mathrm{A}, \mathrm{n}}(\tau)$ is finished in $\left[\tau_{\mathrm{s}}, \tau_{\mathrm{f}}\right]$, i.e., $\tau_{\mathrm{r}} \leq \tau_{\mathrm{f}}$. From the proof of Proposition 7 we know that by construction $\tilde{q}(\tau)=\tilde{q}\left(\tau_{\mathrm{s}}\right)=: \tilde{q}_{\mathrm{s}}, \tau \in\left[\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right]$. Consequently, $c(\tilde{q}(\tau))=0, \tau \in\left[\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right]$. For $v(\tau)$, from (18) we have:

$$
\begin{equation*}
\tilde{v}\left(\tau_{\mathrm{r}}\right)=\tilde{v}\left(\tau_{\mathrm{s}}\right)+\int_{\tau_{\mathrm{s}}}^{\tau_{\mathrm{r}}} G(\tilde{q}(s)) n(\tilde{q}(s)) a_{n} \mathrm{~d} s \tag{A.1}
\end{equation*}
$$

Multiplying both sides with $n\left(\tilde{q}_{\mathrm{s}}\right)^{\top}$ from the left and noting that $G(\tilde{q}(\tau)) n(\tilde{q}(\tau))$ is constant since $\tilde{q}(\tau)=\tilde{q}_{\mathrm{s}}, \tau \in$ [ $\tau_{\mathrm{s}}, \tau_{\mathrm{r}}$ ], we have
$\underbrace{n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} v\left(\tau_{\mathrm{r}}\right)}_{=0}-n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} v\left(\tau_{\mathrm{s}}\right)=\underbrace{n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} G\left(\tilde{\mathrm{q}}_{\mathrm{s}}\right) n\left(\tilde{q}_{\mathrm{s}}\right)}_{=D\left(\tilde{q}_{\mathrm{s}}\right)} \underbrace{\int_{\tau_{\mathrm{s}}}^{\tau_{\mathrm{r}}} a_{n} \mathrm{~d} s}_{=: I_{1}}$,
$I_{1}=-\frac{n\left(\tilde{q}_{\mathrm{s}}\right)^{\top} v\left(\tau_{\mathrm{s}}\right)}{D\left(\tilde{q}_{\mathrm{s}}\right)}$.
Next we look at the post-impact states of the CLS and compare to the time-freezing system. Since in CLSs with $r=2, v(t)$ is a function of $\mathrm{BV}[28$, Section 6.1], we have that $q(t) \in \mathcal{C}^{0}$ and thus $q\left(t_{\mathrm{s}}{ }^{+}\right)=q\left(t_{\mathrm{s}}{ }^{-}\right)=q\left(t_{\mathrm{s}}\right)$. Furthermore, notice that $q\left(t_{\mathrm{s}}\right)=\tilde{q}_{\mathrm{s}}$ which implies

$$
\begin{align*}
& n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} G\left(q\left(t_{\mathrm{s}}\right)\right) n\left(q\left(t_{\mathrm{s}}\right)\right)=D\left(\tilde{q}_{\mathrm{s}}\right) . \text { Examining }, \\
& v\left(t_{\mathrm{s}}^{+}\right)=v\left(t_{\mathrm{s}}^{-}\right)+  \tag{A.2}\\
&+\underbrace{\lim _{t_{\mathrm{s}}-\epsilon} \int_{\mathrm{s}}^{t_{\mathrm{s}}+\epsilon} f_{\mathrm{v}}(q(s), v(s)) \mathrm{d} s}_{\substack{\epsilon \rightarrow 0 \\
\epsilon>0}} \int_{t_{\mathrm{s}}-\epsilon} \\
& \lim _{\mathrm{s}}+\epsilon(q(s)) n(q(s)) z(s) \mathrm{d} s
\end{align*}
$$

and multiplying both sides with $n\left(q_{\mathrm{s}}\right)^{\top}$ from the left, introducing $I_{2}:=\lim _{\substack{\epsilon \rightarrow 0 \\ \epsilon \rightarrow 0}} \int_{t_{\mathrm{s}}-\epsilon}^{t_{\mathrm{s}}+\epsilon} z(s) \mathrm{d} s$, we conclude that

$$
\begin{equation*}
I_{2}=-\frac{n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}^{-}\right)}{D\left(\tilde{q}_{\mathrm{s}}\right)}=I_{1} \tag{A.3}
\end{equation*}
$$

By comparing (A.1) and (A.2), due to the last relation we conclude that $\tilde{v}\left(\tau_{\mathrm{r}}\right)=v\left(t_{\mathrm{s}}{ }^{+}\right)=: \tilde{v}_{\mathrm{s}}$. Furthermore, by Proposition 7 we have $c\left(q\left(\tau_{\mathrm{r}}\right)\right)=0$ and $n\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)^{\top} \tilde{v}\left(\tau_{\mathrm{r}}\right)=$ 0 . Since $t^{\prime}(\tau)=0$ with $\tau \in\left[\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right]$, it follows that $t\left(\tau_{\mathrm{r}}\right)=$ $t\left(\tau_{\mathrm{s}}\right)=t_{s}$. Consequently,

$$
\begin{align*}
c\left(q\left(t_{\mathrm{s}}\right)\right) & =c\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)=0  \tag{A.4a}\\
n\left(q\left(t_{\mathrm{s}}\right)\right)^{\top} v\left(t_{\mathrm{s}}{ }^{+}\right) & =n\left(\tilde{q}\left(\tau_{\mathrm{r}}\right)\right)^{\top} \tilde{v}\left(\tau_{\mathrm{r}}\right)=0 \tag{A.4b}
\end{align*}
$$

Let $y_{\mathrm{s}}:=\left(\tilde{q}_{\mathrm{s}}, \tilde{v}_{\mathrm{s}}, t s\right)$ and. Note that $y_{\mathrm{sol}}\left(\tau-\tau_{\mathrm{r}}, y_{\mathrm{s}}\right)=$ $y\left(\tau, y_{0}\right)$ for $\tau \in\left[\tau_{\mathrm{r}}, \tau_{\mathrm{f}}\right]$. Likewise, $x_{\mathrm{sol}}\left(t-t_{\mathrm{s}}, x_{\mathrm{s}}\right)=x\left(t, x_{0}\right)$ for $t \in\left(t_{\mathrm{s}}, t_{\mathrm{f}}\right]$, with $x_{\mathrm{s}}=R y_{\mathrm{s}}$. The two IVPs are initialized with the same initial conditions and the intervals $\left[\tau_{\mathrm{s}}, \tau_{\mathrm{f}}\right]$ and $\left(t_{\mathrm{s}}, t_{\mathrm{f}}\right]$ have the same length. For both DAEs $y^{\prime}=\tilde{f}_{\mathrm{DAE}}(y)$ and $\dot{x}=f_{\mathrm{DAE}}(x)$ consistent initialization is ensured by (A.4). Therefore, by using the arguments of parts II or III (depending on $\tau_{\mathrm{e}}$ ), we deduce that (21a) and (21b) hold on $\left[\tau_{\mathrm{r}}, \tau_{\mathrm{f}}\right]$. Additionally, for $\tau \in\left(\tau_{\mathrm{s}}, \tau_{\mathrm{r}}\right)$ we have $t=t_{\mathrm{s}}$. Note that equation (22) follows directly from (A.3).

Part V. Parts I-IV cover all relevant modes: evolution according to $f_{\text {ODE }}$ (Part I), evolution on $\Sigma$ according to $f_{\text {DAE }}$ without leaving it (Part II) and with leaving it and continuing to evolve according to $f_{\text {ODE }}$ (Part III), and the state jump (Part IV). To regard any other possible sequence of modes on $\left[0, \tau_{\mathrm{f}}\right]$, the time interval is simply split into sub-intervals with the different modes, and we apply subsequently the arguments from Parts I-IV to verify that (21a) and (21b) hold for $t \neq t_{\mathrm{s}}$ and (22) for $t=t_{\mathrm{s}}$. This completes the proof.
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