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Abstract

This paper presents a new algorithm that reduces multidatoesensus to binary consensus in
an asynchronous message-passing system madewypotesses where up tonay commit Byzan-
tine failures. This algorithm has the following notewortbroperties: it assumes< n/3 (and is
consequently optimal from a resilience point of view), uégs?) messages, has a constant time
complexity, and uses neither signatures nor additionalpedational power (such as random num-
bers, failure detectors, additional sheduling assumptiodditional synchrony assumption). The
design of this reduction algorithm relies on two new allalbeommunication abstractions. The first
one allows the non-faulty processes to reduce the numbeppbped values te, wherec is a small
constant. The second communication abstraction allows eaic-faulty process to compute a set of
(proposed) values satisfying the following property: i thet of a non-faulty process is a singleton
containing valuey, the set of any non-faulty process containdBoth communication abstractions
have an0O(n?) message complexity and a constant time complexity. Thectauof multivalued
Byzantine consensus to binary Byzantine consensus is thiempde sequential use of these commu-
nication abstractions. To the best of our knowledge, thtkesfirst asynchronous message-passing
algorithm that reduces multivalued consensus to binarg@esus withO(n?) messages and con-
stant time complexity (measured with the longest causahabfamessages) in the presence of up
to ¢ < n/3 Byzantine processes, and without using cryptography iqaes. Moreover, this re-
duction algorithm uses a single instance of the underlyingry consensus, and tolerates message
re-ordering by Byzantine processes.

Keywords: Asynchronous message-passing system, Broadcast dlosty&yzantine process, Con-
sensus, Distributed algorithm, Intrusion tolerance, Malued consensus, Optimal resilience, Ran-
domized binary consensus, Reduction, Signature-fregitiigo

*An extended abstract of this paper appeared in SIROCCO 2015 [29].



1 Introduction

Consensus in asynchronous Byzantine systems'he consensus problem lies at the center of fault-
tolerant distributed computing. Assuming that each non-faulty procepsges a value, its formulation
is particularly simple, namely, each non-faulty process decides a valueir{ggion), the non-faulty
processes decide the same value (agreement), and the decided valatdstoethe proposed values
(validity); the way the decided value is related to the proposed values diepenthe failure model.
Consensus is binary when only two values can be proposed by thespescetherwise it is multivalued.

Byzantine failures were introduced in the context of synchronous distdbsystems [20, 32, 35],
and then investigated in the context of asynchronous distributed syster®2,[34]. A process has
a Byzantinebehavior (or commits a Byzantine failure) when it arbitrarily deviates from itsnicied
behavior: it then commits a Byzantine failure (otherwise we sayribis-faulty. This bad behavior can
be intentional (malicious) or simply the result of a transient fault that altee=tbtal state of a process,
thereby modifying its behavior in an unpredictable way.

Several validity properties have been considered for Byzantine usaseThis paper considers the
following one: a decided value is a value that was proposed by a ndig-faocess or a default value
denotedL. Moreover, to prevent trivial or useless solutions, if all the non-fapifycesses propose the
same value,. cannot be decided. As these properties prevent a value propdyday/daulty processes
to be decided, such a consensus is cahédision-tolerant ByzantindTB) consensus [7, 28].

Solving Byzantine consensus Let ¢t denote the model upper bound on the number of processes that
can have a Byzantine behavior. It is shown in several papers (e0g.201 32, 37]) that Byzantine
consensus cannot be solved whep» n/3, be the system synchronous or asynchronous, or be the
algorithm allowed to use random numbers or not.

As far as asynchronous systems are concerned, it is well-known #ratitno deterministic (multi-
valued or binary) consensus algorithm as soon as one process rehyX2j which means that Byzan-
tine consensus cannot be solved either as soon as one procesdaaltyb&aid another way, the basic
asynchronous Byzantine system model has to be enriched with additmnpltational power. Such an
additional power can be obtained by randomization (e.g., [3, 7, 11, 18325 assumption on message
delivery schedules (e.g., [5, 37]), failure detectors suited to Byzasyistems (e.g., [15, 18]), additional
—deterministic or probabilistic— synchrony assumptions (e.qg., [5, 10, @3igstrictions on the vectors
of input values proposed by the processes (e.g., [14, 27]). A tieduaf atomic broadcast to consensus
in the presence of Byzantine processes is presented in [24].

For the multivalued Byzantine consensus problem, an additional appecoasists in considering
an underlying system model enriched with an algorithm solving binary Bymaconsensus, and re-
ducing multivalued consensus to binary consensus. This approadieeadirst proposed in the con-
text of synchronous systems [38]. (See [19, 21, 31] for more tewerks applying this approach to
synchronous systems.) Similar reductions for asynchronous systerasg tile communication is by
message-passing, can be found in [6, 7, 13, 30, 40]. The casgwhaenous systems where communi-
cation is by read/write registers is investigated in [36]. This “Multivalued tatyihreduction approach
is the one adopted in this paper to address the multivalued Byzantine cosgeablem.

Contributions of the paper Considering asynchronous message-passing systems, this papeatres
a new reduction from multivalued Byzantine consensus to binary Byzaotinsensus, that has the
following properties:

e It tolerates up tad < n/3 Byzantine processes,

e Its message cost 8(n?),



Its time complexity is constant,

e It tolerates message re-ordering by Byzantine processes,

It does not use cryptography techniques, or additional computatiomarsuch as random num-
bers, failure detectors, underlying synchrony assumption, or sthg@assumption.

It uses a single instance of the underlying binary Byzantine consensus.

The design of this reduction algorithm, is based on two new communication eimts which
areall-to-all communication abstractions. The first one allows the non-faulty procésseduce the
number of values they propose ko< ¢ values where: is a known constant. More precisely= 6
whent < n/3 (worst case)¢ = 4 whenn = 4¢t, ande = 3 whent < n/4. The second communication
abstraction allows each non-faulty process to compute a set of (p)padaes such that, if the set of
a non-faulty process contains a single vaiy¢hen the set of any non-faulty process containgoth
communication abstractions have @w?) message complexity and a constant time complexity.

This reduction from multivalued to binary has the following structure. Isuke first communica-
tion abstraction to reduce the number of proposed values to a constant.iflimes sequentially twice
the second communication abstraction to provide each non-faulty prodbss kinary value that con-
stitutes the value it proposes to the underlying binary Byzantine conselgguwghm. Finally, the value
decided by a non-faulty process is determined by the output (0 or 1pestdry the underlying binary
Byzantine consensus algorithm. Thanks to the communication abstractiorggtéisiinstic reduction
algorithm is particularly simple (which is a first class design property).

Adding a binary Byzantine consensus algorithm The proposed reduction from multivalued to binary
consensus works in any asynchronous message-passing systesnawvimost < n/3 processes may
commit Byzantine failures. It can use any binary Byzantine consensasthlg as a subroutine. Of
course, when provided with a specific binary Byzantine consensusithlgoBBC, it is needed that
the underlying system satisfies the properties required by BBC. As anpdxaif these properties are
deterministic, the resulting multivalued Byzantine consensus algorithm is detstiminlf they are
probabilistic, so is the resulting multivalued Byzantine consensus algorithm.

A simple and efficient randomized binary Byzantine consensus algoritamebantly been proposed
in [25] and an improved version appeared in [26] (the first one regjaingerfect coin, while the second
one accepts a weak coin). These algorithms, based on Rabin’s commd@83jpare signature-free and
round-based. They requirés< n/3, has an expecte@®(n?) message complexity per round, and an
expected number of rounds which is constant. It follows that, when thetied algorithm proposed in
this paper is combined with one of these randomized binary consensushsigave obtain a random-
ized Byzantine multivalued consensus algorithm that has the five progesteespreviously (where the
O(n?) message cost and the constant time complexity are now expected values)r Rimowledge,
this is the first Byzantine multivalued consensus algorithm which is sign&tegeresilience-optimal
(t < n/3), has arD(n?) expected message complexity, a constant expected time complexity, and toler-
ates the re-ordering of message deliveries by Byzantine processes.

Roadmap The paper is composed of 6 sections. Section 2 presents the computing amadééfines
the multivalued ITB consensus problem. Section 3 defines the first comrtioniedstraction (called
RD-broadcast) that reduces the number of proposed values to amomstsents an algorithm that
implements it, and proves it correct. Section 4 defines the second communighsivaction (called
MV-broadcast), presents an algorithm that implements it, and proves @atoi®ection 5 presents the
algorithm reducing multivalued consensus to binary consensus in thenpeesf Byzantine processes.



2 Computing Model and Intrusion-Tolerant Byzantine Consensus

2.1 Distributed computing model

Asynchronous processes The system is made up of a finite §étof n > 1 asynchronous sequential
processes, namelf = {pi,...,p,}. “Asynchronous” means that each process proceeds at its own
pace, which may vary arbitrarily with time, and remains always unknown tottier processes.

Communication network The processes communicate by exchanging messages through an asyn-
chronous reliable point-to-point network. “Asynchronous” means ahaiessage that has been sent is
eventually received by its destination process, i.e., there is no bound @ageesansfer delays. “Re-
liable” means that the network does not lose, duplicate, modify, or createages “Point-to-point”
means that there is a bi-directional communication channel between eadbf paircesses. Hence,
when a process receives a message, it can identify its sender. Leticss that the channels are not
required to be First In First Out (FIFO).

A processp; sends a message to a procgsdy invoking the primitive $end TAG(m) to p;”,
whereTAG is the type of the message andits content. To simplify the presentation, it is assumed
that a process can send messages to itself. A process receives germi@ssxecuting the primitive
“receive()”.

The operatiorbroadcast TAG(m) is a macro-operation which stands for “for egcke {1,...,n}
send TAG(m) to p;”. This operation is usually callednreliable broadcast (if the sender commits a
failure during the broadcast operation, it is possible that only an apiayset of processes receives
the message).

Failure model Up tot processes may exhibitByzantinébehavior. A Byzantine process is a process
that behaves arbitrarily: it may crash, fail to send or receive messsges arbitrary messages, start in
an arbitrary state, perform arbitrary state transitions, etc. Hence,anBge process, which is assumed
to send a message to all the processes, can send a messagt some processes, a different message
mq to another subset of processes, and no message at all to the othesseacMoreover, Byzantine
processes can collude to mislead the correct processes. A prodesshibés a Byzantine behavior is
also calledaulty. Otherwise, it immon-faulty

Let us notice that, as each pair of processes is connected by a chamisizantine process can
impersonate another process. Byzantine processes can influencessagmeelivery schedule, but
cannot affect network reliability. More generally, the model does &g a computationally-limited
adversary.

Discarding messages from Byzantine processedf, according to its algorithm, a procegs is as-
sumed to send a single message () to a procesg;, thenp; processes only the first messages (v) it
receives fronp;. This means that, jf; is Byzantine and sends several messagegv), TAG(v') where
V' # v, etc., all of them except the first one are discarded by their correeivers (ap; is assumed
to send a single message with a given tggean easily detect these erroneous messagesffpsee
e.g., [9, 39)).

Notation In the following, this computation model is denot8BsAMP,, ,[0]. In the following, this
model is restricted with the constraint 6rc n/3 and is consequently denot8HAMP,, ¢ [n > 3t].



2.2 Measuring time complexity

When computing the time complexity, we consider the longest sequence ofgeessa. . . , m, whose
sending are causally related, i.e., for eack [2..z], the reception ofn,_; is a requirement for the
sending ofm,. The time complexity is the length of this longest sequence. Moreover, we implicitly
consider that, in each invocation of an all-to-all communication abstractiomadhdaulty processes
invoke the abstraction.

2.3 Multivalued Intrusion-tolerant Byzantine Consensus

Byzantine consensus This problem has been informally stated in the Introduction. Assuming that
each non-faulty process proposes a value, each of them has to da@delue in such a way that the
following properties are satisfied.

e C-Termination. Every non-faulty process eventually decides on a \ahaeterminates.
e C-One-shot. A non-faulty process decides at most once.
e C-Agreement. No two non-faulty processes decide on different values

C-Obligation (validity). If all the non-faulty processes propose the sahgv, thenv is decided.

Intrusion-tolerant Byzantine (1 TB) consensus Byzantine algorithms differ in the validity properties
they satisfy. In classical Byzantine consensus, if the non-faulty psessdo not propose the same value,
they can decide any value (this is captured by the previous C-Obligatipeipyo

As indicated in the Introduction, we are interested here in a more constrangdn of the consen-
sus problem in which a value proposed only by faulty processes chartcided. This was first inves-
tigated in a systematic way in [7, 28]. This consensus problem instanceriedéfy the C-Termination,
C-One-shot, C-Agreement, and C-Obligation properties stated abovihpliadlowing C-Non-intrusion
(validity) property, wherel is a predefined default value, which cannot be proposed by a jgroces

e C-Non-intrusion (validity). A value decided by a non-faulty process islae proposed by a
non-faulty process at..

The fact that no value proposed only by faulty processes can beedegides its name (namely
intrusion-toleran} to that consensus problem instahce

Remark on the binary consensus Interestingly, binary Byzantine consensus (only two values can be
proposed by processes) has the following property.

Property 1 The ITB binary consensus problem is such that the value decided by-faulky process is
a value that was proposed by a non-faulty process.

Proof Letwv andw be the two values that can be proposed. It follows from the C-obligatiopmgpty that
every non-faulty process decidesvhen all the non-faulty processes propose@therwise, at least one
non-faulty process proposev from which it follows that eithew or 7, can be decided by a non-faulty
process without violating the C-Non-intrusion property. O property 1

This means that, when considering the ITB binary consensiwgsn be safely replaced by any of the
two possible binary values.

!Directing the non-faulty processes to decide a predefined default valsiad of an arbitrary value, possibly proposed
only by faulty processes— in specific circumstances, is close to the ndtamabortableobject as defined in [17, 36] where
an operation is allowed to abort in the presence of concurrency. Thi@maf an abortable object is different from the notion
of a query-abortable object introduced in [1].



3 The Reducing All-to-All Broadcast Abstraction

3.1 Definition

Thereducing broadcasabstraction (RD-broadcast) is a one-shot all-to-all communication abstrac
whose aim is to reduce the number of values that are broadcast to antoR&dabroadcast provides the
processes with a single operation dend® broadcast(). This operation has an input parameter, and
returns a value. It is assumed that all the non-faulty processes inviskaptration.

When a procesp; invokesRD _broadcast(v;) we say that it “RD-broadcasts” the valug When a
process returns a valuefrom an invocation oRD _broadcast(), we say that it “RD-delivers” a value
(or a value is RB-delivered). The default value denoteg cannot be RD-broadcast but can be RD-
delivered. RD-broadcast is defined by the following properties.

e RD-Termination. Every non-faulty process eventually RD-deliverdaeva
e RD-Integrity. No non-faulty process RD-delivers more than one value.

e RD-Justification. The value RD-delivered by a non-faulty process igritlvalue RD-broadcast
by a non-faulty process, or the default valug;.

e RD-Obligation. If the non-faulty processes RD-broadcast the same valuone of them RD-
delivers the default value.,.,.

e RD-Reduction. The number of values that are RD-delivered by thefadty processes is upper
bounded by a constant

3.2 An RD-broadcast algorithm

An algorithm implementing the RD-broadcast abstraction is described in FlguFéais algorithm as-
sumest < n/3. The aim of the local variabled_del; is to contain the value RD-delivered by, this
variable is initialized to “?”, a default value that cannot be RD-delivereddn-faulty processes.

When a procesg; invokesRD _broadcast MSG(v;), it broadcasts the messageT (v;), and waits
until it is allowed to RD-deliver a value (line 1). During this waiting periggreceives and processes
the messages!iT () or ECHO() sent by the algorithm.

let rd_pset; (z) denotethe set of processes from whiphhas receivedNIT (z) or ECHO(x).

operation RD _broadcast(v; ) is
(1) broadcast INIT (v;); wait(rd-del; # “?"); return(rd_del;).

whenINIT (v) or ECHO(v) is received do

(2) if (v # vi) A (NIT () rec. from(n — 2t) different proc.)A (ECHO(v) never broadcast)
(3) then broadcast ECHO(v)

(4) endif;

(5) if (Fx: (z#vi)A(rdpseti(x)| >t +1)) thenrd_del; < L,q4; return() end if;

6) if (3 x: |rd_pset;(x)] >n — t) then rd_del; + z; return() end if;

(7) let w be the value such that,x received byp;: |rd_pset;(w)| > |rd_pset;(z)|;

(8) if (| Uz rd_pseti(z)| — |rd_pseti(w)| > t + 1) thenrd_del; < Lq4; return() end if.

Figure 1: An algorithm implementing RD-broadcastid M P,, +[n > 3t]

The behavior of a procegs on its server side, i.e. when —while waiting— it receives a message
INIT (v) or ECHO(v), is made up of two phases.



e Conditional communication phase (lines 2-4). If (a) the valueceived byp; is different from
the valuev; it has RD-broadcast, and (b) messages (v) have been received from “enough”
processes (namely: — 2t)), p; broadcasts the messageHoO(v), if not yet done. Let us notice
that, as.—2¢ > t+1, this means that the messager (v) was broadcast by at least one non-faulty
process.

e Try-to-deliver phase (lines 5-8). Then, for any valuét has seen, a procegs computes first
the setrd_pset;(z) composed of the processes from whigthas received a messageT (x) or
ECHO(x). If there is a valuer # v;, that has been received frofh+ 1) different processesy
knows that at least two different values have been RD-broadcasiryaulty processes (its own
valuev;, plus another one). In this cagg writes the default value ., into rd_del; (line 5), which
allows its RD-delivery at line 1. The execution of tleeurn() statement terminates the processing
of the message.

If the predicate of line 5 is not satisfieal,checks if there is a valuereceived from at leagt: —¢)
distinct processes (line 6). Let us notice that, in this case, it is possible thas RD-broadcast
by all correct processes. Hengg RD-delivers this value.

Finally, if p; has not yet assigned a valuetd_del;, it computes the value that, up to now,

it received the most often in aniT() or ECHO() message (line 7). If there are at leést+ 1)
different processes that semtiT () or ECHO() messages with values different from (this is
captured by the predicate of line 8), it is impossible fpto have in the future the same value
received from(n — t) distinct processes. This claim is trivially true for because at leagt + 1)
processes sent values different framAs no valuew’ # w was received more than, the claim

is also true for any such value’. So, the predicate of line 6 will never be satisfiecbatand
consequently; RD-delivers the default valug,.;.

Remark The predicate of line 6 could be strengthened as follows:
Jx: (Jrd_pseti(z)| >n—1t) A (INIT(z) received from> n — 2t different processés

This predicate is more constraining than the predi¢ate : |rd_pset;(z)| > n —t) used to RD-deliver
values ap;. Consequently, it can reduce the number of values which are RD-ckadiadp; .

3.3 Proof of the RD-broadcast algorithm

All the proofs assume < n/3.

Lemma 1 Letnb_echo be the maximal number of different values that a non-faulty processniay
atline3. We havei(n/3 >t > n/4) = (nb_echo < 2) and(n/4 > t) = (nb-echo < 1).

Proof Let us first consider the greatest possible valug @fhich corresponds to = 3t + 1. Let us
observe that a procegs receives at most one messagert () from each other process (otherwise, it
knows that the sender is Byzantine). Moreover, to broadsasd(v), wherev # v;, p; needs to receive
INIT (v) fromn — 2t = t+ 1 different processes (predicate of line 2). It follows, from theseplagions
and the factthab = (¢t +1) + (t+ 1) + (t — 1) < 3(n — 2t), thatp; can broadcast at most two
messagesCHO() carrying distinct values. Ag; broadcasts at most once a messaggao() carrying a
given valuey, it follows that(n/3 > t) = (nb_echo < 2).

Let us now consider the cage= 4t + o > 4t, wherea > 0. In this caser — 2t = 2t + a > 2t. As
the broadcast by, of a messagecHO(v) requires the reception ofiIT (v) from at leas®t + « different
processes, it is possible that there is such a valu@n the other side, as a procegseceives at most
one messagNIT () from each other process, it is not possible for a progess receiven — 2t > 2t

7



messages carrying a valug different from bothw andv;. It follows that(n/4 > t) = (nb-echo < 1),
which concludes the proof of the lemma. Oremma 1

Lemma 2 At mostc different values can b&D-deliveredby the non-faulty processes, where= 6
whenn/3 > t, ¢ = 4 whenn = 4¢, andc = 3 whenn/4 > t.

Proof Let us consider a “worst” execution, i.e., an execution in whiphocesses are Byzantine. Let us
call “vote” (for a valuev # L ,4) a messagenIT (v) or ECHO(v) sent by a process.

To be RD-delivered by a non-faulty process a value (different fromL,;) must be received from
(n — t) different processes (line 6). Due to Lemma 1, a non-faulty processatarfor at most three
distinct values, while a Byzantine process can vote for any number oésallio maximize the total
number of values that can be RD-delivered by the set of non-faultyegees, we consider the worst
case where (a) there ar@yzantine processes, and (b) if a non-faulty progedD-delivers a value
(line 6) it has received for this value — 2t) votes from non-faulty processes, and a vote from each of
the Byzantine processes. In this way, we have to consider the maximal namimtes that can be sent
by the non-faulty processes and the fact that dnly- 2¢) of them are needed to RD-deliver a value.
There are three cases.

Casen > 3t. At most3(n — t) votes can be sent by the non-faulty processes. It follows that the
total number of different values that can be RD-delivered by the sebffaulty processes is (where
the “<” comes fromn > 3t):

3(n—t) 3n—6t+3t 3t 3t

3+ <3+

n—2t  n—2t °  n—2 T TR

Hence the total number of RD-broadcast values that can be returnéee hwhole set of non-faulty
processes is at most When adding the default value,;, we obtainc = 6.
Casen > 4t. It then follows from Lemma 1 that there are at mdgt — ¢) votes sent by non-faulty
processes. With the same reasoning as before we obtain (whéoethes fromn > 4t):
2n—1t) 2n—4t+2t 2t 2t

= 24 <2+

=3.
n— 2t n— 2t n — 2t 4t — 2t

Hence the total number of RB-broadcast values that can be returngte whole set of non-faulty
processes is at mo3t When adding the default value,;, we obtainc = 3.
Finally, forn = 4t we have% = % = 3. Hence, at most = 4 different values can be returned

by the whole set of non-faulty processes whes 4t. ULemma 2

Theorem 1 The algorithm described in Figureimplements th&D-broadcasabstraction in the com-
puting modelBAMP,, ;[n > 3t].

Proof The proof of the RD-Integrity property (a non-faulty process RDw#e$ at most one value)
follows directly from the text of the algorithm. The proof of the RD-Reductwoperty follows from
Lemma 2.

To prove the RD-Justification property we show that a value RB-br@hdedy by Byzantine pro-
cesses cannot be RD-delivered by a non-faulty progedset us assume the worst case, namely, there
aret Byzantine processes and all of them RB-broadcast the samewalien > 3¢, no non-faulty
process can receiveIT (v) fromn—2t > t+1 different processes. Hence, no non-faulty process broad-
castsecHO(v) at line 3. If follows that no non-faulty process receives messagagv) or ECHO(v)
from (n — t) different processes. Hence, the predidatepset;(v)| > n — t (line 8) cannot become



satisfied at a non-faulty procegs which concludes the proof of the RD-Justification property.

To prove the RD-Obligation property let us assume that all the non-faulisegses RD-broadcast
the same value. We have to show that no non-faulty process RD-deliviers i.e., executes the state-
mentrd_del; < 1,4 atline 5 orline 8. Let us first observe that, even if all Byzantine prasepsopose
the same valua # v, the predicate of line 5 cannot be satisfied dorFinally, as the (at least — t)
non-faulty processes RD-broadcast the same vglwhether the (at mos) Byzantine processes have
sent the same or different valuesimT () or ECHO() messages, it is not possible for the predicate of
line 8 to become satisfied.

To prove the RD-Termination property, we consider two cases. Letsistinsider that some value
v is RD-broadcast by at least— 2¢ > ¢ + 1 non-faulty processes. If follows from line 2 that each other
non-faulty process broadcagtsHo(v). Hence, each non-faulty processreceives messagesiT () or
ECHO() messages, carrying the valugfrom at leastn — ¢) processes. Consequently, the predicate
of line 6 becomes eventually satisfied at every non-faulty process,ifindt-yet done— each of them
RD-delivers a value.

Let us now consider the case where there is no valtiat is RD-broadcast by — 2¢ non-faulty
processes. Considering a non-faulty procgsdet us assume that the predicates of line 5 and line 6
are never satisfied. We show that the predicate of line 8 becomes themalyeratisfied. Let be
the value thap; received the most often from different processes. By assumptiocdived this value
from g non-faulty processes whege< n — 2¢, and fromb Byzantine processes, wheie< b < ¢. As
g+0b< (n—2t)+b, at most(n — 2t — 1) + b processes have sent the vatut p;. Moreover, as
p; does not terminate at line 5 or line 8, it receives a message from eadauwlonprocess, i.e., from
at least(n — t) processes, from which we conclude thateceives messages from at le@st—t) + b
different processes. It follows that at le@st— ¢ + b) — ((n — 2t — 1) + b) = t + 1 different processes
have sent tg; values different fromv. Consequently, the predicate of line 8 is eventually satisfied and
pi RD'deIiverSJ—rd- OTheorem 1

Theorem 2 The number of messages sent by the non-faulty processes is uppetetdobyO (n?).
Moreover, in addition to a value sent by a process, a message carsieglke bit of control information.
The time complexity i©(1).

Proof It follows from Lemma 1 that a non-faulty process echoes at mostitwi() messages. This
means that, it broadcast at most three messages (itsnow() message, plus tweCHO() messages).
As a broadcast cost messages, the total number of messages sent by the non-faulty psosgssge
A single bit of control is required to differentiatsiT() andecHO() messages.

As far as the time complexity is concerned, a mesgsageo() can only be sent when a message
INIT() is received. Hence, the time complexity2is O heorem 2

3.4 RD-Broadcast vs Byzanting:-Set Agreement

In the k-set agreement problem, each process proposes a value, and &t difstent values can be
decided by the non-faulty processes. It is shown in [8] that the solvabilify-set agreement in the
presence of Byzantine processes depends crucially on the validitgntiespthat are considered.

As the reader can easily check, the specification of the RD-broadestsaetion defines an instance
of the intrusion-based Byzantineset agreement problem, wherés the constant defined in Lemma 2.
It follows that the algorithm presented in Figure 1 solves this Byzarkiset agreement instance for
anyk > cin the system moddB AMP,, ;[t < n/3]. (Let us remind that < n/3 is the lower bound on
t to solve Byzantine consensus isynchronousystem.)
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4 The Multivalued Validated All-to-All Broadcast Abstraction

4.1 Definition

The RD-broadcast abstraction reduces the number of values sertidaspes to at most six values (five
values RD-broadcast by non-faulty processes, plus the default dalnotedl ,;), while keeping the
number of messages exchanged by non-faulty procesgg@it).

Differently, assuming that each non-faulty process broadcasts a eald@t mosk: different values
are broadcast (whefkedoes not need to be known by the processes), the aim of the onsghivalued
validated all-to-all broadcasabstraction (in short MV-broadcast) is to provide each non-faultyge®c
with an appropriate subset of values (calledidatedvalues), which can be used to solve multivalued
ITB consensus. To that end, the fundamental property of MV-brastdbat is used is the following: if
a non-faulty process returns a set with a single value, the set retuyredylother non-faulty process
contains this value. Moreover, from an efficiency point of view, an irtgtpoint that has to be satisfied
is that the message cost of an MV-broadcast instance has¢/e).

To MV-broadcast a value;, a procesp; invokes the operatioMV _broadcast(v;). This invocation
returns top; a non-empty set a values, which consists of validated values, plus poagsibfault value
denotedl ,,,. This default value cannot be MV-broadcast by a process. Similarliptbi®adcast, when
a process invokes the operatibtV _broadcast(v), we say that it “MV-broadcast”. MV-broadcast is
defined by the following properties.

e MV-Obligation. If all the non-faulty processes MV-broadcast the saatgew, then no non-faulty
process returns a set containing,,,.

e MV-Justification. If a non-faulty process returns a set including a value# 1,,,, there is a
non-faulty procesg; that MV-broadcast.

e MV-Inclusion. Letset; and set; be the sets returned by two non-faulty procegseand p;,
respectively(set; = {w}) = (w € set;) (let us notice thatv can bel,,,).

e MV-Termination. An invocation oMV _broadcast() by a non-faulty process terminates (i.e., re-
turns a non-empty set).

The following property follows directly from the MV-Inclusion property.

e MV-Singleton. Letset; and set; be the sets returned by two non-faulty processeand p;,
respectively|(set; = {v}) A (set; = {w})] = (v = w).

4.2 An MV-broadcast algorithm

A two-phase algorithm implementing the MV-broadcast abstraction is deddribégure 2. It assumes
t < n/3, and —as we will see— its message complexitpign?).
To bevalidated a value must have been MV-broadcast by at least one non-fauktg$so Hence,
for a process to locally know whether a value is validated, it needs toveeitdéiom (¢ + 1) processes.
Each procesg; manages a local variablev_val2;, which is a set (initially empty). Its aim is to
contain pairs(j, z), wherej is a process index anda validated value. The behavior of a non-faulty
proces; is as follows.

¢ Inthe first phase (line 1) a processroadcasts its initial value by sending the messagevaL 1(v;).

It then waits until it knows (&) a validated valuéhence it has receivadv _vAL 1(v) from at least
(t + 1) different processes), and (b) this valués eventually known by all non-faulty processes.
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let mv_pset1;(x) denotethe set of processes from whiphhas receivedv _vaL 1(z);
muv_val2;: set of pairsprocess index, valyeinitially empty, received in messages VAL 2().

operation MV _broadcast MSG(v;) is

(1) broadcast MV _VAL 1(v;); wait (3 v such thajmuv_pset1;(v)| > 2t + 1); % v can bel .., %
(2) broadcast MV _VAL 2(v); wait (|mv_val2;| > n —t);

(3) return ({z | (—, ) € mv_val2;}).

whenMmv_vAL 1(y) is received do % y canbel,,, %
(4) if ((jmv_psetl;(y)| > ¢+ 1) A (MV_VAL 1() not broadcas})
then broadcast Mv _VAL 1(y) end if;
(5) letw be the value such that,x received byp;: |mv_psetl;(w)| > |mv_psetl;(z)|;
(6) if ((| Uz mu_psetl;(x)| — |mv_psetl;(w)| > t + 1) A (MV VAL 1( L, ) never broadcas))
(7) then broadcast MV _VAL 1(_L,,)
(8) endif.

when MV _vAL 2(z) is received fromp; do % xz canbel,,, %
(9)  wait(|mv_psetl;(z)| > 2t 4+ 1);
(10) mv_val2; + mvwal2; U (j,x).

Figure 2: An algorithm implementing MV-broadcastBd MP,, ;[n > 3]

This is captured by the following waiting predicate “the messagevAL 1(v) has been received
from at least(2t + 1) different processes” used at line 1. From then mnwill champion this
valuev for it to belong to the sets returned by the non-faulty processes.

On it server side concerning the reception of a message/aL 1(y), a procesg; does the fol-
lowing (line 4). Ifp; knows thaty is a validated value (i.e., the message_vAL 1(y) was received
from least(¢t + 1) processes), (if not yet dong) broadcasts the very same message to help the
validated valuey to be known by all non-faulty processes.

Then, according to its current knowledge of the global stateshecks if there is a possibility
that no value at all be present enough to be validated. It there is sunssibitity, p; broadcasts
MV _VAL 1(L,,,). To that end (as at lines 6-7 of the RD-broadcast algorithm, Figurg, thm-
putes the valuev most received from different processes (lines 5). If at I¢ast 1) processes
have broadcast values different framp, broadcastsv _vAL 1(L,,,), if not yet done (lines 6-8);
p; sends the default value because it sees too may different values, doesinot know which
ones are from non-faulty processes.

When it enters the second phase (line 2), a process champions the alidatey it has previ-
ously computed with the waiting predicate of line 1. This is done by broadcastinmessage
MV _VAL 2(v). It then waits until the setiv_val2; contains at leasin — ¢) pairs(j, =), and finally
returns the set of values contained in these pairs (line 3). Let us reminthtise are validated
values.

On its server side, when a procegssreceives a messagev _VAL 2(x) from a procesy;, it
waits until it has received a message® VAL 1(z) from at least(2¢t + 1) different processes.
This is needed because Byzantine processes can send spuriougenessavAL 2(x) while
they have not validated the value More precisely, let us notice that the waiting predicate
(Imv_psetl;(x)| > 2t + 1) used byp; at line 9 is the same as the one used at line 2y

if it is non-faulty— to champion the value. Hence, in casg; is not non-faultyp; waits until the
same validation predicaigmuv_psetl;(z)| > 2t 4+ 1) becomes true before accepting to process
the messagev_vAL 2(x) sent byp;.
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Remark Let us notice that this algorithm is tolerant to message duplication. Moreskige a non-
faulty process is not allowed to MV-broadcast the default valyg, a Byzantine process can do it. Let
us also remark that ,,,,, is the only default value associated with the MV-broadcast abstractiarce;le
for MV-broadcast, L .4 is a “normal” value, which can be MV-broadcast, as any value diffefrem
Lomo-

4.3 Proof of the MV-broadcast algorithm

As previously, all the proofs assume: n/3.

Lemma 3 The waiting predicat¢d v such thatmuv_pset1;(v)| > 2t + 1) (used at linel) is eventually
satisfied at any non-faulty process

Proof Let us consider the the following predicdte “There is a value and a finite time after which at
least(t¢ + 1) non-faulty processes have sent the message/aL 1(v)”. We consider two cases.

Case 1. The predicatg is satisfied. In this case, it follows from line 4 that every non-faulty pro-
cess eventually broadcastsy VAL 1(v). As there are at least — ¢t > 2t + 1 non-faulty processes, the
predicate § v such thatmuv_pset1;(v)| > 2t + 1) becomes eventually true at every non-faulty process.
Consequently, no non-faulty process can block forever at line 1.

Case 2: The predicat® is not satisfied. Lep; be a non-faulty process. Leinr; be the most often
received value by;, from different processes (as defined at line 5). &bt the number of non-faulty
processes that semtv VAL 1(vmr;). As P is not satisfiedg < t.

As there are at least — ¢) non-faulty processeg; receives at leagtn — t) messagesiv _VAL 1().
More preciselyp; receives these messages from— ¢t + b) different processes, whetec [0..t] is
the additional number of —non-faulty or Byzantine— processes thatsmeissage tp;. Among these
(n — t + b) processes, at mosét + b) messagesv _VAL 1() carry the valuesmr; (the upper bound
(c + b) is attained when thé additional processes are Byzantine and sentvAL 1(vmr;) to p;). It
follows that at leastn — t + b) — (¢ +b) = n — t — c of them sent tg; values different fromvmsr;.
Asc < tandn > 3t, we haven —t — ¢ > n — 2t > t + 1. It follows that the predicate of line 6 is
eventually satisfied, ang broadcasts then the message vAL 1(_L,,,) (line 7). This reasoning applies
to any non-faulty process (possibly with values different fromvnr;). Hence, each non-faulty process
p; eventually receivesv VAL 1(_L,,,)) from at least(n — t) processes. Finally, as —¢ > 2t + 1,
the predicate|mv_psetl;(Lny)| > 2t + 1) is eventually satisfied at each non-faulty proggssvhich
concludes the proof of the second case. OLemma 3

Lemma 4 The waiting predicaté|mv_val2;| > n — t) (used at line2) is eventually satisfied at any
non-faulty process;.

Proof It follows from Lemma 3 that no non-faulty process blocks forever in thé statement of line 1.
Hence, each non-faulty processbroadcasts a message VAL 2(w;) at line 2, where the value; is
such that(|mv_pset1;(w;)| > 2t + 1). If follows from this predicate that at lea&t + 1) processes
sentMv _VAL 1(w;) to p;. Moreover, a2t + 1 > ¢ + 1, the messag®v_vAL 1(w;) has been broadcast
by at leastt + 1) non-faulty processes. It consequently follows from line 4 that (if redtdone) each
non-faulty process broadcasts the messagevAL 1(w;). Hence, at each non-faulty procgss we
eventually havemu_psetl;(w;)| > 2t 4+ 1. Finally, it follows from the predicate of line 9 that, at
line 10, every non-faulty procegs adds(—, w;) to its local setnv_val2;.

As there arén —t) non-faulty processes, it follows that we eventually hgwe_pset1;(w;)| > n—t
at every non-faulty process, and the predicate of line 2 becomes ellgrdatisfied, which concludes
the proof of the lemma. OLemma 4
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Lemma 5 If all non-faulty processeMV-broadcasthe same value, no non-faulty process returns a
set containingL ;.

Proof To prove the MV-Obligation property, let us assume that all non-faultcesses broadcast
MV _VAL 1(v) at line 1. If follows from the predicate of line 4 that, even if all the Byzantinecpsses
broadcast the same value# v, no non-faulty process broadcastst line 4, and consequently at most

t values different fromv can be broadcast mv _vAL 1() messages. Let us consider a non-faulty process
p; In a worst case execution, which occurs when all the Byzantine pres&ssadcast the same value
w # v. Letus notice thaltmv_pset1;(v)| monotonically increases frofto (n—t), and|muw_pset1;(w)|
monotonically increases fromto t. There are two cases.

e If, during the execution, there are periods where _psetl;(w)| > |mv_psetl;(v)|, due to the
range ofjmv_pset1;(w)|, the predicatémuv_psetl;(v)| — |mv_psetl;(w)| > t + 1 returnsfalse
when it is evaluated by;. It follows that, when|muv_psetl;(w)| > |mv_psetl;(v)|, p; cannot
broadcastv _vAL1(L,,,1) atline 7.

e During the period wherénuv_pset1;(v)| > |mv_psetl;(w)| (this necessarily occurs, and, once
true, this predicate remains true forever), due to the rangeofpset1;(v)| and|muv_pset1;(w)],
and similarly to the previous case, the predidate_pset1;(w)|—|muv_psetl;(v)| > t+1, returns
false when it is evaluated by;, and, as beforey; cannot broadcastv _vAL 1(_L,,,) atline 7.

It follows that no non-faulty process broadcasitg_vAL 1(_L,,,). As only (at mostt) Byzantine pro-
cesses may broadcasv _vAL 1(_L,,,), the predicaté|muv_psetl;(L,,,)| > 2t + 1) evaluated at line 9
cannot never be satisfied at a non-faulty proggssience, the setww_val2; of a non-faulty procesg;
cannot contain a pair-, L,,,,), and consequently; cannot return a set including,,.,,, which concludes
the proof the MV-Obligation property. OLemma 5

Lemma 6 If the set returned by a non-faulty procegscontains a value) # 1,,,, thenv has been
MV-broadcasby a non-faulty process.

Proof To prove the MV-Justification property, we show that a value MV-braatddy Byzantine
processes only cannot be added to thersetval2; of a non-faulty procesg;. Let us consider the
worst case where there ar®yzantine processes and all broadoast vaL 1(v), wherewv, is not MV-
broadcast by non-faulty processes. Due to the predicate of line Jomdanlty procesg; echoes the
valuev. Hence,v can be received only from theByzantine processes. It follows that the predicate
(|mv_psetl;(v)| > 2t + 1) of line 9 cannot be satisfied at a non-faulty processand consequently
(—,v) cannot be added tawv_val2;. OLemma 6

Lemma 7 Let set; and set; be the sets returned by two non-faulty procegsesnd p;, respectively.
(set; = {w}) = (w € set;).

Proof If a non-faulty process; returnsset; = {w}, it follows from the predicate of line 2 thatv_val2;
contains(n — t) different pairs(process indexy). Hence,p; has received the message VAL 2(w)
from (n — t) different processes.

Before a non-faulty procegs; returns a setet;, it added(n — t) different pairs tomuv_del2;.
As a non-faulty process processes at most one messagenL 2() per process (see the discarding
of erroneous messages from Byzantine processes in section 2.lljovtsfdhatp; has received and
processed messagey VAL 2() from (n — t) different processes, i.e, from at least- 2t > t + 1
non-faulty processes.
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As As (n —t) + (t + 1) > n, it follows that there is a non-faulty procesg that sent the same
message/Vv _VAL 2() to bothp; andp;. Hence, it seniv _VAL 2(w) to p;, and the pairk, w) is a pair
of mv_del2;, which concludes the proof of the lemma. Oremma 7

Theorem 3 The algorithm described in Figuizimplements th&1V-broadcastbstraction in the com-
puting modeBAMP,, ;[t < n/3].

Proof The proof follows from Lemmas 3 and 4 (MV-Termination), Lemma 5 (MV-OUtiiga®), Lemma 6
(MV-Justification), and Lemma 7 (MV-Inclusion). OTheorem 3

Theorem 4 Let us assume that at moktdifferent values areVV-broadcastby the processes. The
number of messages sent by the non-faulty processes is uppeebdwy@(kn?). A message needs to
carry a single bit of control information. The time complexity)gl ).

Proof As far as the messagew VAL 1() are concerned we have the following. Each non-faulty process
broadcasts its initial value; (line 1), broadcasts at most once any valug v; it receives (line 4), and
broadcasts at most once the default valug, (line 7). It follows that these broadcasts issued by the
non-faulty processes generate at mgst- 1)n? Mv_vAL 1() messages. As each non-faulty process
broadcasts a message VAL 2() at most once (line 2), it follows that at mast Mv VAL 2() messages
are sent by the non-faulty processes. Hence, the total number ofgeessnt by non-faulty processes
belongs taD(n?).

As there are only two message types, a message has to carry a singleobitrof information.

As far as the time complexity is concerned, we have the following. A messageaL 1() sent by a
non-faulty process at line 1 entails at most one forwarding of the samegesasline 4 by a non-faulty
process. Moreover, the sending of a messagevAaL 2() by a non-faulty process at line 2 is entailed
by “enough” reception of messages _vAL 1(). It follows that the longest sequence of causally related
messages is 3. OTheorem 4

5 Multivalued Intrusion-Tolerant Byzantine Consensus

The multivalued intrusion-tolerant Byzantine (ITB) consensus probles @efined in Section 2.3. A
signature-free algorithm that solves it despite up ta n/3 Byzantine processes is described in this
section. This algorithm is such that the expected number of messagesigedhay the non-faulty
processes i®(n?), and its expected time complexity is constant.

5.1 Enriched computation model for multivalued ITB consensus

In the following, as announced in the introduction, we consider that thid@aal computational power
that allows multivalued ITB consensus to be solvedBiIAMP,, [t < n/3] is an underlying Byzan-
tine binary consensus (BBC) algorithm. LBIAMP, [t < n/3,BBC| denote the system model
BAMP,, [t < n/3] enriched with a BBC algorithm. BBC algorithms are described in severarpape
(e.g., [4,7, 16, 25, 37)).

To obtain a multivalued ITB consensus algorithm with@m?) expected message complexity and
a constant expected time complexity, we implicitly consider that the underlying &8&@ithm is the
one presented in [25].
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5.2 An efficient algorithm solving the multivalued ITB consersus problem

The algorithm is described in Figure 3. The multivalued consensus opetatbis built is denoted
mv_propose( ), while the underlying binary consensus operation it uses is demaigstopose(). Ex-
tremely simple, this algorithm can be decomposed in four phases. The festghases are commu-
nication phases, while the last phase exploits the result of the previogsptmreduce multivalued
Byzantine consensus to BBC.

The second and the third phases are two distinct instances of the Mildaisiaabstraction. Not to
confuse them, their corresponding broadcast operations are démdtéebadcast; (), andMV _broadcasta(),
respectively. Similarly, their default values are denatgg,; and L,,,,2. It is assumed that the default
valuesl,q, L1, Limw2, and_L (the consensus default value) are all different. The four phasessar
follows, whereC'_PROP denotes the set of values proposed by the non-faulty processes.

operation mv_propose(v;) is
(1) rd-val; < RD_broadcast(v;);
%
(2) setl; + MV _broadcasti(rd_val;);

% pi, p; non-faulty: ((|setli| =1) A (|setl;| =1)) = (setl; = setl;) %
(3) if (setl; = {w}) then aux; + w elseauz; < L endif;
%
(4) set2; < MV _broadcastz(auz;);

% pi, p; non-faulty: (set2; = {w}) = (w € set2;) %

%
(5) if ((8€t27; ={w}) N (w ¢ {Lrd, Limv1, Limov2, J_}))

then bp; < 1 elsebp; < 0 end if;
(6) bdec; < bin_propose(bp;);
(7) if (bdec; = 1) then return(w) such thatw € set2; andw ¢ { L4, Lmvi, Lmv2, L}
8) else return(.L)
(9) endif.

Figure 3: An algorithm implementing multivalued ITB consensu8#WMP,, ;[n > 3t, BBC]

e The first phase consists of an RD-broadcast instance. Each altpgeocess; invokesRD _broadcast(v;),
wherew; is the value it proposes to consensus, and stores the returned value caltedoable
rd_val; (line 1). Due to properties of the RD-broadcast abstraction, we have

rd_val; € RD_VALwhereRD_VAL C C_PROP U{Ll,4},

and (due to Lemma 2RD_VAL| < 6. Moreover, the message cost of this phase is the one of the
RD-broadcast, i.e)(n?).

e The second phase (lines 2 and 3) consists of the first MV-broadcaanoe, namely, a process
p; iInvokesMV _broadcast; (rd_val;) from which it obtains the non-empty sett1;. Due to the
properties of the MV-broadcast abstraction, we have

setli g MV _ VALl,

whereMV_VAL; € RD_VALU{ Ly} € C_PROP U{L,g, Lymu1}-

Moreover, due to the MV-singleton property, we also have

((|setl;| =1) A ([setlj] =1)) = (setl; = setlj).
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Then, according to the value ett1;, p; prepares a valueux; it will broadcast in the second
MV-broadcast instance. Hetl; = {w}, auz; = w, otherwisenux; = L (the consensus default
value).

Let AUX = Ujec{aux;}, whereC denotes the set of non-faulty processes. While preserving the
O(n?) message complexity, the aim of the lines 2 and 3 is to ensure the following proper

AUX ={v} v AUX ={L1} v AUX ={v, L}, wherev € MV_VAL;.

Let us notice that, thanks to the MV-Justification property, theddéX cannot contain a value
proposed only by Byzantine processes.

e The third phase (line 4) is a second instance of the MV-broadcast etiistraThe values MV-
broadcast by the non-faulty processes are values of thé @&t. So, the setet2; returned by a
non-faulty procesg; is such that

set2; C MV _VALy whereMV VAL, C AUX U{ L2},

and, due to the MV-Inclusion property, the sets returned to any two aaltyfprocesses; andp;
are such thatset2; = {w}) = (w € set2;).

e The last phase (lines 5-9) is where the underlying BBC algorithm is expldited:2; contains a
single value, that is not a default valyg proposed to the underlying BBC algorithm. Otherwise,
it proposed). Then, according to the valuglec; returned by the BBC algorithm, there are two
cases. Ibdec; = 1, p; return the value ofet2; which is not a default value (line 7). Otherwise,
bdec; = 0 andp; returns the default valué.

5.3 Proof of the multivalued ITB consensus algorithm and two emarks

Theorem 5 The algorithm described in Figur@ solves theanultivalued ITB consensysroblem in the
computing modeBAMP,, ;[t < n/3,BBC].

Proof The C-termination property follows from the following properties.
e The RD-termination property (line 1).
e The MV-Termination property applied both instances of MV-broadcasgiand 4).
e The C-Termination property of the underlying BBC algorithm.
e The fact that, when BBC returris

— at least one non-faulty procegsproposed! to BBC, and this process is such that2, =
{w} wherew ¢ {L,4, L1, Lmv2, L}, and

— due to the MV-inclusion property d#lV_broadcasts(), the setset2; of any non-faulty pro-
cessp; containsw, and this is the only non-bottom valuednt2;.

Proof of the C-Obligation property. Let us consider the case whereaifawlty processes propose
the same value. It follow from the RD-Obligation property that they all retusrfrom their invocation
of RD_broadcast(v) (line 1). Hence, they all invok&1V _broadcast;(v) (line 2), from which, due to
the MV-Obligation and MV-Justification properties, they all obtain thesset; = {v}. It follows that
they allMV _broadcasts(v), from which (for the same reason) they still obtain the sameedet = {v}
(line 4). Consequently all non-faulty processes proposethe underlying BBC algorithm and (due to
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its C-Obligation property) they all decide(line 6). Hence, they all returnat line 7.

Proof of the C-Non-intrusion property. To show that a value propasdy by Byzantine pro-
cesses cannot be decided, let us consider the worst case, nam@yareByzantine processes and
all of them propose a value, which is not proposed by a non-faulty process. It follows from the
RD-Justification of the RD-broadcast abstraction that no non-faultygssp; obtainsw from its in-
vocation ofRD_broadcast() (line 1). Similarly, due to the MV-Justification of the MV-broadcast ab-
straction, no non-faulty procegs can obtainw from its invocations oMV _broadcast; () (line 2) and
MV _broadcasty() (line 4). Asv ¢ set2;, a non-faulty process; cannot decided.

Proof of the C-agreement property. If the value decided by the undgrBBC algorithm is0, all
non-faulty processes decide(line 8). If the valuel is decided, and all non-faulty processes proposed
1, all their setsset2; are singletons, which —due to the MV-singleton property— contain the saoe va
w. It follows from lines 5 and 7 that all non-faulty processes deaide

Let us now consider the last case, where the valisedecided by the underlying BBC algorithm,
while two non-faulty processgs andp; are such thap; proposedl andp; proposed). As p; has
proposedl we haveset2; = {w}, wherew is not a default value. As both; andp; are non-faulty,
it follows from the MV-Inclusion property of the second MV-broadctsitw € set2;. Moreover, as
non-faulty processes can MV-broadcast amlgr | at line 4, it follows from the MV-Inclusion property
thatw is the only non-default value iset2;. Consequentlyy; decidesw at line 7. O heorem 5

Theorem 6 Let us assume an underlyiBBC algorithm whose expected message complexify(ig’)
and expected time complexity is constant (e.g., the one presen@s])nWhen considering the non-
faulty processes, the expected message complexity of the multivaluesh§eBisus algorithm described
in Figure 3is O(n?), and its expected time complexity is constant.

Proof It follows from Theorem 2 that the number of messages sent by theawdty-forocesses at
line 1isO(n?). Due to the RD-reduction property of the RD-broadcast abstractiore theonstant
(wherec < 6, see Lemma 2) such that at meddifferent values are RD-delivered by the RD-broadcast
abstraction. It then follows from Theorem 4 that number of messagésnstre two MV-broadcasts
(lines 2 and 4) by the non-faulty processe®ig:?). Finally, as the expected number of messages sent
by the non-faulty processes in the BBC algorithn©i&:?), the multivalued ITB consensus algorithm
inherits this message complexity. It follows that the expected number of nesssaigt by the non-faulty
processes belongs @(n?).

The fact that expected time complexity is constant follows directly from thiettiat the time com-
plexities of both the RB-broadcast and MV-Broadcast abstractionarstant (Theorem 2 and Theo-
rem 4), and the underlying BBC algorithm has an expected time complexity t@issant. Orpeorem 6

Remark 1 Let us remark that, if we suppress the invocation of the RD-broadcastaation, and
replace line 1 by the statementd-val; < v;”, the multivalued ITB consensus remains correct. This
modification saves the two communication steps involved in the RD-broadcadgses theO(n?)
message complexity, which is na(kn?) (this follows from Theorem 4 and the fact that [1..n] is

the number of distinct values broadcast by correct processes).

Remark 2 The algorithm of Figure 2 uses two instances of the MV-broadcast ahistralt is an open
problem to know if it is possible to design an algorithm based on a single irestedric
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6 Conclusion

This paper presented an asynchronous message-passing algoritimmeduces multivalued consensus
to binary consensus in the presence of up ton/3 Byzantine processes peing the total number of
processes). This algorithm has the following noteworthy features: itsagesomplexity i€ (n?), its
time complexity iSO(1), and it does not rely on cryptographic techniques. As far as we khisis the
first consensus reduction owning all these properties, while being optiithatespect to the value of
This algorithm relies on two new all-to-all communication abstractions. Thesdteaglions consider the
values that are broadcast, and not the fact that “this” value was ¢asgly “this” process. This simple
observation allowed us to design an efficient reduction algorithm. r{Amultiplexing of a one-to-all
broadcast abstraction would entail &fn?) message complexity.) Interestingly, this reduction uses
a single instance of the underlying binary consensus, and toleratesgaessardering by Byzantine
processes.

When combined with the binary Byzantine consensus algorithm presen] jmve obtain the best
algorithm known so far (as far as we know) for multivalued Byzantineseasus in a message-passing
asynchronous system (where “best” is with respect the valdgtbe message and time complexities,
and the absence of limit on the computational power of the adversary).
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