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Abstract

We present a general tractable framework for understanding the joint impact of fire sales and

default cascades on systemic risk in complex financial networks. Our limit theorems quantify how

price mediated contagion across institutions with common asset holding could worsen cascades

of insolvencies in a heterogeneous financial network, during a financial crisis. For given prices

of illiquid assets, we show that, under some regularity assumptions, the default cascade model

could be transferred to a death process problem represented by balls-and-bins model. We model

the price impact by a given inverse demand function. We state various limit theorems regarding

the total sold shares and the equilibrium price of illiquid assets in a stylized fire sales model.

In particular, we show that the equilibrium prices of illiquid assets has asymptotically Gaussian

fluctuations. Our numerical studies investigate the effect of heterogeneity in network structure

and price impact function on the final size of default cascade and fire sales loss.
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1 Introduction

Financial institutions are interconnected in various ways. The global financial crisis of 2007–2009

has simultaneously highlighted the importance of interbank network structure and fire sales on

the amplification and transmission of initial shocks across the wider financial system.

This paper studies the joint impact of fire sales and insolvency cascades on systemic risk

in complex financial networks, during a financial crisis. Fire sales refer to situations where an

institution tries or is forced to sell a large amount of assets in a short period of time.

We consider a financial network, in which institutions hold interbank liabilities, cash, and

shares of an (or multiple) illiquid asset(s). When a firm defaults, its counterparties may sell

their illiquid assets (deleveraging) in response to losses they face by this default, which may

trigger to a lower price for these or related assets. This may lead to contagion of losses across

institutions with common asset holdings. Indeed, marking to market of institutions’ balance

sheets reinforces network contagion: lower asset prices may force other institutions to default

on their interbank liabilities. This results in an entanglement of price mediated contagion and

interbank network mediated contagion.

To deal with the partial information available on the financial network, as pointed out

in e.g., [13, 41, 52], we consider a random network approach. We reduce the dimension of the

problem by considering a classification of financial institutions according to different types. This

may be calibrated to real-world data by using machine learning techniques for classification.

In light of its tractability and interpretability, as well as its potential to be enriched with

clustering (see e.g., [32, 55]), we use the configuration model as our base probabilistic model.

The configuration model has been previously used to model the pure default cascade process in

financial networks, see e.g., [4, 5, 11, 12].

We present a general tractable framework for understanding the joint impact of fire sales and

default cascades on systemic risk in a heterogeneous financial network, subject to an exogenous

macroeconomic shock. As shown in our recent paper [4], under some regularity assumptions on

the financial network, the pure default cascade model could be transferred to a death process

problem represented by balls-and-bins model. The balls-and-bins model has been previously

used in the economic literature; see e.g., [14] for a balls-and-bins model of international trade.

We first show that our limit theorems in [4] hold for any given price of illiquid assets.

Since our model is static in nature, following [7, 26, 43], we assume that all the liquidation

happens simultaneously and instantaneously. We model the price impact by a given inverse

demand function. We state various limit theorems regarding the total sold shares and the

equilibrium price of illiquid assets in a stylized fire sales model. In particular, we show that the

equilibrium prices of illiquid assets has asymptotically Gaussian fluctuations. Our numerical

studies investigate the effect of heterogeneity in network structure and price impact function on

the final size of default cascade and fire sales loss.

Our paper is related to several strands of research in the literature.

The literature on financial networks and systemic risk is vast, see e.g., [25, 44] for two

recent surveys and references there. An extensive research in this area focuses on equilibrium

approach, to derive recovery rates from some fixed point equations [36, 37, 51]. This relies on

the assumption that all debts are instantaneously cleared, unlikely to hold during a financial

crisis. Following [5, 9, 28], we model recovery rates as given. The model could be extended to

a setup with random recovery rates satisfying some cash-flow consistency conditions as in [9].
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Our work is also related to the literature on the impact of network structure and heterogeneity

on default contagion and systemic risk, see e.g., [1, 2, 6, 10, 15, 21, 40, 42, 49].

Price mediated contagion and the resulting destabilizing feedback effects have been exten-

sively studied in the literature without the inclusion of interbank liability networks, see e.g., [19,

22, 24, 29, 31, 35]. We refer to e.g., [27, 30, 53] for a more detailed review of the literature on fire

sales. Our work complements a number of recent papers that integrate the fire sales loss into

the cascades of insolvencies in interbank networks, see e.g., [7, 16, 20, 23, 26, 34, 38, 42, 50, 56].

In particular, [34] uses and extends the methods developed in [5, 8] to provide a resilience con-

dition for the financial network in an integrated model of fire sales and default contagion, in the

context of inhomogeneous random graphs.

Our primary contribution to the literature is to provide central limit theorems for the size of

default cascade and fire sales loss in a stochastic heterogeneous financial network. This extends

our previous central limit theorems in [4] for the pure default cascade process in heterogeneous

financial networks. Moreover, as we transfer the default cascade process to a death process

problem represented by balls-and-bins model, this allows us to provide the limit theorems for a

dynamic default cascade process with fire sales. The closed form interpretable limit theorems

that we provide in a heterogeneous financial network could also serve as a mandate for regula-

tors to collect data on those specific network characteristics and assess systemic risk via more

intensive computational methods.

Outline. The remainder of the paper is as follows. Section 2 introduces a general model for

the network of financial counterparties and describe a mechanism for default cascade in such a

network, after an exogenous macroeconomic shock. In this section we also provide a stylized

model of fire sales in a financial network with single illiquid asset and describe how the default

cascade process could be transferred to a death process problem represented by balls-and-bins

model. Section 3 gives our main results on limit theorems for the final size of default cascade,

the total sold shares and the equilibrium price of the illiquid asset. In particular, we show that

the equilibrium price of illiquid asset has asymptotically Gaussian fluctuation. Numerical case

studies in Section 4 investigate the effect of heterogeneity in network structure and price impact

function on the final size of default cascade and fire sales loss. Proof of main theorems are given

in Section 5. Section 6 concludes. Appendix A contains some auxiliary lemmas, used to prove

our main results regarding the central limit theorems. Appendix B provides the extension of

our model to the financial network with multiple types of illiquid assets. We provide central

limit theorems for default cascade with fire sales in this setup.

Notation. Let tXnunPN be a sequence of real-valued random variables on a probability space

pΩ,F ,Pq. If c P R is a constant, we write Xn
p
ÝÑ c to denote that Xn converges in probability

to c. That is, for any ε ą 0, we have Pp|Xn ´ c| ą εq Ñ 0 as n Ñ 8. We write Xn
d
ÝÑ X to

denote that Xn converges in distribution to X. Let tanunPN be a sequence of real numbers that

tends to infinity as n Ñ 8. We write Xn “ oppanq, if |Xn|{an
p
ÝÑ 0. If En is a measurable

subset of Ω, for any n P N, we say that the sequence tEnunPN occurs with high probability

(w.h.p.) or almost surely (a.s.) if PpEnq “ 1´ op1q, as n Ñ 8. Also, we denote by Binpk, pq a

binomial distribution corresponding to the number of successes of a sequence of k independent

Bernoulli trials each having probability of success p. The notation 11tEu is used for the indicator

of an event E; this is 1 if E holds and 0 otherwise. We denote by Dr0,8q the standard space
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of right-continuous functions with left limits on r0,8q equipped with the Skorokhod topology

(see e.g., [45, 46]). We will suppress the dependence of parameters on the size of the network

n, if it is clear from the context. We denote by N0 “ NY t0u the set of non-negative integers.

2 Model

In this section, we describe the financial network and the default cascade model of [4], extended

to account for the price impact of the liquidation of an illiquid assets and fire sale effects.

2.1 Financial Network

Consider an economy En consisting of n interlinked financial institutions (banks, companies,

hedge funds, etc.) denoted by rns :“ t1, 2, . . . , nu. Interbank liabilities are represented by a

matrix of nominal liabilities p`ijqi,jPrns, where, for two financial institutions i, j P rns, `ij ě 0

denotes the cash-amount that bank i owes bank j. The total nominal liabilities of bank i is

`i “
ř

jPrns `ij , and the total incoming cash-amount sum up to ai “
ř

jPrns `ji. In addition to

this interbank assets and liabilities, every institution holds claims on end-users and vice versa.

The total value of claims held by end-users on bank i (deposits) is denoted by di, while the total

value of claims held by bank i on end-users (external assets) is denoted by ei. Bank i holds

ki ě 0 units of a liquid asset (cash) and γi P r0, γmaxs units of an illiquid asset. We assume

that all γi (for all i P rns) are bounded from the above by γmax ą 0. Cash has value one. The

illiquid asset has a positive fundamental value p0 ą 0. The nominal balance sheet of bank i is

then given by:

• Assets: ei ` ki ` γip0 ` ai;

• Liabilities: di ` `i + nominal net worth.

In a stress testing framework, we apply a fractional shock εi P r0, 1s to the external assets of

bank i. Table 1 summarizes a stylized balance sheet of bank i after the shock εi. The capital of

bank i after the shock denoted by ci “ cipεi; p0q satisfies

cipεi; p0q “ ki ` γip0 ` p1´ εiqei ` ai ´ `i ´ di, (1)

which represents the capacity of bank i to absorb losses while remaining solvent.

The nominal cash balance of bank i is then ki ` p1´ εiqei ` ai ´ di ´ `i.

Price impact of liquidations. If bank i’s nominal cash balance is negative, then it has

a liquidity shortfall. In this case, bank i sells some of its shares of the illiquid asset. This has a

negative price impact on the illiquid asset. We model this by considering a given inverse demand

function g satisfying the following mild technical assumptions.1 We consider the inverse demand

function gpxq which gives the equilibrium price for the illiquid asset when nx units of the asset

(in the network of size n) are sold. Let γ̄ :“ γ1`¨¨¨`γn
n denote the average institutions’ shares of

illiquid asset. Let pmin ą 0.

1Similarly to [7, 26], we assume there is an outside market for this illiquid asset that can absorb the total illiquid
asset holdings of the banks at a distressed price. It is beyond the scope of this paper to endogenize both the demand
function for the illiquid asset and the financial network payments.
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External Deposits
ei di

εiei - loss on assets Interbank
Interbank `i “

ř

jPrns `ij
ai “

ř

jPrns `ji
Liquid Capital
ki ci

Illiquid
γip0 εiei - loss on capital

Assets Liabilities

Table 1: Stylized balance sheet of bank i after shock.

Assumption 1. We assume that g : r0, γ̄s Ñ rpmin, p0s satisfies:

(i) gp0q “ p0 (in absence of liquidations the price is given exogenously by p0).

(ii) gpxq P C1 and it is a non-increasing function of x P r0, γ̄s (the price is non-increasing with

the average excess supply x).

(iii) gpγ̄q “ pmin ą 0 (the price when the total illiquid asset holdings of the banks are sold is

bounded from below by pmin ą 0).

We end this section by providing a few examples for the price impact function, satisfying

the above regularity assumptions. These examples will be further investigated in our numerical

experiments, in Section 4.

Example 2.1 (Linear Price Impact function). We consider the LPI function with gp0q “ p0

and gpγ̄q “ pmin, that is, for y P r0, γ̄s, we set:

gLpyq “ p0 ´ pp0 ´ pminq
`

y{γ̄
˘

.

Example 2.2 (Quadratic Price Impact function). We consider the case of QPI function with

gp0q “ p0 and gpγ̄q “ pmin, that is, for y P r0, γ̄s and some positive control parameter α, we set:

gQ
α pyq “ p0 ´ pp0 ´ pminq

`

y{γ̄
˘1´ α

`

y{γ̄
˘

1´ α
.

Example 2.3 (Exponential Price Impact function). We consider the case of EPI function with

gp0q “ p0 and gpγ̄q “ pmin, that is, for y P r0, γ̄s and some control parameter α, we set:

gE
αpyq “ p0 ´ pp0 ´ pminq

1´ e´αpy{γ̄q

1´ e´α
.

2.2 Default Cascade

For a given shock scenario ε “ pε1, . . . , εnq P r0, 1s
n, if the cash balance of bank i P rns is negative

and the revenue from selling the total γi units of the illiquid asset does not cover the negative

cash balance, then bank i defaults on its interbank liabilities.

For a given price p P rpmin, p0s of the illiquid asset, we say that the bank i is p-fundamentally

insolvent if its capital, after the shock and under price p of illiquid asset, is negative, i.e.,
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cipεi; pq ă 0. We let the set of p-fundamental defaults

D0pε; pq “ ti P rns : cipεi; pq ă 0u. (2)

We next define the pure default cascade (without fire sales loss) triggered by fundamentally

insolvent institutions. Note that, for a given shock scenario ε, the price of illiquid asset could

be impacted by fire sales and becomes p ď p0, leading to a larger set of fundamentally insolvent

institutions D0pε; pq. This triggers the default contagion process.

Let us fix the shock ε and the price of illiquid asset p P rpmin, p0s. We denote by Rij “

Rijpε; pq the recovery rate of the liability of i to j, in case of default of i. The matrix of recovery

rates is denoted by R “ pRijqi,jPrns. Since any bank i cannot pay more than its external assets

p1 ´ εiqei plus what it recovered from its debtors, the recovery rates of i should satisfy the

following cash-flow consistency constraints

γip` ki ` p1´ εiqei `
n
ÿ

j“1

Rji`ji ě
n
ÿ

j“1

Rij`ij ` di.

Given the shock scenario ε, the price of the illiquid asset p and matrix of recovery rates R,

following the set of p-fundamentally insolvent institutions D0pε; pq, there is a default cascade

that reaches the set D‹ in equilibrium. This represents the set of financial institutions whose

capital is insufficient to absorb losses and should satisfy the following fixed point equation:

D‹ “ D‹pε,R; pq “
!

i P rns : cipεi; pq ă
ÿ

jPD‹
p1´Rjiq`ji

)

.

As shown in [9], the above fixed point default cascade set has in general multiple solutions.

The smallest fixed point set which corresponds to smallest number of defaults can be obtained

by starting from D0 “ D0pε; pq and setting at step k:

Dk “ Dkpε,R; pq “
 

i P rns : ci ă
ÿ

jPDk´1

p1´Rjiq`ji
(

. (3)

The cascade ends at the first time k such that Dk “ Dk´1. Hence, in a financial network of

size n and for a given price p of illiquid asset, the cascade will end after at most n´ 1 steps and

Dn´1 “ Dn´1pε,R; pq represents the final set of insolvent institutions.

2.3 Node Classification and Configuration Model

As detailed below, under some regularity assumptions, we encode the information regarding

assets (liquid and illiquid), liabilities, capital after exogenous shocks and recovery rates (distri-

butions) in a single probability threshold function; see [4, 5] for the proofs in a similar setup.

For a given illiquid asset price p, shock scenario ε and the matrix of recovery rates R, we

introduce the (random) threshold Θippq “ Θ
pnq
i ppq for any institution i P rns. This measures how

many defaults bank i could tolerate before becoming insolvent, when its counterparties default’s

order is uniformly at random, i.e., when i’s debtors default order environment is chosen uniformly

at random among all possible permutations.

We next consider a classification of financial institutions into a countable (finite or infinite)

possible set of characteristics X . All observable characteristics for the institution i is encoded

6
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in xi “ pd
`
i , d

´
i , ti, ...q P X , where d`i denotes the in-degree (number of institutions i is exposed

to), d´i denotes the out-degree (number of institutions exposed to i) and ti denotes any other

institution’s type specific (e.g., credit rating, seniority class, systemically importance, etc.).

To state limit theorems, we consider a sequence of economies tEnunPN, indexed by the number

of institutions. The characteristic of any institution i P rns, in the economy En, will be

x
pnq
i “ pd

`pnq
i , d

´pnq
i , t

pnq
i , ...q P X .

Note that, without loss of generality, the institutions in the same class x P X are assumed to

have the same number of creditors (denoted by d´x ) and the same number of debtors (denoted by

d`x ). For tractability, we make the following assumption on the probability threshold functions.

Assumption 2. There exists a classification of the financial institutions into a countable set of

possible characteristics X such that, for each n P N and for all p P rpmin, p0s, the institutions in

the same class have the same threshold distribution function (denoted by q
pnq
x for the institutions

in class x P X ). Namely, for the economy En, i P rns and all θ P N,

PpΘpnqi ppq “ θq “ q
pnq

x
pnq
i

pθ; pq.

In particular, in the network of size n, q
pnq
x p0; pq represents the proportion of initially insolvent

institutions with type x P X and under the illiquid asset price p.

Let us denote by µ
pnq
x the fraction of institutions with characteristic x P X in the economy

En. In order to study the limit theorems, it is natural to assume the following.

Assumption 3. For some probability distribution functions µ and qp.; pq over the set of char-

acteristics X (independent of n), we have µ
pnq
x Ñ µx and q

pnq
x pθ; pq Ñ qxpθ; pq as n Ñ 8,

for all x P X , θ “ 0, 1, . . . , d`x and p P rpmin, p0s. The empirical threshold distributions satisfy

q
pnq
x pθ; pq P C1 and qxpθ; pq P C1 on p P rpmin, p0s. Moreover, as n Ñ 8,

Bqpnqx

Bp pθ; pq converges

uniformly to Bqx
Bp pθ; pq as a function of p for all x P X and θ “ 0, 1, . . . , d`x .

We next provide an important example of liabilities (losses) satisfying the above assumptions.

Example 2.4 (Independent random losses). We consider the case where the capital of each

institution (after shock) is a constant depending on the institution’s type and the price of illiquid

asset, i.e., ci “ cxippq. Let tLx,ku
8
k“1 be a set of i.i.d. continuous random variables with common

cumulative distribution function (cdf) Fx and density fx for all x P X . We then set qxp0; pq “ q̄x

explicitly. Further, we set

qxp1; pq “ p1´ q̄xqPpcxppq ď Lx,1q “ p1´ q̄xq
`

1´ Fxpcxppq
˘

,

and, for θ “ 2, . . . , d`x , we set

qxpθ; pq “ p1´ q̄xqPpLx,1 ` ¨ ¨ ¨ ` Lx,θ´1 ă cxppq ď Lx,1 ` ¨ ¨ ¨ ` Lx,θq

“ p1´ q̄xq

ż cxppq

0

f‹kpνq
`

1´ Fxpcxppq ´ ν
˘

dν,

where f‹k is the k-fold convolution of f . Since the capital cxppq is smooth (in fact linear on p)

for all x P X , then the threshold distribution is C1 on p for all x P X and θ. We will reconsider

7
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this example in Section 4, for our numerical experiments, by considering a Pareto distribution

for losses. Namely, we set, for some scale and shape parameters xm, α P R`,

fpxq “ αxαmx
´pα`1q11tx ě xmu.

In this paper, we allow for the possibility that some institution will never get infected, i.e., the

institution remains solvent even if all its counterparties are in default. This case was excluded

in the pure default cascade process studied in [4]. We denote by

qxp8; pq :“ 1´

d`x
ÿ

θ“0

qxpθ; pq,

for all x P X and p P rpmin, p0s.

Configuration model. Given a set of institutions rns :“ t1, . . . , nu, the degree sequences

d`n “ pd
`
1 , . . . , d

`
n q and d´n “ pd

´
1 , . . . , d

´
n q such that

ř

iPrns d
`
i “

ř

iPrns d
´
i , we associate to each

institution i P rns two sets: H`i the set of incoming half-edges and H´i the set of outgoing half-

edges, with |H`i | “ d`i and |H´i | “ d´i . Let H` “
Ťn
i“1 H

`
i and H´ “

Ťn
i“1 H

´
i . A configuration

is a matching of H` with H´. When an out-going half-edge of institution i is matched with

an in-coming half-edge of institution j, a directed edge from i to j appears in the graph. The

configuration model is the random directed multigraph which is uniformly distributed across

all configurations. The random graph constructed by configuration model will be denoted by

Gpnqpd`n ,d´n q. It is then easy to show that conditional on the multigraph being a simple graph,

we obtain a uniformly distributed random graph with these given degree sequences denoted by

Gpnq˚ pd`n ,d
´
n q. In particular, any property that holds with high probability on the configuration

model also holds with high probability conditional on this random graph being simple (for the

random graph Gpnq˚ pd`n ,d
´
n q) provided that lim infnÑ8 PpGpnqpd`n ,d´n q simpleq ą 0, see e.g. [54].

2.4 Associated Death Process with Balls-and-Bins Model

In [4], in order to study the pure default cascade process, we used an associated balls-and-bins

death process and defined the corresponding virtual interaction time denoted by t; this is not

the real calendar time, it is a virtual time which helps us to analyze and find the final state of

the default cascade in the random financial network Gpnqpd`n ,d´n q.
For a given stress scenario ε P r0, 1sn and price of illiquid asset p P rpmin, p0s, we consider the

default contagion process in Gpnqpd`n ,d´n q, starting from the set of p-fundamentally insolvent

institutions D0pε; pq. We use a coupling argument which allows us to simultaneously run the

default cascade process and construct the configuration model. We refer to [4] for a more detailed

description.

We call all out half-edges and in half-edges that belong to a defaulted (solvent) institution

the infected (healthy) half-edges. We consider all the institutions as bins and all the (in and out)

half-edges as (in and out) balls. Consequently, the bins are called defaulted (D type) or solvent

(S type) according to their states as institutions. Similarly the balls are called infected (I type)

or healthy (g type) when they are infected or healthy as half-edges. Hence, all institutions are

of two types and all balls are of four different types. For convenience, we denote them as S

8
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(solvent), D (defaulted) bins, and further H` (healthy in), H´ (healthy out), I` (infected in)

and I´ (infected out) balls, respectively.

We start from the set of p-fundamental defaults D0pε; pq, which gives the set of initially

defaulted bins and infected balls. Consequently, at each step, we first remove a uniformly

chosen ball of type I´ and then a uniformly chosen ball from H` Y I`. In this process S bins

may change to D bins and, consequently, g balls may change to I balls. We continue the above

process until there is no more I´ balls.

We now change the description a little by introducing colors for the I´ balls and life for all

in balls from H` Y I`. We let all I´ balls are white and all in balls from H` Y I` are initially

alive. We begin by recoloring one random I´ ball red. Subsequently, in each removal step, we

first kill a random in ball from H` Y I` and at the same moment we also recolor a random

white ball red. This is repeated until no more white I´ balls remain.

We next run the above death process in continuous time. We assume that each ball from

H` Y I` has an exponentially distributed random lifetime with mean one, independent of all

other balls. Namely, if there are ` alive in balls remaining, then we wait an exponential time

with mean 1{` until the next pair of interactions. We stop when we should recolor a white ball

red but there is no such ball.

Let us denote by Wnpt; pq the number of white I´ balls at time t. Hence, the above death

process ends at the stopping time τ‹nppq which is the first time when we need to recolor a white

ball but there are no white balls left. However, we pretend that we recolor a (nonexistent) white

ball at time τ‹nppq and write Wnpτ
‹
n; pq “ ´1.

We denote by I`n pt; pq, H
`
n pt; pq and Lnpt; pq the number of alive (in) balls in I`, H` and

H` Y I` at time t, respectively. For x P X , θ P N, ` “ 0, . . . , θ ´ 1, we let S
pnq
x,θ,`pt; pq denote the

number of solvent institutions (bins) with type x, threshold θ and ` defaulted neighbors at time t.

Further, let Snpt; pq and Dnpt; pq be the numbers of S bins and D bins at time t. Hence, Snpτ
‹
n; pq

denotes the final number of solvent institutions. Further, Dnpτ
‹
n; pq “ n ´ Snpτ

‹
n; pq “ |Dn´1|

will be the final number of defaulted institutions.

2.5 A Simple Model of Fire Sales

We assume that due to each infected incoming link (coming from a defaulted neighbor), the host

institution is forced to liquidate parts of his asset holdings in order to comply with regulatory

(leverage) constraints. Since the default cascade process is now transferred to a death process

problem represented by balls-and-bins, where we only keep track of the type and threshold of

each institution, we assume the following: The sold shares units, each time when an institution is

exposed to a defaulted neighbor, are independent random variables with a distribution depending

on the host’s institution type, threshold and also the (equilibrium) price of illiquid asset. Since

the default contagion and fire sales are instantaneous in our model, following [7, 26, 43], we

consider a conservative approach and assume that all institutions might sell only at the final

equilibrium price.

For a fixed p P rpmin, p0s, let D
pnq
x,θ pt; pq denote the total number of defaulted institutions

with type x and threshold θ. Then D
pnq
x pt; pq “

ř

θD
pnq
x,θ pt; pq is the total number of defaulted

institutions with type x P X at time t. Recall also that S
pnq
x,θ,`pt; pq denotes the number of solvent

institutions of type x P X , threshold θ P N and with ` defaulted neighbors at time t.
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We define for x P X , p P rp0, pmins and θ “ 1, . . . , d`x ,

I
pnq
x,θ pt; pq :“ θD

pnq
x,θ pt; pq `

θ´1
ÿ

`“1

`S
pnq
x,θ,`pt; pq,

the total number of liquidations (infected links) for institutions with type x P X and threshold θ

up to time t. The first term states that a defaulted institution with type x and threshold θ ě 1

should liquidate θ times. Moreover, a solvent institution with ` defaulted neighbors (` infected

incoming links) should liquidate ` times before time t.

We also need to consider the institutions who never default for such a shock scenario, even if

all their counterparties default. Let us denote by S
pnq
x,8,`pt; pq as the number of institutions with

type x, threshold larger than d`x (which never defaults) and with ` defaulted neighbors at time

t. We define

I
pnq
x,8pt; pq :“

d`x
ÿ

`“1

`S
pnq
x,8,`pt; pq,

as the total number of infected links leading to such institutions with type x P X up to time t.

We assume that the amount of liquidation for each initially defaulted institution with type

x P X is a fixed value γ̄x. The number of initially insolvent institutions with type x P X is

denoted by Dx,0ppq “ nq
pnq
x p0; pq for a price p of illiquid asset.

Let
 

L
piq
x,θppq

(8

i“1
be i.i.d. positive bounded random variables with common distribution

Fx,θp.; pq, which have expectation ¯̀
x,θppq and variance ς2x,θppq under price p P rpmin, p0s of the

illiquid asset, for all x P X and θ P t1, . . . , d`x u Y t8u.

Assumption 4. The mean ¯̀
x,θppq and variance ς2x,θppq of sold shares for each liquidation are

both continuous on p, for all x P X and θ P t0, 1, . . . , d`x u Y t8u.

Note that L
piq
x,θppq denotes the units of illiquid asset sold at i-th incoming default leading to

institutions with type x and threshold θ. Further, L
piq
x,8ppq denotes the units of illiquid asset sold

at i-th incoming default leading to institutions with type x who never default (with threshold

larger than d`x ).

The total shares of illiquid asset sold by time t could be written as (for a given price p)

Γnpt; pq :“
ÿ

xPX

´

γ̄xD
pnq
x,0ppq `

d`x
ÿ

θ“1

Y
pnq
x,θ pt; pq,`Y

pnq
x,8pt; pq

¯

, (4)

where

Y
pnq
x,θ pt; pq :“

I
pnq
x,θ pt;pq
ÿ

i“1

L
piq
x,θppq and Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1

L
piq
x,8ppq. (5)

The final shares of illiquid asset which has been sold under price p will then be Γnpτ
‹
nppq; pq.

Since the default contagion and fire sales are instantaneous in our model, we consider a con-

servative approach and assume that the illiquid asset could be sold only at the final equilibrium

price. This results to a price given by our inverse demand function g. Let us denote the price

given by inverse demand function as

κnppq :“ gpΓnpτ
‹
nppq; pq{nq.
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Since, τ‹nppq is not in general continuous in our model (this will be shown in the next section),

the fixed point equation p “ κnppq may not have a solution in general. This motivates us to

define the equilibrium price of the illiquid asset as

p‹n “ sup
 

p P rpmin, p0s : p ď κnppq
(

. (6)

3 Limit Theorems

In this section we state our main results regarding the limit theorems for the total sold shares

and equilibrium price of the illiquid asset in the random financial network Gpnqpd`n ,d´n q.
Let us first define some functions that will be used later. For z P r0, 1s, we let

bpd, z, `q :“PpBinpd, zq “ `q “

ˆ

d

`

˙

z`p1´ zqd´`,

βpd, z, `q :“PpBinpd, zq ě `q “
d
ÿ

r“`

ˆ

d

r

˙

zrp1´ zqd´r,

and Binpd, zq denotes the binomial distribution with parameters d and z.

3.1 Asymptotic Magnitude of Default Cascade with Fire Sales

We consider the random financial network Gpnqpd`n ,d´n q and assume that the average degrees

converges to a finite limit.

Assumption 5a. We assume that, as nÑ8, the average degrees converges and is finite:

λpnq :“
ÿ

xPX
d`x µ

pnq
x “

ÿ

xPX
d´x µ

pnq
x ÝÑ λ :“

ÿ

xPX
d`x µx P p0,8q.

For z P r0, 1s and p P rp0, pmins, we define the functions:

fSpz; pq :“
ÿ

xPX
µx

”

d`x
ÿ

θ“1

qxpθ; pqβ
`

d`x , z, d
`
x ´ θ ` 1

˘

` qxp8; pq
ı

, fDpz; pq “ 1´ fSpz; pq,

fW pz; pq :“λz ´
ÿ

xPX
µxd

´
x

”

d`x
ÿ

θ“1

qxpθ; pqβ
`

d`x , z, d
`
x ´ θ ` 1

˘

` qxp8; pq
ı

.

The following theorem (proved in our companion paper [4, Theorem 3.1]) states the law

of large numbers for the number of solvent/defaulted banks and the total number of existing

white balls (controlling the default contagion stopping time) at any time t in the economy En
satisfying above regularity assumptions. Note that the theorem in [4] is stated for the fixed

threshold distribution. When we fix p P rp0, pmins, the threshold distribution is fixed and

theorem could be applied. However, since we allow for the possibility that some institution will

never get infected, i.e., the institution with 8 threshold, the forms of limiting functions fW and

fS are a bit different from those in [4]. We discuss this extension in Section 5.5.

Theorem 3.1 ([4]). Let τn ď τ‹nppq be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0.
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For all x P X , θ “ 1, . . . , d`x and ` “ 0, . . . , θ ´ 1, we have (as nÑ8)

sup
tďτn

ˇ

ˇ

S
pnq
x,θ,`pt; pq

n
´ µxqxpθ; pqb

`

d`x , 1´ e
´t, `

˘
ˇ

ˇ

p
ÝÑ 0.

Moreover, as nÑ8,

sup
tďτn

ˇ

ˇ

Snpt; pq

n
´ fSpe

´t; pq
ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dnpt; pq

n
´ fDpe

´t; pq
ˇ

ˇ

p
ÝÑ 0,

and the number of white balls satisfies

sup
tďτn

ˇ

ˇ

Wnpt; pq

n
´ fW pe

´t; pq
ˇ

ˇ

p
ÝÑ 0.

We next consider a limit theorem for the total sold shares under price p P rp0, pmins up

to time t. We define the following functions which are, respectively, the limiting functions of

I
pnq
x,θ pe

´t; pq{n, I
pnq
x,8pe

´t; pq{n and Γnpe
´t; pq{n:

fx,θpz; pq :“ µxqxpθ; pq
`

θ ´

d`x
ÿ

`“d`x´θ`1

βpd`x , z, `q
˘

, fx,8pz; pq :“ p1´ zqµxqxp8; pqd`x ,

and,

fΓpz; pq :“
ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqfx,θpz; pq ` ¯̀

x,8ppqfx,8pz; pq
¯

.

By using Theorem 3.1, we prove the following law of large numbers regarding the total sold

shares under price p P rp0, pmins.

Theorem 3.2. Let τn ď τ‹n be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0. Then, as

nÑ8 and for all p P rpmin, p0s,

sup
tďτn

ˇ

ˇ

Γnpt; pq

n
´ fΓpe

´t; pq
ˇ

ˇ

p
ÝÑ 0.

The proof of theorem is provided in Section 5.1.

We consider now the stopping time τ‹n which is the first time such that Wnpτ
‹
nq “ ´1

(becomes negative). Let us define

z‹ppq :“ sup
 

z P r0, 1s : fW pz; pq “ 0
(

. (7)

Note that for any p P rp0, pmins, we have fW p1; pq ě 0 and fW p0; pq ď 0. Hence, since

fW pz; pq is a continuous function, z‹ppq is well defined.

We have the following lemma from [4, Lemma 3.2], which could be applied for any fixed p.

Lemma 3.3 ([4]). For any fixed p P rp0, pmins, we have (as nÑ8):

(i) If z‹ppq “ 0 then τ‹nppq
p
ÝÑ 8.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1W pz
‹; pq ą 0, then τ‹nppq

p
ÝÑ ´ ln z‹ppq.
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By applying Theorem 3.2 and Lemma 3.3, we prove the following limit theorem for the final

sold shares of illiquid assets Γnpτ
‹
n; pq.

Theorem 3.4. For any fixed p P rpmin, p0s, the final number of sold shares satisfy:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and (as nÑ8)

Γnpτ
‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1W pz
‹ppq; pq ą 0, then, as nÑ8,

Γnpτ
‹
n; pq

n

p
ÝÑ fΓpz

‹ppq; pq.

The proof of Theorem 3.4 is provided in Section 5.2.

Since g is a continuous function from Assumption 1, by using the continuous mapping the-

orem, we obtain the convergence of κnppq. As a direct corollary of Theorem 3.2, we have the

following result on the price κnppq :“ gpΓnpτ
‹
nppq; pq{nq.

Corollary 3.5. For any fixed p P rpmin, p0s and as nÑ8, the price κnppq given by the inverse

demand function satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and

κnppq
p
ÝÑ g

´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

˘

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1W pz
‹ppq; pq ą 0, then

κnppq
p
ÝÑ g

`

fΓpz
‹ppq; pq

˘

.

We next state a limit theorem for the equilibrium price after shock, defined by Equation-

Definition (6). The Corollary 3.5 motivates us to define

p̄ :“ sup
 

p P rpmin, p0s : p ď g
`

fΓpz
‹ppq; pq

˘(

. (8)

We say that p̄ is a stable fixed point solution if either p̄ “ pmin or, p̄ P ppmin, p0s and there

exists some ε ą 0 such that p ă g
`

fΓpz
‹ppq; pq

˘

for all p P pp̄´ ε, p̄q.

Theorem 3.6. As nÑ8, the equilibrium price satisfies:

(i) If z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price p‹n converges to p̄ in

probability. In this case, p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

˘

¯

.

(ii) If z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q, i.e., BfW
Bz pz

‹; p̄q ą 0, and p̄ is a stable
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solution of Equation (8), then as nÑ8,

p‹n
p
ÝÑ p̄.

The proof of the above theorem is provided in Section 5.3.

We end this section by the following remark. The above theorems could be used to provide a

resilience condition for default cascade in random financial networks. Namely, in the notations

above, starting from a small fraction ε of institutions representing the fundamental defaults,

the financial network is said to be resilient if limεÑ0 z
‹pp̄q “ 0. We refer to [3, 5, 34] for the

resilience conditions.

3.2 Asymptotic Normality of Default Cascade with Fire Sales

In order to study the central limit theorems, as shown in our companion paper [4], we need to

restrict our attention to the sparse networks regime. Namely, we consider the random financial

network Gpnqpd`n ,d´n q and assume that degrees sequences satisfy the following moment condition.

Assumption 5b. We assume that for every constant A ą 1, we have

n
ÿ

i“1

Ad
`
i “ n

ÿ

xPX
µpnqx Ad

`
x “ Opnq and

n
ÿ

i“1

Ad
´
i “ n

ÿ

xPX
µpnqx Ad

´
x “ Opnq.

For z P r0, 1s and p P rp0, pmins, we define the functions:

f
pnq
S pz; pq :“

ÿ

xPX
µpnqx

”

d`x
ÿ

θ“1

qpnqx pθ; pqβ
`

d`x , z, d
`
x ´ θ ` 1

˘

` qpnqx p8; pq
ı

, f
pnq
D pz; pq “ 1´ f

pnq
S pz; pq,

f
pnq
W pz; pq :“λpnqz ´

ÿ

xPX
µpnqx d´x

”

d`x
ÿ

θ“1

qpnqx pθ; pqβ
`

d`x , z, d
`
x ´ θ ` 1

˘

` qpnqx p8; pq
ı

.

For convenience, we set the time transformed functions

pf
pnq
♣ pt; pq “ f

pnq
♣ pe´t; pq,

for all the functions in this paper including ♣ P tS,D,W u.
We have the following theorem (from [4, Theorem 3.5 and Theorem 3.6]) regarding the

asymptotic normality of the total number of solvent institutions, defaulted institutions and the

total number of white balls (controlling the default contagion stopping time) at any time t

before the end of default cascade. Note that the results of [4] could be applied to the default

cascade process for any fixed p (when the threshold distribution is fixed). However, since we

allow for the possibility that some institution will never get infected, i.e., the institution with

8 threshold, the theorem holds with different forms of covariance functions. We discuss this

extension in Section 5.5.

Theorem 3.7 ([4]). Let τn ď τ‹nppq be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0.
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(i) For all x P X , θ “ 1, . . . , d`x , ` “ 0, . . . , θ ´ 1 and jointly in D r0,8q,

n´1{2
´

S
pnq
x,θ,`pt^ τn; pq ´ nµpnqx qpnqx pθ; pqb

`

d`x , 1´ e
´pt^τnq, `

˘

¯

d
ÝÑ Zx,θ,`pt^ t0; pq,

where Zx,θ,`pt; pq is a Gaussian process with mean 0 and variance σx,θ,`pt; pq which is

provided in [4].

(ii) For ♣ P tS,D,W u, as nÑ8 and jointly in D r0,8q,

n´1{2
´

♣npt^ τn; pq ´ n pf
pnq
♣ pt^ τn; pq

¯

d
ÝÑ Z♣pt^ t0; pq, (9)

where tZ♣u are continuous Gaussian processes on r0, t0s with mean 0 and covariances

provided in [4]. In particular, the form of the variance of ZW denoted by σW pe
´t; pq :“

VarpZW pt; pqq, is given by (26).

We next consider a central limit theorem for the total sold shares. We first define the following

functions which could be interpreted as the limiting functions of I
pnq
x,θ pe

´t; pq{n, I
pnq
x,8pe

´t; pq{n

and Γnpe
´t; pq{n respectively,

f
pnq
x,θ pz; pq :“ µpnqx qpnqx pθ; pq

`

θ ´

d`x
ÿ

`“d`x´θ`1

βpd`x , z, `q
˘

, f
pnq
x,8pz; pq :“ p1´ zqµpnqx qpnqx p8; pqd`x ,

and,

f
pnq
Γ pz; pq :“

ÿ

xPX
µpnqx

´

γ̄xq
pnq
x p0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqf

pnq
x,θ pz; pq `

¯̀
x,8ppqf

pnq
x,8pz; pq

¯

.

The time-transformed versions for the above functions are then

pf
pnq
x,θ pt; pq :“ f

pnq
x,θ pe

´t; pq, pf
pnq
Γ pt; pq :“ f

pnq
Γ pe´t; pq,

and the same for other functions.

We have the following central limit theorem for the total sold shares.

Theorem 3.8. Let τn ď τ‹n be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0. Then for

any fixed p P rpmin, p0s and t ą 0, as nÑ8,

n´1{2pΓnpt^ τn; pq ´ n pf
pnq
Γ pt^ τn; pqq

d
ÝÑ ZΓpt^ t0; pq, (10)

where ZΓpt; pq is a Gaussian random variable with mean 0 and variance

Ψpt; pq :“ VarpZΓpt; pqq,

where the form of Ψpt; pq is given by (17).

The proof of the above theorem is provided in Section 5.4. Although we do not have the

asymptotic normality for the whole process, the asymptotic normality of Γnpt ^ τ‹n; pq for any

fixed t is sufficient to deduce some important properties for the final total sold shares.

We use the notation

f1
♣pz; pq :“

Bf♣
Bz
pz; pq, f2

♣pz; pq :“
Bf♣
Bp
pz; pq,
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and

f
1,pnq
♣ pz; pq :“

Bf
pnq
♣
Bz

pz; pq, f
2,pnq
♣ pz; pq :“

Bf
pnq
♣
Bp

pz; pq,

for all (bivariate) functions in this paper, including ♣ P tΓ,W u.

Remark 3.9. We emphasize that under our assumptions (in particular Assumption 3), the

bivariate functions fW pz; pq, f
pnq
W pz; pq, fΓpz; pq and f

pnq
Γ pz; pq have all first order partial deriva-

tives with respect to both z and p, and these are all continuous. Moreover, for any couple

pz, pq P r0, 1s ˆ rpmin, p0s, we have as nÑ8,

f
1,pnq
♣ pz; pq Ñ f1

♣pz; pq and f
2,pnq
♣ pz; pq Ñ f2

♣pz; pq.

For any fixed z, the convergence is uniform on p for all f
pnq
♣ and their derivatives with respect to

p. Further, as shown in [4], under Assumption 5b, the convergences become also uniform with

respect to z together with all the derivatives with respect to z, for any fixed price p. Thus the

convergences are uniform with respect to both variables z and p under Assumption 5b.

Similarly to Definition-Equation (4.1), for the network of size n, we define

z‹nppq :“ sup
 

z P r0, 1s : f
pnq
W pz; pq “ 0

(

. (11)

We then let t‹ppq :“ ´ ln z‹ppq and t‹nppq :“ ´ ln z‹nppq.

Based on the Theorem 3.7 and Theorem 3.8, we have the following theorem regarding the

asymptotic normality of the final total sold shares.

Theorem 3.10. For any fixed p P rpmin, p0s, as nÑ8, the final total sold shares satisfies:

(i) If z‹ppq “ 0 then (similarly to Theorem 3.4) asymptotically almost all institutions default

after shock and (as nÑ8)

Γnpτ
‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz

‹ppq; pq ą 0, then

n´1{2pΓnpτ
‹
n; pq ´ nf

pnq
Γ pt‹nppq; pqq

d
ÝÑ ZΓpt

‹ppq; pq ´ αppq´1f1
Γpz

‹ppq; pqZW pt‹ppqq.

The proof of the above theorem is provided in Section 5.6.

As a corollary of Theorem 3.10, we show the following theorem on the price given by inverse

demand function κnppq :“ gpΓnpτ
‹
nppq; pq{nq.

Theorem 3.11. For any p P rpmin, p0s fixed and as nÑ8, the price κnppq given by the inverse

demand function satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and

κnppq
p
ÝÑ g

´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

˘

¯

.
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(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz

‹ppq; pq ą 0, then

n1{2
`

κnppq´g
`

f
pnq
Γ pt‹nppq; pq

˘˘ d
ÝÑ g1

`

fΓpz
‹ppq; pq

˘

”

ZΓpt
‹ppq; pq´αppq´1f1

Γpz
‹ppq; pqZW pt‹ppqq

ı

,

where g1 denotes the first derivative of g.

The proof of the above theorem is provided in Section 5.7.

We next state a central limit theorem for the equilibrium price after shock, defined by

Equation (6). Similarly to Definition-Equation (8), for the network of size n, we define

p̄n :“ sup
 

p P rpmin, p0s : p ď g
`

f
pnq
Γ pz‹nppq; pq

˘(

. (12)

Recall that p̄ is a stable fixed point solution if either p̄ “ pmin or, p̄ P ppmin, p0s and there

exists some ε ą 0 such that p ă g
`

fΓpz
‹ppq; pq

˘

for all p P pp̄´ ε, p̄q.

Theorem 3.12. As nÑ8, the equilibrium price satisfy:

(i) If z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price converges to p‹n
p
ÝÑ p̄,

where p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

˘

¯

.

(ii) If z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“ f1
W pz

‹; p̄q ą 0, and p̄ is a

stable solution of (8), then

n1{2pp‹n ´ p̄nq
d
ÝÑ ´ρ´1pp̄qZV pp̄q,

where

ρppq :“ 1´ g
`

fΓpz
‹ppq; pq

˘

”

f1
Γpz

‹ppq; pq ´ αppq´1f2
W pz

‹ppq; pq ` f2
Γpz

‹ppq; pq
ı

,

and,

ZV ppq :“ ´g1
`

fΓpz
‹; pq

˘

”

ZΓpt
‹ppq; pq ´ αppq´1f1

Γpz
‹; pqZW pt‹ppq; pq

ı

is a Gaussian random variable with mean 0.

The proof of the above theorem is provided in Section 5.8.

4 Numerical Experiments

Empirical studies on network topology of banking systems show that we may have very different

structures; from centralized networks as in [48] to core-periphery structures [33, 39, 47] and

scale-free structures as in [18, 28]. In this section we study the effect of heterogeneity in network

structure and price impact function on the final size of default cascade and fire sales loss.

In our numerical experiments, we assume that the in-degree and out-degree are equal for

each institution, i.e., d`x “ d´x “ dx for all x P X . We further set (normalize) the price of illiquid

asset to be between pmin “ 1 and p0 “ 2.
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We assume that all institutions with the same type (characteristics) have the same capital

structure. For x P X , we use the capital vector hx to describe the capital structure of institutions

with type x, given by

hx :“ rγx kx ` ax `x ` dx exs.

In our stress testing framework, we assume that the initial fraction of defaults is fixed over

all types and qxp0; pq “ ε for all x P X .

We further set εi “ ε for illustration purposes, so that each initially solvent institution looses

a fraction ε P r0, 1s of its external assets. Each time an institution defaults, its incoming coun-

terparties face a loss which are assumed to be i.i.d. random variables with Pareto distribution

for some (type-dependent) scale and shape parameters xm, α P R` to be specified. Then the

threshold distributions could be calculated as provided in Example 2.4.

We let the initially defaulted institutions liquidate all their shares of illiquid assets so that

(since institutions with same type are assumed to have the same amount of illiquid asset)

γ̄x “ γx. We let the mean liquidations be of the following linear form

¯̀
x,θppq “

γx
pθ

for θ “ 1, . . . , dx,

and we further set ¯̀
x,8ppq “

γx
2pdx

for all p P r1, 2s.

In order to study the effect of price impact function on the final size of default cascade and

fire sales loss, we consider three different price impact functions, as provided in Examples 2.1, 2.2

and 2.3, with the following concrete forms:

• Linear price impact (LPI): gLpyq “ 2´ py{γ̄q,

• Quadratic price impact (QPI): gQ8pyq “ 2´ py{γ̄q2,

• Exponential price impact (EPI): gE1 pyq “ 2´ 1´e´py{γ̄q

1´e´1 ,

for all y P r0, γ̄s. Note that the LPI function decreases by the same rate for all y. The QPI

function drops slowly at the beginning (for small y) and then more and more quickly, as y

increases. On the contrary, the EPI function drops rapidly at the beginning and then more and

more slowly, as y increases.

To measure how much losses the fire sales brings to the financial system subject to the

exogenous shock ε, we use the so-called Fire Sales Losses indicator denoted by FSL. Let p‹npεq

be the equilibrium price of illiquid asset after shock ε in the above financial system. We define

the FSL indicator by setting

FSLpεq “
p0 ´ p

‹
npεq

p0
.

4.1 Regular Financial Networks

In a regular network, all institutions are assumed to be of the same type, and hence same degree

d. We investigate how the connectivity and the fire sales affect the default cascade size and how

much loss it could bring to the financial system during a crisis. We will compare two situations

where the network has high connectivity and low connectivity. One main result of the financial

network literature is that, for the regular homogeneous financial networks, when the shocks are

small, a higher connectivity leads to a lowest risk of contagion, see e.g., [1] for a comparison of

ring and complete network structures. Our results are of this flavor too. However, our results
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show that, the fire sales loss in the two financial networks with high and low connectivity are

very close to each other.

For a d-regular financial network, the limiting function of white ball process simplifies to

fW pz; pq “ d
`

z ´
d
ÿ

θ“1

qpθ; pqβpd, z, d´ θ ` 1q ´ qp8; pq
˘

,

and hence in this case,

z‹ppq :“ sup
 

z P r0, 1s : z “
d
ÿ

θ“1

qpθ; pqβpd, z, d´ θ ` 1q ` qp8; pq
(

.

The limiting function of total liquidation also simplifies to

fΓpz; pq “ γqp0; pq `
γ

p

d
ÿ

θ“1

qpθ; pq

θ

`

θ ´
d
ÿ

`“d´θ`1

βpd, z, `q
˘

`
γ

2p
p1´ zqqp8; pq.

Recall that, from Theorem 3.6, p̄ “ p̄pεq given by (8) is the limit for the price of illiquid asset

in equilibrium after shock ε. Then the (limiting) fire sales loss could be written as

FSLpεq “
p0 ´ p̄pεq

p0
.

The final fraction of defaulted institutions under fire sales is given by

fDpz
‹pp̄q; p̄q “ 1´

d
ÿ

θ“1

qpθ; p̄qβpd, z, d´ θ ` 1q ´ qp8; p̄q.

Moreover, the final fraction of defaults without fire sales (with the initial price p0 “ 2) is

fDpz
‹p2q; 2q “ 1´

d
ÿ

θ“1

qpθ; 2qβpd, z, d´ θ ` 1q ´ qp8; 2q.

For the financial network with low connectivity, we set dL “ 2 and let the capital vector be

h “ r50 100 250 300s. For the financial network with high connectivity, we set dH “ 12

and, for a comparison, we let the capital vector be the same as the one with low connectivity.

However, we let the interbank liabilities depend on the degree. Namely, the expectation of

liabilities is assumed to be proportional to 1{d. This is because we want to keep the total

(expected) interbank liabilities to be the same, since we took the same capital vector for the

two financial networks with low and high connectivity. We further set xm “ 160 and α “ 2 for

d “ 2, and correspondingly, xm “ 26.7 and α “ 2 for d “ 12.

In Figure 1 we plot the final fraction of defaulted institutions for the above two regular

financial networks with low and high connectivity, and the above three price impact functions,

for the linear (LPI) gL, fully quadratic (QPI) gQ8 and exponential (EPI) gE1 . In particular,

the figure illustrates the following two points. First, as expected, we observe that among the

three different price impact functions, EPI causes the largest fraction of defaults for both low

and high connectivity, while the QPI causes the smallest default cascade size. This happens

because, for the same amount of sold shares, the EPI function always gives the lowest price
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while the QPI function gives the highest. Second, we can clearly observe that there exists a

critical value for shock (depending on the connectivity and price impact function) such that

above this critical value, all institutions default. Interestingly, the default cascade size increases

smoothly in low connectivity network. In contrary, for the high connectivity financial network,

we can see a sharper phase transition at the critical point. Moreover, when the shock is smaller

than the critical value, the fraction of defaults increase slowly and is smaller than the value

in the low connectivity financial network. But once the shock surpasses the critical value,

the fraction of defaults jumps to a higher level than that in the low connectivity one. This

phenomenon corresponds well to the existing literature on homogeneous financial network, see

e.g., [1]. Namely, for a small shock, the high connectivity network is more resilient, but once the

shock is large enough, the default propagates to a larger fraction through its higher connectivity.

Figure 1: Final fraction of defaulted institutions for two regular financial networks with dL “ 2
and dH “ 12, under three different price impact functions LPI, QPI and EPI.

In Figure 2 we plot the fire sales loss for the two regular financial networks with low and

high connectivity, and the above three price impact functions. Since the fraction of defaults

reflects somehow the amount of liquidations, the curves are quite similar to those in Figure 1.

In particular, we observe that the EPI function always makes the largest fire sales loss and the

QPI makes the smallest one. More interestingly, we observe that the fire sales loss in the two

financial networks with high and low connectivity are very close to each other. Indeed, when the

shock is small (ă 0.15), the high connectivity network could even trigger more fire sales loss than

the low connectivity one, which is in contrary to the situation in Figure 1. This happens since

the institutions could liquidate while they are solvent. Indeed, for a higher connectivity network,

some institutions with high thresholds remain solvent with liquidating around 80´ 90% of their
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total illiquid assets. In contrary, for a lower connectivity network, the amount of liquidations

is much less among the solvent institutions. As the shock goes larger but still smaller than the

critical value, the fire sales loss for the low connectivity network could surpass the loss in the

high connectivity finacial network, under the three price impact functions.

Figure 2: Fire sales loss for two regular financial networks with dL “ 2 and dH “ 12, under three
different price impact functions LPI, QPI and EPI.

4.2 Core-Periphery Financial Networks

Financial networks often involve significant asymmetries, such as the presence of a core-periphery

structure. This affects the default cascade size. Large core institutions can be resistant to small

shocks, but can trigger the default catastrophically in the financial system when hit with a large

shock. Here we do not impose special inter structure for the core and periphery banks but let

them connect with each other uniformly at random. We assume two different types X “ tC,P u,

which stand for the core institutions and periphery institutions respectively.

We set the fraction of core and periphery institutions to be respectively µC “ 0.3 and

µP “ 0.7. For the core institutions, we set the degree dC “ 12 with illiquid asset holdings

γC “ 160, and for the periphery type institutions dP “ 2 with γP “ 60. Correspondingly, the

capital structure vector for core type institutions is set to

hC “ r160 320 800 960s,
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while the capital structure vector for the periphery type institutions is

hP “ r60 120 300 360s.

The average degree is thus given by λ “ 0.3ˆ 12` 0.7ˆ 2 “ 5.

In our numerical experiments, we compare the above core-periphery financial network with

a 5-regular financial network which has the same average degree. We further set the capital

structure to be the same as average core-periphery network. Namely, we consider the 5-regular

network where the capital structure of all institutions is fixed to

h̄ “ 0.3hP ` 0.7hC “ r90 180 450 540s.

We let all interbank liabilities be i.i.d. with Pareto distribution, as in Example 2.4, with scale

and shape parameters xm “ 65 and α “ 2.

Let qC and qP denote the probability threshold distributions for the core type and periphery

type institutions, respectively. In our core-periphery financial network example, the limiting

function fW simplifies to the following form

fW pz; pq “5z ´ 3.6
`

12
ÿ

θ“1

qCpθ; pqβp12, z, 12´ θ ` 1q ` qCp8; pq
˘

´ 1.4
`

2
ÿ

θ“1

qP pθ; pqβp2, z, 2´ θ ` 1q ` qP p8; pq
˘

,

and the limiting function for the total liquidations simplifies to

fΓpz; pq “48qCp0; pq `
12
ÿ

θ“1

48

pθ
qCpθ; pq

`

θ ´
12
ÿ

`“12´θ`1

βp12, z, `q
˘

`
24

p
p1´ zqqCp8; pq

` 42qP p0; pq `
2
ÿ

θ“1

42

pθ
qP pθ; pq

`

θ ´
2
ÿ

`“2´θ`1

βp2, z, `q
˘

`
21

p
p1´ zqqCp8; pq.

Let p̄cp “ p̄cppεq given by (8) be the limit for the price of illiquid asset in equilibrium after

shock ε, by Theorem 3.6, in the above core-periphery financial network. Then the limiting fire

sales loss could be written as

FSLpεq “
p0 ´ p̄cppεq

p0
,

and the final fraction of defaulted institutions under fire sales is given by

fDpz
‹pp̄cpq; p̄cpq “1´ 0.3

`

12
ÿ

θ“1

qCpθ; p̄cpqβp12, z, 12´ θ ` 1q ` qCp8; p̄cpq
˘

´ 0.7
`

2
ÿ

θ“1

qP pθ; p̄cpqβp2, z, 2´ θ ` 1q ` qP p8; p̄cpq
˘

.

In Figure 3 we plot the fire sales loss for the above core-periphery financial network and

compare it with the average regular financial network, under the above three different price

impact functions LPI, QPI and EPI. In particular, we observe that under each price impact

function, regular and core-periphery financial networks perform very closely when the shock is
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small (smaller than 0.15). When the shock is larger, the core-periphery financial network has

less fire sales loss compared to the regular financial network. This happens since a large part of

periphery institutions liquidate less than average level. On the other hand, the regular financial

network has a larger critical shock value (beyond which all institutions default) compared to

the core-periphery network. Smaller critical value for the core-periphery financial network is

caused by the core institutions since their degree is very high and they are more likely to trigger

a larger default cascade.

Figure 3: Fire sales loss for core-periphery (C-P) and (average) regular financial networks, under
three different price impact functions LPI, QPI and EPI.

In Figure 4 we plot the final fraction of defaulted institutions for the above core-periphery

financial network and compare it with the average regular financial network, for the case without

fire sales and with fire sales, by considering the above linear (LPI) and exponential (EPI) price

impact fucntions. We can clearly observe that the fire sales make both financial networks more

vulnerable. Without the fire sales, the core-periphery financial network has a critical shock value

around 0.16 (beyond which all institutions default), while for the regular financial network, the

critical shock value is around 0.21. By considering the fire sales, both financial networks have

smaller critical value for the shock. As expected, we observe that the EPI function gives a

smaller critical value compared to the LPI function for both financial networks. This is also

interesting to note that the fire sales makes the gap between the two critical shock values (for

core-periphery and regular financial networks) smaller. This gap is about 0.05 without fire sales,

but with fire sales (under both LPI and EPI functions), the gap is merely around 0.01. This

phenomenon could be interpreted by the fact that under fire sales, institutions have smaller

thresholds θ to default, since qxpθ; pq (stochastically) decreases with price p.
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Figure 4: Final fraction of defaults for core-periphery (C-P) and (average) regular financial net-
works, under three different price impact functions LPI, QPI and EPI.

4.3 Scale-Free Financial Networks

Many empirically observed interbank networks have much more heterogeneity than the core-

periphery financial network studied in the previous section. In order to study the effect of

heterogeneity in network structure on the final size of default cascade and fire sales loss, we

compare the following three financial networks: Regular network (without heterogeneity); Erdös

Renyi random network (with low heterogeneity; the vast majority of institutions have a degree

close to the average degree) and the Scale-free financial networks (with high heterogeneity). To

compare, we let all these financial networks to have the same average degree, which we set it to

be λ “ 5.

For the Erdös-Rényi financial network, denoted by ERpn; pnq, where each pair of nodes (a

potential directed link) is independently connected with a fixed probability pn with npn Ñ λ as

n Ñ 8, the degree distribution converges to a Poisson distribution with parameter λ, i.e., the

(in- and out-) degree of a randomly chosen institution dented by D satisfies

PpD “ kq “ e´λ
λk

k!
.

On the other hand, for the scale-free financial network, is given by a power law distribution

PpD “ kq „ ck´η,

where c ą 0 is a normalizing constant and η ą 1 is a control parameter.
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We set the parameters λ “ 5 and η “ 1.2. Moreover, to reduce the simulation complexity,

we assume that the degrees are upper bounded by dmax “ 23. By choosing these parameters

and setting the normalizing constant c, both the scale-free and Erdös-Rényi financial networks

have an average degree very close to 5. Correspondingly, we will also compare these networks

with a regular financial network with degree 5.

We will also consider the heterogeneity on the interbank liabilities for all these networks.

We consider the i.i.d. Pareto distributed liabilities, as in Example 2.4, with scale and shape

parameters xm “ 55 and α “ 2. We allow for institutions with different degrees to have different

capital structures. Namely, we let the capital to be proportional to the degree of each institution.

Basically, we impose the capital vector h1 for the institutions with degree 1 as

h1 “ r50 100 250 300s,

and then for degrees d “ 2, . . . , 23, we set

hd “ r10d` 40 20d` 80 50d` 200 60d` 240s.

In particular, for the regular financial network, since all institutions have degree 5, the capital

structure for each institution is given by h5 “ r90 180 450 540s, as in the previous section.

Figure 5: Fire sales loss for regular, Erdös-Rényi (ER) and scale-free financial networks, under the
fully quadratic (QPI) and exponential price impact (EPI) functions.

In Figure 5 we plot the fire sales loss for the above regular, Erdös-Rényi (ER) and scale-

free financial networks, under the fully quadratic (QPI) and exponential price impact (EPI)

functions. We observe that for the EPI function, when the shock is small (less than 0.17 which
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is the critical shock value for the scale-free network), the heterogeneity does not have a significant

influence to the fire sales loss. On the other hand, for the QPI function, when the shock is small,

the fire sales loss in scale-free network is larger than the fire sales loss in the two other financial

networks. Note that when the shock is small (less than 0.1), the fire sales loss is only about

0.2% for both ER and regular financial networks. This happens since, by choosing a ε-fraction

of initially defaulted institutions at random among all institutions, a small fraction of initial

defaults for high degree institutions might lead to a considerable fraction of defaults among low

degree institutions, bringing more fire sales loss. This will be particularly significant under the

slow dropping price impact function.

Moreover, as we can observe in Figure 5, a financial network with a higher heterogeneity has

smaller critical value for shock (beyond which a large fraction of institutions default). When

the shock is larger than the critical value for regular financial network (around 0.2 under EPI

and 0.24 under QPI), the regular network turns out to have the largest fire sales loss while the

scale-free network has the smallest loss. This is quite reasonable as in the scale-free network,

we have a larger proportion of institutions with a low degree (such as 1 and 2) which have more

chances to survive for a large value of shock. This makes the scale-free network more resilient

for a large shock, compared to the other two networks.

Figure 6: Final fraction of defaults under linear price impact (LPI) and original fraction of defaults
without fire sales, for regular, Erdös-Rényi (ER) and scale-free financial networks.

In Figure 6 we plot the final fraction of defaulted institutions for the above regular, Erdös-

Rényi (ER) and scale-free financial networks, for the case without fire sales and with the linear
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price impact (EPI) function fire sales. One could observe quite similar results as those in

Figure 4. When the shock is small, the fire sales do not have so much impact on the resilience

of financial network. On the other hand, fire sales make the critical values for shocks much

smaller than those without fire sales, for all the three considered financial networks. The fire

sales also drags the critical values closer. Originally the critical values of regular, ER and scale-

free networks are around 0.27, 0.25 and 0.21 respectively. They become around the same value

0.11 under the linear price impact function. Among the three financial networks, the scale-free

network has the smallest critical value for shock with and without fire sales, then follows the ER

network. The regular financial network has the largest critical value for shock. Moreover, the

resistance to a large shock also grows as heterogeneity increases, especially under the fire sales

impact. The scale-free network has the smallest fraction of defaults for a shock larger than 0.1.

Therefore, as one can observe from Figure 4 and Figure 6, the financial networks with a

higher heterogeneity seems to have a smaller critical value for the shock beyond which a large

fraction of institutions default, both with and without fire sales. On the other hand, for the

small shocks, the most heterogeneous network could be the least resilient.

5 Proofs

This section contains the proofs of all the theorems in previous sections.

5.1 Proof of Theorem 3.2

By Theorem 3.1 for all x P X , θ “ 1, . . . , d`x , ` “ 0, . . . , θ ´ 1 and p P rp0, pmins, as nÑ8,

sup
tďτn

ˇ

ˇ

S
pnq
x,θ,`pt; pq

n
´ µxqxpθ; pqb

`

d`x , 1´ e
´t, `

˘
ˇ

ˇ

p
ÝÑ 0,

and,

sup
tďτn

ˇ

ˇ

Snpt; pq

n
´ fSpe

´t; pq
ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dnpt; pq

n
´ fDpe

´t; pq
ˇ

ˇ

p
ÝÑ 0.

Consider now the death process as described in Section 2.4. We denote by U
pnq
x,θ,spt; pq the

number of bins (institutions) with type x P X , threshold θ and s alive (in-) balls at time t.

Further we denote by N
pnq
x,θ ppq the number of bins with type x and threshold θ, under price p.

Note that the number of bins with type x is (not random) nµ
pnq
x . By the construction of balls-

and-bins model, every in-ball have an exponentially distributed with parameter one, i.e., expp1q,

lifetime independently from others. Based on the Glivenko-Cantelli theorem, in [4] we show the

following convergence results of U
pnq
x,θ,`pt; pq, for all possible triple px, θ, `q and the summation of

them; see [4, Lemma 6.4]. We first state this lemma.

Lemma 5.1 ([4]). Let τn ď τ‹nppq be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0.

Under Assumption 5a, for all x P X , θ “ 1, . . . , d`x and ` “ 0, . . . , θ ´ 1, we have (as nÑ8)

sup
tďτn

ˇ

ˇ

U
pnq
x,θ,`pt; pq

n
´ µxqxpθ; pqb

`

d`x , e
´t, `

˘
ˇ

ˇ

p
ÝÑ 0.
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Further,

sup
tďτn

ÿ

xPX
pd`x ` d

´
x q

d`x
ÿ

θ“1

d`x
ÿ

s“d`x´θ`1

ˇ

ˇU
pnq
x,θ,spt; pq{n´ µxqxpθ; pqbpd

`
x , e

´t, sq
ˇ

ˇ

p
ÝÑ 0.

Consider now
 

L
piq
x,θppq

(8

i“1
which are i.i.d. positive bounded random variables with expec-

tation ¯̀
x,θppq and variance ς2x,θppq under price p P rpmin, p0s for the illiquid asset, for all x P X

and θ P t1, . . . , d`x uY t8u. Since all these random losses are assumed to be bounded, we denote

by C the common upper bound. From Section 2.5, the total shares of illiquid asset sold by time

t could be written as

Γnpt; pq :“
ÿ

xPX

´

γ̄xD
pnq
x,0ppq `

d`x
ÿ

θ“1

Y
pnq
x,θ pt; pq,`Y

pnq
x,8pt; pq

¯

,

where

Y
pnq
x,θ pt; pq :“

I
pnq
x,θ pt;pq
ÿ

i“1

L
piq
x,θppq, Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1

L
piq
x,8ppq,

and,

I
pnq
x,θ pt; pq :“ θD

pnq
x,θ pt; pq `

θ´1
ÿ

`“1

`S
pnq
x,θ,`pt; pq, I

pnq
x,8pt; pq :“

d`x
ÿ

`“1

`S
pnq
x,8,`pt; pq.

By Assumption 3 and applying dominated convergence theorem, the first term in Γnpt; pq

converges to
ÿ

xPX
γ̄xD

pnq
x,0ppq

p
ÝÑ

ÿ

xPX
γ̄xµxqxp0; pq.

Note that by definition S
pnq
x,θ,`pt; pq “ U

pnq

x,θ,d`x´`
pt; pq, which implies that

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θ

θ´1
ÿ

`“1

`S
pnq
x,θ,`pt; pq “

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θ

d`x
ÿ

s“d`x´θ`1

pd`x ´ sqU
pnq
x,θ,spt; pq,

and,

ÿ

xPX

d`x
ÿ

θ“1

θ ¯̀
x,θD

pnq
x,θ pt; pq “

ÿ

xPX

d`x
ÿ

θ“1

θ ¯̀
x,θ

`

N
pnq
x,θ ppq ´

d`x
ÿ

s“d`x´θ`1

U
pnq
x,θ,spt; pq

˘

.

So for θ “ 1, . . . , d`x , we have

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θI

pnq
x,θ pt; pq “

ÿ

xPX

d`x
ÿ

θ“1

θ ¯̀
x,θN

pnq
x,θ ppq ´

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θ

d`x
ÿ

s“d`x´θ`1

ps´ d`x ` θqU
pnq
x,θ,spt; pq.

Notice now that

d`x
ÿ

s“d`x´θ`1

βpd`x , e
´t, sq “

d`x
ÿ

s“d`x´θ`1

ps´ d`x ` θqbpd
`
x , e

´t, sq,
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and, from the definition fx,θpz; pq :“ µxqxpθ; pq
`

θ ´
řd`x
`“d`x´θ`1

βpd`x , z, `q
˘

, it follows that

ˇ

ˇ

1

n

ÿ

xPX

d`x
ÿ

θ“1

Y
pnq
x,θ pt; pq ´

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θfx,θpe

´t; pq
ˇ

ˇ

ď
ˇ

ˇ

ÿ

xPX
d`x

d`x
ÿ

θ“1

¯̀
x,θ

d`x
ÿ

s“d`x´θ`1

`

U
pnq
x,θ,spt; pq{n´ µxqxpθ; pqbpd

`
x , e

´t, sq
˘ˇ

ˇ

`
1

n

ˇ

ˇ

ÿ

xPX

d`x
ÿ

θ“1

pY
pnq
x,θ pt; pq ´

¯̀
x,θI

pnq
x,θ pt; pqq

ˇ

ˇ`
ˇ

ˇ

ÿ

xPX

d`x
ÿ

θ“1

θ ¯̀
x,θN

pnq
x,θ ppq{n´

ÿ

xPX

d`x
ÿ

θ“1

θ ¯̀
x,θµxqxpθ; pq

ˇ

ˇ

ď C
ÿ

xPX
pd`x ` d

´
x q

d`x
ÿ

θ“1

d`x
ÿ

s“d`x´θ`1

ˇ

ˇU
pnq
x,θ,spt; pq{n´ µxqxpθ; pqbpd

`
x , e

´t, sq
ˇ

ˇ

`
1

n

ˇ

ˇ

ÿ

xPX

d`x
ÿ

θ“1

pY
pnq
x,θ pt; pq ´

¯̀
x,θI

pnq
x,θ pt; pqq

ˇ

ˇ` C
ˇ

ˇ

ÿ

xPX
d`x

d`x
ÿ

θ“1

`

N
pnq
x,θ ppq{n´ µxqxpθ; pq

˘
ˇ

ˇ.

The first term converges to 0, as nÑ8, by Lemma 5.1. For the second term, notice that for

all n, x P X and t ď τn, the term
řd`x
θ“1

`

Y
pnq
x,θ pt; pq ´

¯̀
x,θI

pnq
x,θ pt; pq

˘

is a martingale. Combining

this with the independency between any two different types in X , by using Cauchy-Schwarz

inequality and Doob’s L2-inequality, we have that for some constant C0, as nÑ8,

E
“

sup
tďτn

1

n

ˇ

ˇ

ÿ

xPX

d`x
ÿ

θ“1

pY
pnq
x,θ pt; pq ´

¯̀
x,θI

pnq
x,θ pt; pqq

ˇ

ˇ

‰2
ď

4C2
0

n2

ÿ

xPX

d`x
ÿ

θ“1

I
pnq
x,θ pτnq ď

4C2
0

n

ÿ

xPX
µpnqx d`x Ñ 0.

The second inequality follows from
řd`x
θ“1 I

pnq
x,θ pt; pq{n ď µ

pnq
x d`x for all t ď τn. The final conver-

gence holds from Assumption 5a. We next analyze the convergence result for the third term.

First notice that, by the law of large numbers and Assumption 3, N
pnq
x,θ ppq{n

p
ÝÑ µxqxpθ; pq.

Let X`K be the set of all characteristic x P X such that d`x ě K. Since by Assumption 5a,

λ P p0,8q, for arbitrary small ε ą 0, there exists Kε such that
ř

xPXKε
µxd

`
x ă ε. Then by

dominated convergence theorem, we obtain for n large enough,

ÿ

xPXKε

d`x

d`x
ÿ

θ“1

N
pnq
x,θ ppq{n

p
ÝÑ

ÿ

xPXKε

d`x

d`x
ÿ

θ“1

µxqxpθq ď
ÿ

xPXKε

d`x µx ă ε..

It therefore follows that

C
ˇ

ˇ

ÿ

xPX
d`x

d`x
ÿ

θ“1

`

N
pnq
x,θ ppq{n´µxqxpθ; pq

˘
ˇ

ˇ ď C
ÿ

xPX zXKε

d`x

d`x
ÿ

θ“1

ˇ

ˇN
pnq
x,θ ppq{n´µxqxpθ; pq

ˇ

ˇ`Cε “ opp1q`Cε.

We thus conclude that

sup
tďτn

ˇ

ˇ

1

n

ÿ

xPX

d`x
ÿ

θ“1

Y
pnq
x,θ pt; pq ´

ÿ

xPX

d`x
ÿ

θ“1

¯̀
x,θfx,θpe

´t; pq
ˇ

ˇ

p
ÝÑ 0.

It thus only remains to prove the convergence for the third term (infinite sum) in Γnpt; pq.
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First notice that

I
pnq
x,8pt; pq “

d`x
ÿ

s“0

pd`x ´ sqU
pnq
x,8,spt; pq.

By using Lemma 5.1, for any type x P X , we have that

sup
tďτn

ˇ

ˇI
pnq
x,8pt; pq{n´

d`x
ÿ

s“1

pd`x ´ sqµxqxp8; pqbpd`x , e
´t, sq

ˇ

ˇ

p
ÝÑ 0.

Moreover,
d`x
ÿ

s“1

pd`x ´ sqµxqxp8qbpd
`
x , e

´t, sq “ µxqxp8qpd
`
x ´ zd

`
x q.

Then, by following a similar argument as above, one can show that

sup
tďτn

ˇ

ˇ

1

n

ÿ

xPX
Y
pnq
x,8pt; pq ´

ÿ

xPX

¯̀
x,8fx,8pe

´t; pq
ˇ

ˇ

p
ÝÑ 0.

Putting all these convergence results together, we conclude that

sup
tďτn

ˇ

ˇ

Γnpt; pq

n
´ fΓpe

´t; pq
ˇ

ˇ

p
ÝÑ 0,

as desired.

5.2 Proof of Theorem 3.4

Fix p P rpmin, p0s. The theorem follows from Theorem 3.2 and Lemma 3.3. Indeed, for z‹ppq “ 0,

by Lemma 3.3, τ‹nppq
p
ÝÑ 8. Note also that z‹ppq “ 0 indicates that almost all institutions

default during the cascade. In this case, for all x P X , we have qxp8; pq “ 0. Otherwise z‹ppq

can not be 0, since if qxp8; pq ą 0 for some x P X , then we have fW p0; pq ă 0. Then e´τ
‹
n

p
ÝÑ 0,

and we have

fΓp0; pq “
ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

¯

.

Thus it follows by the continuity of fΓ that

fΓpe
´τ‹nppq; pq “

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

¯

` opp1q.

We therefore have by Theorem 3.2 that

Γnpτ
‹
nppqq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

¯

.

To prove the point piiq, again by Lemma 3.3, it follows that τ‹nppq
p
ÝÑ ´ ln z‹ppq, then

e´τ
‹
nppq

p
ÝÑ z‹ppq. By a similar argument and applying Theorem 3.2, we conclude that

Γnpτ
‹
nppqq

p
ÝÑ fΓpz

‹ppq; pq.
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5.3 Proof of Theorem 3.6

By Theorem 3.4 and Corollary 3.5, for all p P rpmin, p0s,

κnppq
p
ÝÑ g

`

fΓpz
‹ppq; pq

˘

.

Let us define

Φnppq :“ p´ gpΓnpτ
‹
n; pq{nq,

so that a fixed p1 ą p̄, we have

Φnpp1q “ p1 ´ g
`

fΓpz
‹pp1q; p1q

˘

´ opp1q.

From Definition (8) for p̄, it thus follows that, for n large enough, Ppp‹n ą p1q Ñ 0.

On the other hand, since p̄ is a stable solution, if p̄ “ pmin, then by taking p1 arbitrarily

close to pmin, it follows that p‹n
p
ÝÑ p̄. Moreover, if p̄ P p0, 1s, there exists some ε ą 0 such that

p ă g
`

fΓpz
‹ppq; pq

˘

for all p P pp̄´ ε, p̄q. Similarly, for any p̄´ ε ă p2 ă p̄, we have Φnpp2q ă 0

with high probability, i.e., as nÑ8, Ppp‹n ă p2q Ñ 0.

Then by taking p1 and p2 arbitrarily close to p̄, we conclude that p‹n
p
ÝÑ p̄.

Notice that for point piq, when z‹pp̄q “ 0, this indicates that almost all institutions default

during the cascade and for all x P X , we necessarily have qxp8; p̄q “ 0. Otherwise z‹pp̄q ‰ 0

since if qxp8; p̄q ą 0 for some x P X , then fW p0; p̄q ă 0. Hence, it follows that for z‹pp̄q “ 0,

gpfΓpz
‹pp̄q; p̄qq “ g

´

ÿ

xPX
µx

`

γ̄xqxp0; p̄q `

d`x
ÿ

θ“1

¯̀
x,θpp̄qθqxpθ; p̄q

˘

¯

.

Moreover, as this will be shown by Lemma 5.4 in Section 5.8, the function φ is locally continuous

at p̄. It thus follows that p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θppqθqxpθ; pq

˘

¯

.

This completes the proof of Theorem 3.6.

5.4 Proof of Theorem 3.8

We first state some lemmas from [4] which will be served for the proof of Theorem 3.8.

Recall that U
pnq
x,θ,sptq denotes the number of bins (institutions) with type x P X , threshold θ

and s alive (in-) balls at time t. Further, we let V
pnq
x,θ,sptq denote the number of bins with type

x P X , threshold θ and at least s alive balls at time t, so that V
pnq
x,θ,sptq “

ř

`ěs U
pnq
x,θ,`ptq.

We next define

V
˚pnq
x,θ,s pt; pq :“ n´1{2

`

V
pnq
x,θ,spt; pq ´ nµ

pnq
x qpnqx pθ; pqβpd`x , e

´t, sq
˘

,

and

N
˚pnq
x,θ ppq :“ n´1{2

`

N
pnq
x,θ ppqppq ´ nµ

pnq
x qpnqx pθ; pq

˘

.

We need the following lemma from [4, Lemma 6.5] which shows the joint convergence of
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N
˚pnq
x1,θ1

and V
˚pnq
x2,θ2,s

for all possible px1, θ1q and px2, θ2, sq. Notice that in this paper we allow for

the threshold to be θ “ 8 (see Section 5.5) and the results depend on p. But the lemma stays

valid fo any fixed p P rpmin, p0s.

Lemma 5.2. ([4]) Let τn ď τ‹n be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0.

Under Assumption 5b and for any fixed p P rpmin, p0s, we have that for all couple x P X and

θ P t1, . . . , d`x u Y t8u, jointly as nÑ8,

N
˚pnq
x,θ ppq

d
ÝÑ Y˚x,θppq,

where all Y˚x,θppq are Gaussian random variables with mean 0 and covariance

CovpY˚x1,θ1
ppq,Y˚x2,θ2

ppqq “ ψx1,θ1,θ2ppq11tx1 “ x2u,

where

ψx,θ,θppq :“ µxqxpθ; pqp1´ qxpθ; pqq, ψx,θ1,θ2ppq :“ ´µxqxpθ1; pqqxpθ2; pq for all θ1 ‰ θ2.

Further, for all triple px, θ, sq, jointly in Dr0,8q and as nÑ8,

V
˚pnq
x,θ,s pt^ τn; pq

d
ÝÑ Z˚x,θ,spt^ t0; pq,

where all Z˚x,θ,spt; pq are continuous Gaussian processes with mean 0 and covariances

Cov
`

Z˚x1,θ1,s1
pt; pq,Z˚x2,θ2,s2

pt; pq
˘

“0, for all x1 ‰ x2,

Cov
`

Z˚x,θ1,s1pt; pq,Z
˚
x,θ2,s2

pt; pq
˘

“pσx,θ1,θ2,s1,s2pe
´t; pq, for all θ1 ‰ θ2,

Cov
`

Z˚x,θ,s1pt; pq,Z
˚
x,θ,s2

pt; pq
˘

“pσx,θ,θ,s1,s2pe
´t; pq ` rσx,θ,s1,s2pe

´t; pq,

where

pσx,θ1,θ2,s1,s2pe
´t; pq :“ βpd`x , e

´t, s1qβpd
`
x , e

´t, s2qψx,θ1,θ2ppq,

with rσx,θ,s1,s2 “ rσx,θ,s2,s1 and

rσx,θ,s,s`kpy; pq :“
1

2
y2s`k

d`x
ÿ

j“s`k

ˆ

j ´ 1

s´ 1

˙ˆ

j ´ 1

s` k ´ 1

˙
ż 1

y

pv ´ yq2j´2s´kv´2jdϕx,θ,jpv; pq,

with ϕx,θ,jpy; pq :“ µxqxpθ; pqβpd
`
x , y, jq.

Moreover, the covariance between Z˚x1,θ1,s
pt; pq and Y˚x2,θ2

ppq is given by

Cov
`

Z˚x1,θ1,s
pt; pq,Y˚x2,θ2

ppq
˘

“ βpd`x1
, e´t, sqψx1,θ1,θ2ppq11tx1 “ x2u.

By using the above lemma, we first show the following result regarding the asymptotic

normality for Ix,θpt; pq, the total number of liquidations (infected links) for institutions with

type x P X and threshold θ up to time t and under price p .

Lemma 5.3. Let τn ď τ‹n be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0. Under

Assumption 5b and for any fixed p P rpmin, p0s, for all x P X , θ P t1, . . . , d`x u Y t8u, we have
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the following joint convergence in D r0,8q as nÑ8,

n´1{2pI
pnq
x,θ pt^ τn; pq ´ n pf

pnq
x,θ pt^ τn; pqq

d
ÝÑ ZIx,θ pt^ t0; pq, (13)

where all ZIx,θ pt; pq are Gaussian processes with mean 0 and covariances

CovpZIx1,θ1
pt; pq,ZIx2,θ2

pt; pqq “ σIx1,θ1,θ2pe
´t; pq11tx1 “ x2u,

where the form of σIx,θ1,θ2py; pq is given by (20)-(23).

For the sake of readability, we postpone the proof of lemma to the end of this section.

We next consider the total liquidations, given by

Y
pnq
x,θ pt; pq :“

I
pnq
x,θ pt;pq
ÿ

i“1

L
piq
x,θppq and Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1

L
piq
x,8ppq,

where
 

L
piq
x,θppq

(8

i“1
are i.i.d. positive bounded random variables with expectation ¯̀

x,θppq and

variance ς2x,θppq for p P rpmin, p0s, x P X and θ P t1, . . . , d`x u Y t8u.

Note that conditioned on I
pnq
x1,θ1

and I
pnq
x2,θ2

, the processes Y
pnq
x1,θ1

pt; pq and Y
pnq
x2,θ2

pt; pq are

independent for px1, θ1q ‰ px2, θ2q. In particular, from Lemma 5.3, for x1 ‰ x2 we have that

Cov
`

Y
pnq
x1,θ1

pt; pq, Y
pnq
x2,θ2

pt; pq
˘

“ 0.

Consider now the decomposition

Y
pnq
x,θ pt; pq ´

pf
pnq
x,θ pt; pq “

`

Y
pnq
x,θ pt; pq ´

¯̀
x,θppqI

pnq
x,θ pt; pq

˘

`
`

¯̀
x,θppqI

pnq
x,θ pt; pq ´

pf
pnq
x,θ pt; pq

˘

,

which implies that

Cov
`

Y
pnq
x,θ1
pt; pq, Y

pnq
x,θ2
pt; pq

˘

“ ¯̀
x,θ1ppq

¯̀
x,θ2ppqCov

`

I
pnq
x,θ1
pt; pq, I

pnq
x,θ2
pt; pq

˘

,

and the same holds for their limit processes.

We now proceed to the proof of Theorem 3.8. The proof is based on some auxiliary results

regarding a central limit theorem for processes which could be written as Ynptq :“
řtXnptqu
i“1 Gi,

where Xnptq is a non-decreasing stochastic process satisfying Xnptq “ Opnq for all t ą 0 and
 

Gi
(

iě1
are i.i.d. positive bounded random variables. This is provided in Appendix A.

Notice that the processes I
pnq
x,θ pt^ τ

‹
n; pq for all x P X , p P rpmin, p0s and θ P t1, . . . , d`x uYt8u

satisfy the conditions for Xnptq in Proposition A.2. Indeed, pf
pnq
x,θ pt; pq Ñ

pfx,θpt; pq uniformly on

r0,8q. Combining with the continuity of pfx,θpt; pq, it follows that pf
pnq
x,θ pt^τn; pq

p
ÝÑ pfx,θpt^ t0q,

as nÑ8. Then using the Skorokhod coupling theorem [46, Theorem 3.30], we can assume that

τn Ñ t0 a.s. in a new common probability space. It follows then a.s. pf
pnq
x,θ pt^τn; pq Ñ pfx,θpt^t0q.

Thus, by Lemma 5.3, we have that for each ω outside a probability null set, for all x P X
and θ P t1, . . . , d`x u Y t8u, the process I

pnq
x,θ pt ^ τn; pq satisfies the conditions for Xnptq in

Proposition A.2, with fnptq “ pf
pnq
x,θ pt ^ τnpωqq for different ω, but common fptq “ pfx,θpt ^ t0q

and V “ Zx,θpt^ t0q. This leads to the same limit distribution up to a probability null set.
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For convenience, we let

∆
pnq
x,θpt; pq :“ n´1{2

`

Y
pnq
x,θ pt; pq ´ n

¯̀
x,θ

pf
pnq
x,θ pt; pq

˘

.

By Proposition A.2, we have that for all x P X , θ P t1, . . . , d`x u Y t8u and a fixed t ą 0, as

nÑ8, the following convergence holds

∆
pnq
x,θpt^ τn; pq

d
ÝÑ Zx,θpt^ t0; pq,

where Zx,θpt; pq is Gaussian with mean 0 and variance

Ψx,θpt; pq :“ pfx,θpt; pqς
2
x,θppq `

¯̀2
x,θppqσ

I
x,θ,θpe

´t; pq. (14)

Moreover, from the above arguments, the covariances between two different types x1 ‰ x2

will be 0 and for θ1 ‰ θ2, we have

CovpZx,θ1pt; pq,Zx,θ2pt; pqq “ ¯̀
x,θ1ppq

¯̀
x,θ2ppqσ

I
x,θ1,θ2pe

´t; pq.

We next consider the convergence of the following infinite sum

ÿ

xPX

d`x
ÿ

θ“1

∆
pnq
x,θpt^ τn; pq.

Recall that X`s denotes the collection of all characteristics x P X with the in-degree d`x ě s.

Recall also that all random variables L
piq
x,θppq are assumed to be bounded. Then there exists

some constant C such that L
piq
x,θppq ă C, for all x P X , p P rpmin, p0s, θ P t1, . . . , d

`
x u Y t8u and

i P N. Thus we have for any fixed T ą 0,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX`s

d`x
ÿ

θ“1

∆
pnq
x,θpt; pq

ˇ

ˇ

‰

ď CE
“

sup
tďT

ˇ

ˇ

ÿ

xPX`s

d`x
ÿ

θ“1

n´1{2pI
pnq
x,θ pt; pq ´ n

pf
pnq
x,θ pt; pqq

ˇ

ˇ

‰

(15)

` E
“

sup
tďT

ˇ

ˇ

ÿ

xPX`s

d`x
ÿ

θ“1

n´1{2pY
pnq
x,θ pt; pq ´

¯̀
x,θI

pnq
x,θ pt; pqq

ˇ

ˇ

‰

. (16)

We first show that the first term on RHS converges to 0 as sÑ 8 for n large enough. Indeed,

[4, Lemma 6.7] implies that when n is large enough, for any T ą 0, as `Ñ8,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX``

d`x
ÿ

θ“1

d`x
ÿ

s“d`x´θ`1

V
˚pnq
x,θ,s pt^ τn; pq

ˇ

ˇ

‰

Ñ 0.

Moreover, as shown in the proof of Lemma 5.3,

ÿ

xPX`s

d`x
ÿ

θ“1

n´1{2pI
pnq
x,θ pt; pq ´ n

pf
pnq
x,θ pt; pqq “

ÿ

xPX``

d`x
ÿ

θ“1

N
˚pnq
x,θ ´

ÿ

xPX``

d`x
ÿ

θ“1

d`x
ÿ

s“d`x´θ`1

V
˚pnq
x,θ,s pt^ τn; pq,
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and by the Cauchy-Schwarz inequality,

E
ˇ

ˇ

ÿ

xPX``

d`x
ÿ

θ“1

N
˚pnq
x,θ

ˇ

ˇ ď
ÿ

xPX``

qpnqx p8qp1´ qpnqx p8qq,

which goes again to 0 as ` Ñ 8 uniformly in n. We thus conclude that the first term on RHS

of (15) converges to 0.

For the second term on RHS of (15), first note that each term of the sum inside the

expectation is a martingale. Then, by the Doob inequality, we can control its L2-norm by

4C2
ř

xPX`s d
`
x µ

pnq
x . Hence, using again Assumption 5b, the L2-bound converges to 0 as sÑ8

for n large enough. We therefore have that the second term converges to 0 as s Ñ 8 for n

large enough, as desired. We can then take the limit under the infinite sum, by using e.g., [17,

Theorem 4.2]. It therefore follows that

ÿ

xPX

d`x
ÿ

θ“1

∆
pnq
x,θpt^ τn; pq

d
ÝÑ

ÿ

xPX

d`x
ÿ

θ“1

Zx,θpt^ t0q.

For the second and third term of n´1{2pΓnpt ^ τn; pq ´ n pf
pnq
Γ pt ^ τn; pqq, by using similar

arguments as above, we obtain

ÿ

xPX
n´1{2

`

Y
pnq
x,8pt; pq ´ n¯̀

x,8
pf
pnq
x,8pt^ τn; pq

˘ d
ÝÑ

ÿ

xPX
Zx,8pt^ t0q,

and,
ÿ

xPX
γ̄xN

˚pnq
x,0

d
ÝÑ

ÿ

xPX
γ̄xY˚x,0.

Hence we have

ZΓpt^ t0q :“
ÿ

xPX

d`x
ÿ

θ“1

Zx,θpt^ t0q `
ÿ

xPX
Zx,8pt^ t0q `

ÿ

xPX
γ̄xY˚x,0,

which is a centered Gaussian random variable with mean 0. By Lemma 5.2, Lemma 5.3 and

above arguments, the variance is given by

Ψpt; pq “
ÿ

xPX

`

d`x
ÿ

θ“1

Ψx,θpt; pq `Ψx,8pt; pq ` γ̄
2
xψx,0,0ppq

˘

`
ÿ

xPX

d`x
ÿ

θ1,θ2“1

σIx,θ1,θ2pe
´t; pq

`
ÿ

xPX

`

2

d`x
ÿ

θ“1

σIx,θ,8pe
´t; pq ` 2

d`x
ÿ

θ“1

ψx,θ,0ppq

d`x
ÿ

s“d`x´θ`1

βpd`x , e
´t, sq

˘

`
ÿ

xPX
ψx,8,0ppq

d`x
ÿ

s“1

βpd`x , e
´t, sq,

(17)

where ψx,θ1,θ2 is defined in Lemma 5.2, σIx,θ1,θ2 is given by (20)-(23) and Ψx,θ is defined by (14).

At the present we are only left to prove Lemma 5.3.

Proof of Lemma 5.3. Recall that V
pnq
x,θ,s denotes the number of bins with type x, threshold θ and
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with at least s in-balls at time t. We thus have

I
pnq
x,θ pt; pq “θN

pnq
x,θ ppq ´

d`x
ÿ

s“d`x´θ`1

ps´ d`x ` θqU
pnq
x,θ,spt; pq

“θN
pnq
x,θ ppq ´

d`x
ÿ

s“d`x´θ`1

V
pnq
x,θ,spt; pq.

It then follows that

n´1{2pI
pnq
x,θ pt^ τn; pq ´ n pf

pnq
x,θ pt^ τnqq “ θN

˚pnq
x,θ ´

d`x
ÿ

s“d`x´θ`1

V
˚pnq
x,θ,s pt^ τn; pq, (18)

and,

n´1{2pI
pnq
x,8pt^ τn; pq ´ n pf

pnq
x,8pt^ τnqq “ d`xN

˚pnq
x,8 ´

d`x
ÿ

s“1

V
˚pnq
x,θ,s pt^ τn; pq. (19)

By Lemma 5.2, we have the joint convergence of N
˚pnq
x1,θ1

and V
˚pnq
x2,θ2,s

for all possible px1, θ1q

and px2, θ2, sq. We therefore have for θ P t1, . . . , d`x u,

ZIx,θ pt; pq :“ θY˚x,θ ´
d`x
ÿ

s“d`x´θ`1

Z˚x,θ,spt; pq,

and for the threshold θ “ 8,

ZIx,8pt; pq :“ d`x Y˚x,θ ´
d`x
ÿ

s“1

Z˚x,θ,spt; pq.

By using the covariance formulas in Lemma 5.2 and some basic calculations, we have the

following formulas for the covariance σIx,θ1,θ2pe
´t; pq.

• For θ1 “ θ2 “ θ P t1, . . . , d`x u:

σIx,θ,θpy; pq “θ2ψx,θ,θppq `

d`x
ÿ

s1,s2“d
`
x´θ`1

ppσx,θ,θ,s1,s2py; pq ` rσx,θ,s1,s2py; pqq

´ 2θψx,θ,θppq

d`x
ÿ

s“d`x´θ`1

βpd`x , y, sq,

(20)

• For θ1, θ2 P t1, . . . , d
`
x u and θ1 ‰ θ2:

σIx,θ1,θ2py; pq “θ1θ2ψx,θ1,θ2ppq `

d`x
ÿ

s1“d
`
x´θ1`1

d`x
ÿ

s2“d
`
x´θ2`1

pσx,θ1,θ2,s1,s2py; pq

´ θ1ψx,θ1,θ2ppq

d`x
ÿ

s“d`x´θ2`1

βpd`x , y, sq ´ θ2ψx,θ1,θ2ppq

d`x
ÿ

s“d`x´θ1`1

βpd`x , y, sq,

(21)
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• For θ1 “ θ2 “ 8:

σIx,8,8py; pq “pd`x q
2ψx,8,8ppq `

d`x
ÿ

s1,s2“1

ppσx,θ,θ,s1,s2py; pq ` rσx,θ,s1,s2py; pqq

´ 2d`x ψx,8,8ppq

d`x
ÿ

s“1

βpd`x , y, sq,

(22)

• For θ1 “ 8 and θ2 “ θ P t1, . . . , d`x u:

σIx,8,θpy; pq “d`x θψx,8,θppq `

d`x
ÿ

s1“1

d`x
ÿ

s2“d
`
x´θ`1

pσx,8,θ,s1,s2py; pq

´ d`x ψx,8,θppq

d`x
ÿ

s“d`x´θ`1

βpd`x , y, sq ´ θψx,8,θppq

d`x
ÿ

s“1

βpd`x , y, sq,

(23)

where the forms of pσx,θ1,θ2,s1,s2 , rσx,θ,s1,s2 and ψx,θ1,θ2 for all θ1, θ2 P t1, . . . , d
`
x uY8 are provided

in Lemma 5.2. This completes the proof of Lemma 5.3.

5.5 Proof of (Generalization) Theorem 3.1 and Theorem 3.7

When we fix p P rp0, pmins, the threshold distribution is fixed and the results of [4] could be

applied. We discuss in this section how to extend the theorems in [4] to allow for the possibility

that some institution will never get infected, i.e., the institution with 8 threshold.

We only discuss the proof for Wnpt; pq and the generalizations for Snpt; pq and Dnpt; pq are

quite similar. We denote by Lnpt; pq and H´n pt; pq the number of alive (not removed) out-balls

at time t and the number of healthy out-balls at time t respectively. From the definition of

white balls process Wnpt; pq, it is clear that Wnpt; pq “ Lnpt; pq ´H
´
n pt; pq. Further,

H´n pt; pq “
ÿ

xPX
d´x

`

ÿ

θ“1

V
pnq

x,θ,d`x´θ`1
pt; pq `N

pnq
x,8ppq

˘

.

We further denote by ĂWnpt; pq and rfW the white balls process and corresponding limiting func-

tion as in [4]. It is shown in [4] that

ĂWnpt; pq “ Lnpt; pq ´
ÿ

xPX
d´x

ÿ

θ“1

V
pnq

x,θ,d`x´θ`1
pt; pq,

and,

rfW pz; pq “ λz ´
ÿ

xPX
µxd

´
x

d`x
ÿ

θ“1

qxpθ; pqβpd
`
x , z, d

`
x ´ θ ` 1q.

We thus have

Wnpt; pq “ ĂWnpt; pq ´
ÿ

xPX
d´xN

pnq
x,8 and fW pz; pq “ rfW pz; pq ´

ÿ

xPX
d´x µxqxp8q.
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Further, as shown in Section 5.1,

ÿ

xPX
d´xN

pnq
x,8{n

p
ÝÑ

ÿ

xPX
d´x µxqxp8q.

Together with [4, Theorem 3.1], which gives

sup
tďτn

ˇ

ˇ

ĂWnpt; pq

n
´ rfW pe

´t; pq
ˇ

ˇ

p
ÝÑ 0,

we obtain

sup
tďτn

ˇ

ˇ

Wnpt; pq

n
´ fW pe

´t; pq
ˇ

ˇ

p
ÝÑ 0,

which shows how to generalize the limit result of Wnpt; pq in Theorem 3.1.

We next show how to generalize the asymptotic normality of Wnpt; pq, as in Theorem 3.7.

We have

n´1{2
´

Wnpt^ τn; pq ´ n pf
pnq
W pt^ τn; pq

¯

“n´1{2

ˆ

ĂWnpt^ τn; pq ´ n
p

rf
pnq
W pt^ τn; pq

˙

´
ÿ

xPX
d´x n

´1{2
`

N
pnq
x,8 ´ nµ

pnq
x qpnqx p8q

˘

.

By Lemma 5.2 and following similar arguments as in the proof of Theorem 3.8, one can

show that the second term on RHS of the above formula is asymptotically Gaussian. The first

term is also asymptotically Gaussian as shown in [4, Theorem 3.6]. Moreover, they are jointly

asymptotically Gaussian. It thus only remains to calculate the form of the variance function for

σW pe
´t; pq of the limit white ball process. To do this, we write the limit process as

ZW pt; pq “ ZLpt; pq ´
ÿ

xPX
d´x

`

d`x
ÿ

θ“1

Z˚
x,θ,d`x´θ`1

pt; pq ` Y˚x,8
˘

,

where ZLpt; pq is the limit process for n´1{2pLnpt; pq ´ nλpnqe´tq. Moreover, as shown in [4],

ZLpt; pq is asymptotically Gaussian jointly with Z˚x,θ,s for all possible px, θ, sq and jointly with

Y˚x,θ for all px, θq. Further, the covariances w.r.t. ZL are also given in [4] by

σLpyq :“ VarpZLp´ ln yqq “ λpy ´ y2q{2, (24)

and

σLx,θ,spy; pq : “ Cov
`

ZLp´ ln yq,Z˚x,θ,sp´ ln yq
˘

“ ys`1

d`x
ÿ

j“s

ˆ

j ´ 1

s´ 1

˙
ż 1

y

pv ´ yqj´sv´pj`1qdϕx,θ,jpv; pq.
(25)

Notice that ZL is independent of Y˚x,θ for all px, θq. Then combining with the covariances given
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in Lemma 5.2, we conclude that

σW py; pq “
ÿ

xPX

d`x
ÿ

θ“1

”

pd´x q
2
rσx,θ,πxpθ;pq,πxpθ;pqpy; pq ´ 2d´x σ

L
x,θ,πxpθ;pq

py; pq
ı

` σLpyq

`
ÿ

xPX
pd´x q

2

d`x
ÿ

θ1“1

d`x
ÿ

θ2“1

pσx,θ1,θ2,πxpθ1q,πxpθ2qpy; pq `
ÿ

xPX
pd´x q

2ψx,8,8ppq

`
ÿ

xPX

d`x
ÿ

θ“1

βpd`x , y, πxpθ; pqqψx,θ,8ppq,

(26)

where πxpθ; pq :“ d`x ´ θ ` 1, σLpyq and σLx,θ,spy; pq are given by (24) and (25) respectively.

Moreover, ψx,θ,8, rσx,θ,s1,s2py; pq and pσx,θ1,θ2,s1,s2py; pq are defined as in Lemma 5.2.

5.6 Proof of Theorem 3.10

The first point for the case z‹ppq “ 0 follows from Theorem 3.4. Consider now the case when

z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz

‹ppq; pq ą 0.

First note that the variance Ψpt; pq of ZΓpt; pq is continuous on t. Indeed, from the explicit

forms of rσx,θ,s1,s2 and pσx,θ1,θ2,s1,s2 in Lemma 5.2, we have the following inequalities,

|pσx,θ1,θ2,s1,s2 | ď µx

and,

|rσx,θ,s1,s2 | ď

d`x
ÿ

j“0

ż 1

y

y2

v2
dϕx,θ,jpv; pq ď 2d`x µxqxpθ; pq,

for all px, θ1, θ2, s1, s2q. Thus, we obtain that for all x P X , θ1, θ2 P t1, . . . , d
`
x u Y t8u,

σIx,θ1,θ2 ď 4pd`x q
3µx.

By the definition of Ψpt; pq as in (14), we have that for some constant C, the infinite tail sum

of the first term in Ψ in (17) satisfies that

ÿ

xPX``

`

d`x
ÿ

θ“1

Ψx,θpt; pq `Ψx,8pt; pq ` γ̄
2
xψx,0,0ppq

˘

ď C
ÿ

xPX``

pd`x q
4µx,

which goes to 0 as ` Ñ 8 by Assumption 5b. One can also show by a similar argument that

the other sum terms in Ψ have the same tail convergence property. Since each single term is

continuous in t, again we can pass the continuity in the infinite sum. Moreover, since ZΓpt; pq

is a centered Gaussian random variable, its distribution is determined by Ψpt; pq. Thus for a

sequence ttnun which converges to t, we have that as nÑ8,

ZΓptn; pq
d
ÝÑ ZΓpt; pq. (27)

Then we can use the Skorokhod representation theorem, which shows that one can change the
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probability space where all the random variables are well defined and all the convergence results

of Theorem 3.8, Lemma 3.7, Lemma 3.3 (τ‹n Ñ t‹) and (27) hold almost surely. Taking t “ τ‹n
and t0 “ t‹, we obtain by Lemma 3.7 and by continuity of ZW that

Wnpτ
‹
n; pq “ n pf

pnq
W pτ‹n; pq ` n1{2ZW pτ‹n ^ t‹; pq ` opn1{2q

“ n pf
pnq
W pτ‹n; pq ` n1{2ZW pt‹; pq ` opn1{2q.

Since Wnpτ
‹
n; pq “ ´1, then

pf
pnq
W pτ‹n; pq “ ´n´1{2ZW

`

t‹; pq ` opn´1{2
˘

.

Since, as nÑ8, τ‹n Ñ t‹ and t‹n Ñ t‹ hold a.s., there exists some ξn in the interval between

t‹n and τ‹n such that ξn Ñ t‹. Further, as nÑ8,

p pf
pnq
W q1pξn; pq Ñ pf 1W pt

‹; pq “ ´z‹ppqαppq.

It follows then by Mean-Value theorem that

pf
pnq
W pτ‹n; pq “ pf

pnq
W pτ‹n; pq ´ pf

pnq
W pt‹n; pq “ p pf

pnq
W q1pξnqpτ

‹
n ´ t

‹
nq “ p´z

‹ppqαppq ` op1qqpτ‹n ´ t
‹
nq.

Hence we have

τ‹n ´ t
‹
n “

´

´
1

z‹ppqαppq
` op1q

¯

pf
pnq
W pτ‹n; pq “ n´1{2 1

z‹ppqαppq
pZW pt

‹; pq ` op1qq. (28)

On the other hand, it follows by Theorem 3.8 that

n´1{2Γnpτ
‹
n; pq “ n1{2

pf
pnq
Γ pτ‹n; pq ` ZΓpτ

‹
n ^ t

‹; pq ` op1q.

Since, as nÑ8, τ‹n ^ t
‹ Ñ t‹ a.s., we obtain that a.s. ZΓptnq Ñ ZΓpt; pq. It then follows that,

for some ξ1n Ñ t‹ as nÑ8, that

n´1{2Γnpτ
‹
n; pq “ n1{2

pf
pnq
Γ pτ‹n; pq ` ZΓpt

‹; pq ` op1q

“ n1{2
pf
pnq
Γ pτ‹n; pq ` n1{2p pf

pnq
Γ q1pξ1n; pqpτ‹n ´ t

‹
nq ` ZΓpt

‹; pq ` op1q.

Then by plugging (28) into the above formula and some simplification, it follows that

n´1{2Γnpτ
‹
n; pq “ n1{2f

pnq
Γ pz‹n; pq ´

f 1Γpz
‹; pq

α
ZW pt‹; pq ` ZΓpt

‹; pq ` op1q.

This completes the proof of Theorem 3.10.

5.7 Proof of Theorem 3.11

The case z‹ppq “ 0 is a direct consequent of point piq of Theorem 3.10, since f is continu-

ous. Consider now the case when z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“

f1
W pz

‹ppq; pq ą 0. We have by Theorem 3.10 that Γnpτ
‹
n; pq is asymptotic normal

n1{2pΓnpτ
‹
n; pq{n´ f

pnq
Γ pz‹n; pqq

d
ÝÑ ZΓpt

‹; pq ´ αppq´1f 1Γpz
‹; pqZW pt‹; pq. (29)
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Since for any fixed p P rpmin, p0s, f
pnq
W pz; pq converges to fW pz; pq uniformly on r0, 1s, we have

that z‹nppq Ñ z‹ppq as n Ñ 8 in probability. Moreover, by continuity of fΓ and f
pnq
Γ for all n

and the uniformly convergence of f
pnq
Γ p¨; pq to fΓp¨; pq for any fixed p, we can conclude that

f
pnq
Γ pz‹n; pq Ñ fΓpz

‹; pq

in probability for any p P rpmin, p0s.

Since the inverse demand function g is in C1 by Assumption 1, we have

g1
`

f
pnq
Γ pz‹n; pq

˘ p
ÝÑ g1

`

fΓpz
‹; pq

˘

.

By the mean-value theorem, there exists some ξn between Γnpτ
‹
n; pq{n and f

pnq
Γ pz‹n; pq such that

gpΓnpτ
‹
n; pq{nq ´ g

`

f
pnq
Γ pz‹n; pq

˘

“ g1pξnqpΓnppq{n´ f
pnq
Γ pz‹n; pqq. (30)

Note that Γnpτ
‹
n; pq{n

p
ÝÑ fΓpz

‹; pq, thus we also have

g1pξnq
p
ÝÑ g1

`

fΓpz
‹; pq

˘

.

Multiplying both side of (30) by n1{2 gives

n1{2
`

hpΓnpτ
‹
n; pq{nq ´ gpf

pnq
Γ pz‹n; pqq

˘

“ n1{2g1pξnqpΓnpτ
‹
n; pq{n´ f

pnq
Γ pz‹n; pqq.

Then by the asymptotic normality in (42) and Slutsky’s theorem we have finally

n1{2pκnppq ´ gpf
pnq
Γ pz‹n; pqqq

d
ÝÑ g1pfΓpz

‹; pqq
`

ZΓpt
‹; pq ´ α´1f1

Γpz
‹; pqZW pt‹; pq

˘

.

This completes the proof of Theorem 3.11.

5.8 Proof of Theorem 3.12

We first state a lemma which will be used in the proof of Theorem 3.12. Let us define

φppq :“ p´ g ˝ fΓpz
‹ppq; pq and φnppq :“ p´ g ˝ f

pnq
Γ pz‹nppq; pq.

Lemma 5.4. Under Assumption 3 and Assumption 4, the following holds:

(a) For any fixed p P ppmin, p0q, if z‹ppq “ 0 or z‹ppq P p0, 1q and αppq ą 0, then there

exists some small δ ą 0 and N large enough, such that z‹p¨q and all z‹np¨q for n ą N are

continuous on the interval pp´ δ, p` δq;

(b) For p P tpmin, p0u, with the same conditions as in (a), the continuities hold but on a

semi-interval rpmin, pmin ` δq for p “ pmin and pp0 ´ δ, p0s for p “ p0.

(c) If p̄ is a stable fixed point solution, then under the same conditions as in (a), we have that,

for N large enough, p̄ and all tp̄n, n ą Nu are continuity points of φ and φn, respectively.

Moreover, as nÑ8, p̄n Ñ p̄.

For the sake of readability, we postpone the proof of lemma to the end of this section. We

now proceed with the proof of Theorem 3.12.
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The first point, when z‹pp̄q “ 0 and p̄ is a stable solution, has been covered in Theorem 3.6.

We now consider the second point, when z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e.,

αpp̄q :“ f1
W pz

‹; p̄q ą 0, and p̄ is a stable solution of Equation (8).

By Lemma 5.4, we know that, for n large enough, p̄n exists and converges to p̄ as n Ñ 8.

Moreover, by Theorem 3.11, we have that as nÑ8,

Φnppq
d
ÝÑ ZV ppq.

ZV ppq is a centered Gaussian random variable, and its distribution is determined uniquely by

its variance. By the analysis in the proof of Theorem 3.10, the variance function of ZΓpt; pq

is continuous in p. By similar arguments, the variance function of ZW is also continuous in p.

Then by Cauchy-Schwarz inequality, we can control the covariance between ZΓ and ZW by their

variances. Thus the variance function of ZV ppq is continuous in p. We therefore have that

ZV ppnq
d
ÝÑ ZV ppq, (31)

for any sequence tpnun which converges to p as nÑ8.

We next take advantage of the Skorokhod representation theorem which shows that one

can change the probability space where all the random variables are well defined and, all the

convergence results of Theorem 3.11, the convergence in probability p‹n Ñ p̄ and (31) hold a.s..

Then we can write

Φnpp
‹
nq “ φnpp

‹
nq ` n

´1{2ZV pp‹nq ` opn´1{2q

“ φnpp
‹
nq ` n

´1{2ZV pp̄q ` opn´1{2q,
(32)

where the second equality follows from ZV pp‹nq Ñ ZV pp̄q a.s.. From Φnpp
‹
nq “ 0, we have

φnpp
‹
nq “ ´n

´1{2ZV pp̄q ` opn´1{2q. (33)

Moreover, as nÑ8, we have a.s. p‹n Ñ p̄ and p̄n Ñ p̄. Combining the continuity of f
pnq
Γ and

the local continuity of z‹p¨q, we have that both f
pnq
Γ pz‹npp

‹
nq; p

‹
nq and f

pnq
Γ pz‹npp̄nq; p̄nq converge

a.s. to fΓpz
‹pp̄q, p̄q.

Thus, by the Mean-Value theorem, there exists some sequence tξnu with ξn Ñ fΓpz
‹pp̄q; p̄q

a.s. in the interval between f
pnq
Γ pz‹npp

‹
nq; p

‹
nq and f

pnq
Γ pz‹npp̄nq; p̄nq such that

g
`

f
pnq
Γ pz‹npp

‹
nq; p

‹
nq
˘

´ g
`

f
pnq
Γ pz‹npp̄nq; p̄nq

˘

“ g1pξnqpf
pnq
Γ pz‹npp

‹
nq; p

‹
nq ´ f

pnq
Γ pz‹npp̄nq; p̄nqq. (34)

We next analyze f
pnq
Γ pz‹npp

‹
nq; p

‹
nq´f

pnq
Γ pz‹npp̄nq; p̄nq. By the Mean-Value theorem and Lemma 5.4,

there exists a sequence tξznu and tξpnu with ξzn Ñ z‹pp̄q a.s and ξpn Ñ p̄ a.s. such that

f
pnq
Γ pz‹npp

‹
nq; p

‹
nq´f

pnq
Γ pz‹npp̄nq; p̄nq “ f

1,pnq
Γ pξzn; p‹nqpz

‹
npp

‹
nq´z

‹
npp̄nqq`f

2,pnq
Γ pz‹npp̄nq; ξ

p
nqpp

‹
n´ p̄nq.

(35)

It only remains to analyze z‹npp
‹
nq ´ z

‹
npp̄nq. Notice that, by definition, f

pnq
W pz‹nppq; pq “ 0 for

any p P rpmin, p0s. By using again the Mean-Value theorem, we have the following two relations

´f
pnq
W pz‹npp̄nq; p

‹
nq “ f

pnq
W pz‹npp

‹
nq; p

‹
nq ´ f

pnq
W pz‹npp̄nq; p

‹
nq “ f

1,pnq
W pαzn; p‹nqpz

‹
npp

‹
nq ´ z

‹
npp̄nqq,
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and,

f
pnq
W pz‹npp̄nq; p

‹
nq “ f

pnq
W pz‹npp̄nq; p

‹
nq ´ f

pnq
W pz‹npp̄n; p̄nq “ f

2,pnq
W pz‹npp̄nq;α

p
nqpp

‹
n ´ p̄nq,

where αzn Ñ z‹pp̄q a.s. and αpn Ñ p̄ a.s. as nÑ8. Then by above two equations we have

z‹npp
‹
nq ´ z

‹
npp̄nq “ ´pf

1,pnq
W pαzn; p‹nqq

´1f
2,pnq
W pz‹npp̄nq;α

p
nqpp

‹
n ´ p̄nq. (36)

Now combine (34), (35) and (36) and by Remark 3.9, we conclude that

φnpp
‹
nq “ φnpp

‹
nq ´ φnpp̄nq

“ p‹n ´ p̄n ´ pgpfΓpz
‹pp̄q; p̄q ` op1qqrpf1

Γpz
‹pp̄q; p̄q ` op1qq

p´pf1
W pz

‹pp̄q; p̄q´1f2
W pz

‹pp̄q; p̄q ` op1qq ` pf2
Γpz

‹pp̄q; p̄q ` op1qqspp‹n ´ p̄nq

“ pρ` op1qqpp‹n ´ p̄nq.

Hence combining with (33), we finally obtain

p‹n ´ p̄n “
´1

ρ
` op1q

¯

φnpp
‹
nq “ ´n

´1{2 1

ρ
ZV pp̄q ` opn´1{2q.

This completes the proof of Theorem 3.12.

At the present we are only left to prove Lemma 5.4.

Proof of Lemma 5.4. From the definition of the threshold distribution, q
pnq
x pθ; pq are (stochas-

tically) non-decreasing on p for every px, θq and every n. Thus, for an increasing sequence

pn converging to some p P rpmin, p0s, we can show that for any fixed z P r0, 1s, the sequence

tfW pz; pnqun is monotone and converges to fW pz; pq. In addition, fW pz; pq and f
pnq
W pz; pq are

continuous on z for all n. It therefore follows by Dini’s theorem that tfW p¨; pnqun converges

uniformly to fW pz; pq on r0, 1s. Hence the largest root z‹ppnq must also converge to z‹ppq.

The same argument for a decreasing sequence pn gives the same uniform convergence. Thus

tfW p¨; pnqun converges uniformly to fW p¨; pq for any sequence converging to p.

If z‹ppq “ 0 or z‹ppq P p0, 1q and αppq ą 0, then for some ε ă δ small enough, we have

fW pz
‹ppq ` ε; pq ą 0 and fW pz

‹ppq ´ ε; pq ă 0. Then for n large enough, it follows that

fW pz
‹ppq`ε; pnq ą 0 and fW pz

‹ppq´ε; pnq ă 0. We therefore have z‹ppnq P pz
‹ppq´ε, z‹ppq`εq,

and ε can be arbitrarily small, thus z‹ppnq Ñ z‹ppq as pn Ñ p. If z‹ppq “ 0, we have for some

ε ą 0 that fW pz; pq ą 0 for all z ě ε. By the uniform convergence of pn to p, for n large enough,

we also have fW pz; pnq ą 0 for z ě ε. Thus z‹ppnq P r0, εq. Taking ε arbitrarily small, we

conclude that z‹ppnq Ñ z‹ppq as pn Ñ p. This continuity holds on a small interval pp´ δ, p` δq

for some δ small enough. A similar argument gives the same conclusion for the point (b).

It is also clear that for any fixed p, f
pnq
W pz; pq converges to fW pz; pq point wisely on z. Since

for any z P r0, 1s,

f
pnq
W pz; pq ď λpnq `

ÿ

xPX
µpnqx d´x

”

d`x
ÿ

θ“1

qpnqx pθ; pq ` qpnqx p8; pq
ı

,

by Assumption 4 and applying dominated convergence theorem, we have further that f
pnq
W pz; pq
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converges to fW pz; pq uniformly on z in r0, 1s. The same argument applied to f
pnq
Γ can give us

the uniform convergence of f
pnq
Γ to fΓ on z. By the uniform convergence of f

pnq
W to fW , it is

obvious that we can choose ε ă δ such that the local continuity of z‹p¨q and of all z‹np¨q hold on

pp̄´ ε, p̄` εq for n large enough. This completes the proof of point paq and (b).

We next proceed with the proof of point (c) of the lemma. We first prove the local continuity

of φ on an interval where we assume that z‹p¨q is continuous on p. Recall that X`s is the

collection of all characteristics x P X with the in-degree d`x ě s. Since all ¯̀
x,θppq and qxpθ; pq

are continuous on p, we have that for any fixed s P Z`, the partial sum

ÿ

xPX zX`s

d`x
ÿ

θ“1

¯̀
x,θppqfx,θpz

‹
n; pq

is continuous on p. On the other hand, we have fx,θpz
‹; pq ď d`x µxqxpθ; pq. Let C be a common

upper bound for all ¯̀
x,θ. We thus have that

ÿ

xPX`s

d`x
ÿ

θ“1

¯̀
x,θppqfx,θpz

‹
n; pq ď C

ÿ

xPX`s

d`x µx,

which goes to zero as sÑ8 by Assumption 4. Hence fΓpz
‹; pq is continuous on p and combining

with the continuity of the inverse demand function g, it follows that φppq is continuous on p.

The same argument for φn also leads to the continuity of φn on p, given the continuity of z‹np¨q.

We next prove the case where p̄ P ppmin, p0q and there exists some small ε ą 0 such that

φpp̄ ` εq ą 0 and φpp̄ ´ εq ă 0. Notice that φn converges uniformly to φ since f
pnq
Γ pz‹nppq; pq

converges uniformly to fΓpz
‹ppq; pq on rpmin, p0s. So we have that for some n large enough,

φnpp̄ ` εq ą 0 and φnpp̄ ´ εq ă 0. We can choose ε ă δ such that the local continuity of z‹p¨q

and all z‹np¨q hold on pp̄´ ε, p̄` εq. By taking ε arbitrarily small, we can conclude that p̄n Ñ p̄

as n Ñ 8. A similar argument gives the conclusion for p̄ “ pmin. This completes the proof of

Lemma 5.4.

6 Concluding Remarks

We have proposed a stochastic framework for quantifying the impact of a macroeconomic shock

on the resilience of a banking network to fire sales and insolvency cascades. Our limit theorems

provide quantitative evidence for the importance of fire sales and indirect contagion in the

financial system. We have quantified how price mediated contagion across institutions with

common asset holding could worsen cascades of insolvencies in a heterogeneous financial network,

during a financial crisis. Under suitable assumptions on the degree and threshold distributions,

we have shown that the default cascade model could be transferred to a death process problem

represented by balls-and-bins model. This allows us to provide the limit theorems for a dynamic

default cascade process with fire sales. We have stated various limit theorems regarding the total

sold shares and the equilibrium price of illiquid assets in a stylized fire sales model. In particular,

the equilibrium prices of illiquid assets has asymptotically Gaussian fluctuations.

In our numerical experiments, we have investigated the effect of heterogeneity in network

structure and price impact function on the final size of default cascade and fire sales loss. For a
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regular financial network, we found that for a small shock, the high connectivity network is more

resilient, but once the shock is large enough, the default propagates to a larger fraction through

its higher connectivity. On the other hand, the fire sales loss in the two financial networks with

high and low connectivity are very close to each other. We also found that the financial networks

with a higher heterogeneity may have a smaller critical value for the shock beyond which a large

fraction of institutions default, both with and without fire sales. On the other hand, for the

smaller shocks, the most heterogeneous network could be the least resilient.

Our theoretical analysis sheds light on several aspects related to financial stability and sys-

temic risk. A financial network is acceptable if it does not allow for large cascades for a set of

stress scenarios in which certain characteristics, such as capital or liquidity reserves are stressed.

Higher capital requirements could be imposed on the financial institutions, depending on their

types, to ensure that the danger of phase transitions as detailed above is avoided. Moreover, the

closed form interpretable limit theorems that we provide in a heterogeneous financial network

could serve as a mandate for regulators to collect data on those specific network characteristics

and assess systemic risk via more intensive computational methods.

Several directions emerge from the current study. In particular, we have assumed in this

paper an exogenous inverse demand function. A much more challenging extension of the model

is to endogenize the demand function, or to endogenize the financial network payments. We

leave these and some related issues for a future work.
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A Some Auxiliary Lemmas

We first provide (under some regularity conditions) a central limit theorem for functions which

could be written as Ynptq :“
řtXnptqu
i“1 Gi, where Xnptq is a non-decreasing stochastic process

satisfying Xnptq “ Opnq for all t ą 0 and
 

Gi
(

iě1
are i.i.d. positive bounded random variables

with mean g and variance σ2.

Lemma A.1. Using the notations above and for fixed t ą 0, if Xnptq :“ fnptqn ` Vn1{2 with

pfnptqq
8
n“1 a positive sequence converging to fptq, and V a bounded real-valued random variable,

then as nÑ8, conditioned on tV “ xu for some x on supppVq, we have

´Ynptq ´ gXnptq
a

nfptqσ
| V “ x

¯

d
ÝÑ N p0, 1q.

Proof. Conditioned on the event tV “ xu, Xnptq “ fnptqn`xn
1{2 which is non-random. Hence,

by standard central limit theorem (CLT), we have

´ Ynptq ´ gtXnptqu
a

tnfnptq ` xn1{2uσ
|V “ x

¯

d
ÝÑ N p0, 1q.

Further, we have the decomposition

Ynptq ´ gXnptq
a

nfptqσ
“

a

tnfnptq ` xn1{2u
a

nfptq
�

Ynptq ´ gtXnptqu
a

tnfnptq ` xn1{2uσ
`
gtXnptqu´ gXnptq

a

nfptqσ

“

b

1`Opn´1{2q
Ynptq ´ gtXnptqu
a

tnfptq ` xn1{2uσ
`Opn´1{2q.

It follows thus by Slutsky’s theorem that as nÑ8,

´Ynptq ´ gXnptq
a

nfptqσ
|V “ x

¯

d
ÝÑ N p0, 1q.

Using the above lemma, we prove the following proposition.

Proposition A.2. Using the notations above and for fixed t ą 0, let Xnptq :“ fnptqn` Vnn1{2

with
 

fnptq
(8

n“1
a positive sequence converging to fptq and Vn a sequence of random variables

which converges to a Gaussian random variable V ∼ N p0, υ2q in distribution. Then we have, as

nÑ8,
Ynptq ´ ngfnptq

a

npfptqσ2 ` υ2g2q

d
ÝÑ N p0, 1q.

Proof. We first consider the following integration

Apz; pq :“

ż 8

´8

1

2π
a

fptqσr
exp

"

´
u2

2υ2
´
pz ´ guq2

2fptqσ2

*

du. (37)

Let us denote by a :“ υ2g2 ` fptqσ2. Then by a change of variable y “
?
a

rσ
?
fptq

u´ rgz

σ
?
afptq

, we
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obtain

Apz; pq “
1

2π
a

fptqσr

ż 8

´8

exp

"

´
1

2fptqσ2υ2
pfptqσ2u2 ` z2υ2 ´ 2gzuυ2 ` υ2g2u2q

*

du

“
1

2π
a

fptqσr

ż 8

´8

exp

"

´
1

2fptqσ2υ2
pp
?
au´

υ2gz
?
a
q2 `

fptqσ2υ2z2

a
q

*

du

“
1

2π
a

fptqσr
e´

z2

2a

ż 8

´8

rσ
a

fptq
?
a

e´
y2

2 dy

“
1

?
2πa

e´
z2

2a .

On the other hand, define a function

hzpxq :“
1

a

2πfptqσ
exp

"

´
pz ´ gxq2

2fptqσ2

*

,

which is continuous and bounded. Thus by Vn
d
ÝÑ V, we have (as nÑ8)

Anpz; pq :“ ErhzpVnqs ÝÑ ErhzpVqs “ Apz; pq.

We denote

Znptq :“
Ynptq ´ ngfnptq

?
n

,

and let Zptq be a random variable with distribution

Zptq ∼ N p0, σ2fptqq.

Let further µn be the probability measure of Vn and µ be that of V. For convenience, we also

denote by

ΦxpBq :“ PpZptq ´ gx P Bq,

and

GVnpB|xq :“ PpZnptq P B|Vn “ xq.

Then for any Borel set B Ă R, we have

ˇ

ˇPpZptq P Bq ´ PpZnptq P Bq
ˇ

ˇ “
ˇ

ˇ

ż

R
ΦxpBqdµpxq ´

ż

R
GVnpB|xqdµnpxq

ˇ

ˇ

ď2ε`
ˇ

ˇ

ż

r´K,Ks

GVnpB|xqdµnpxq ´

ż

r´K,Ks

ΦxpBqdµnpxq
ˇ

ˇ

`
ˇ

ˇ

ż

R
ΦxpBqdµnpxq ´

ż

R
ΦxpBqdµpxq

ˇ

ˇ,

where we take K large enough such that
ş

Rzr´K,Ks 1dµnpxq ď ε, uniformly on n.

Next we check the right hand side of the above inequality term by term. For the second

term, we have
ˇ

ˇ

ż

r´K,Ks

GVnpB|xqdµnpxq ´

ż

r´K,Ks

ΦxpBqdµnpxq
ˇ

ˇÑ 0.
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Since any Borel set is a continuity set of Gaussian distribution, for every x P supppVnqXr´K,Ks,
GVnpB|xq Ñ ΦxpBq by Lemma A.1. Then the result follows by the dominant convergence

theorem.

For the third term, we have

ˇ

ˇ

ż

R
ΦxpBqdµnpxq ´

ż

R
ΦxpBqdµpxq

ˇ

ˇ ď

ż

B

|ErhzpVnqs ´ ErhzpVqs|dz

ď

ż

R
|Anpz; pq ´Apz; pq|dz Ñ 0,

where the first inequality follows by Fubini’s theorem and the third line is by Scheffé’s lemma

since
ş

RAnpz; pqdz “
ş

RApz; pqdz “ 1 and Anpz; pq Ñ Apz; pq for every z P R.

Since we can choose ε is arbitrarly, we finally get for any borel set B P R,

PpZnptq P Bq Ñ
ż

B

Apz; pqdz.

On the other hand, since Apz; pq is the density of N p0, aq and all Borel sets are continuity set of

N p0, aq, it follows that Znptq
d
ÝÑ N p0, aq, which is equivalent to the statement of proposition.

The proof is complete.

B Extension to Multiple Illiquid Assets

In this section we extend our model to the financial network setup with multiple types of illiquid

assets. We next state central limit theorems for default cascade with fire sales in this setup.

B.1 Model

We consider K different illiquid assets rKs :“ t1, 2, . . . ,Ku. Every institution holds a portfolio

of illiquid assets γi “ pγi,1, . . . , γi,Kq
T . We denote the average assets holdings by the vector

γ̄ “ pγ̄1, . . . , γ̄Kq
T .

For the initial price vector p0 “ pp0,1, . . . , p0,Kq
T of the illiquid assets and given pmin :“

ppmin,1, . . . , pmin,Kq
T ď p0, we assume that there exists an exogenously given positive continuous

inverse demand function for the multiple illiquid assets

g :“ pg1, . . . , gKq
T : r0, γ̄s Ñ rpmin,p0s,

with gk : r0, γ̄ks Ñ rpmin,k, p0,ks, which satisfies Assumption 1, i.e.,

(i) gp0q “ p0 (in absence of liquidations the price is given exogenously by p0).

(ii) For all k P rKs, gkpxq P C1 and it is a non-increasing function of x P r0, γ̄ks (the price is

non-increasing with the average excess supply x).

(iii) gpγ̄q “ pmin ą 0 (the price when the total illiquid asset holdings of the banks are sold is

bounded from below by pmin ą 0).

Similarly, for a given shock scenario ε “ pε1, . . . , εnq P r0, 1s
n and a given price p P RK` of the

illiquid asset, we say that the bank i is p-fundamentally insolvent if its capital, after the shock
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and under price p of illiquid assets, is negative. We let the set of p-fundamental defaults

D0pε;pq “ ti P rns : cipεi;pq ă 0u.

We next systemically replace p by p for all definitions and assumptions of Section 2 and

Section 3. In particular, for a given price p, the default threshold distribution is now qxpθ;pq

for all x P X and θ P t1, . . . , d`x u Y t8u.

For each asset k P rKs, we let
 

L
piq
x,θ,kppq

(8

i“1
be i.i.d. positive bounded random variables

with common distribution Fx,θ,kp.; pq, which has expectation ¯̀
x,θ,kppq and variance ς2x,θ,kppq

under price p P rpmin, p0s for illiquid asset, for all x P X and θ P t1, . . . , d`x u Y t8u.

Similarly to Assumption 4, we assume that the mean ¯̀
x,θ,kppq and variance ς2x,θ,kppq of sold

shares for each liquidation are both continuous on p (on each pk), for all x P X and θ.

We recall that L
piq
x,θ,kppq denotes the units of k-th illiquid asset sold at i-th incoming default

to institutions with type x and threshold θ. Further, L
piq
x,8,kppq denotes the units of k-th illiquid

asset sold at i-th incoming default to institutions with type x who never defaults.

For k P rKs, the total sold shares of k-th illiquid asset at time t is given by (for price p)

Γ
pnq
k pt; pq :“

ÿ

xPX

´

γ̄x,kD
pnq
x,0ppq `

d`x
ÿ

θ“1

Y
pnq
x,θ,kpt; pq,`Y

pnq
x,8,kpt; pq

¯

, (38)

where

Y
pnq
x,θ,kpt; pq :“

I
pnq
x,θ pt;pq
ÿ

i“1

L
piq
x,θ,kppq and Y

pnq
x,8,kpt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1

L
piq
x,8,kppq. (39)

The final shares of illiquid assets which have been sold under price p will be

Γpnqpτ‹nppq; pq “
`

Γ
pnq
1 pτ‹nppq; pq, . . . ,Γ

pnq
K pτ‹nppq; pq

˘T
,

where Γ
pnq
k pτ‹nppq; pq denotes the final sold shares of illiquid asset k under price p.

We next set the prices given by inverse demand function as

κnppq :“ gpΓpnqpτ‹nppq; pq{nq.

Similarly, we define the equilibrium prices of the illiquid assets as

p‹n “ sup
 

p P rpmin; p0s : p ď κnppq
(

, (40)

where we take the supremum according to the K-dimensional Euclidean distance from 0.

B.2 Central Limit Theorems

In this section, we discuss how our central limit theorem results of Section 3.2 could be extended

to the case of multiple illiquid assets in financial system. It would be then easy to extend the

other limit theorems (law of large numbers) for this setup.
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For each asset k P rKs and z P r0, 1s, we define

fΓ,kpz; pq :“
ÿ

xPX
µx

´

γ̄x,kqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θ,kppqfx,θ,kpz; pq ` ¯̀

x,8,kppqfx,8,kpz; pq
¯

,

f
pnq
Γ,k pz; pq :“

ÿ

xPX
µpnqx

´

γ̄x,kq
pnq
x p0; pq `

d`x
ÿ

θ“1

¯̀
x,θ,kppqf

pnq
x,θ,kpz; pq `

¯̀
x,8,kppqf

pnq
x,8,kpz; pq

¯

,

where

fx,θpz; pq :“ µxqxpθ; pq
`

θ ´

d`x
ÿ

`“d`x´θ`1

βpd`x , z, `q
˘

, fx,8pz; pq :“ p1´ zqµxqxp8; pqd`x ,

f
pnq
x,θ pz; pq :“ µpnqx qpnqx pθ; pq

`

θ ´

d`x
ÿ

`“d`x´θ`1

βpd`x , z, `q
˘

, f
pnq
x,8pz; pq :“ p1´ zqµpnqx qpnqx p8; pqd`x .

We also set the vectors

fΓpz; pq “
`

fΓ,1pz; pq, . . . , fΓ,Kpz; pq
˘T

and f
pnq
Γ pz; pq “

`

f
pnq
Γ,1 pz; pq, . . . , f

pnq
Γ,Kpz; pq

˘T
.

Note that for any k P rKs, the total sold shares for asset k, i.e., Γ
pnq
k , has the same shape as

that of Γn in the uni-asset case. Hence, it is not hard to generalize our limit theorem on Γn in

Section 3.2 to the multi-type case under the same assumptions. In particular, the following two

theorems hold (under Assumption 5b for degree sequences), by systematically replacing p by p

and considering each asset separately.

Theorem B.1. Let τn ď τ‹nppq be a stopping time such that τn
p
ÝÑ t0 for some t0 ą 0. Then

for any fixed k P rKs; p P rpmin; p0s and t ą 0, as nÑ8,

n´1{2pΓ
pnq
k pt^ τn; pq ´ n pf

pnq
Γ,k pt^ τn; pqq

d
ÝÑ ZΓ,kpt^ t0; pq, (41)

where ZΓ,kpt; pq is a Gaussian random variable with mean 0 and variance

Ψkpt; pq :“ VarpZΓ,kpt; pqq,

where the form of Ψkpt; pq is given by (44).

We also have the following theorem for the asymptotic normality of the final total sold shares.

Theorem B.2. Let t‹ppq :“ ´ ln z‹ppq. For any fixed p P rpmin; p0s, as nÑ8, the final total

sold shares for asset k P rKs satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and (as nÑ8)

Γ
pnq
k pτ‹n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄x,kqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θ,kppqθqxpθ; pq

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz

‹ppq; pq ą 0, then

n´1{2pΓ
pnq
k pτ‹n; pq ´ nf

pnq
Γ,k pz

‹
nppq; pqq

d
ÝÑ ZΓ,kpt

‹ppq; pq ´ αppq´1f1
Γ,kpz

‹ppq; pqZW pt‹ppqq,
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where f1
Γ,k denotes the partial derivative of fΓ,k with respect to the first variate z.

We next show a central limit theorem on the price κnppq :“ gpΓpnqpτ‹nppq; pq{nq. For

convenience, we denote the vectors

ZΓpt; pq :“
`

ZΓ,1pt; pq, . . . ,ZΓ,Kpt; pq
˘T

and f1
Γpz; pq “

`

f1
Γ,1pz; pq, . . . , f

1
Γ,Kpz; pq

˘T
.

Theorem B.3. Let t‹ppq :“ ´ ln z‹ppq. For any p P rpmin; p0s fixed and as n Ñ 8, the price

κnppq given by the inverse demand function satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and

κnppq
p
ÝÑ g

´

Γ̄ppq
¯

,

where Γ̄ppq :“
`

Γ̄1ppq, . . . , Γ̄Kppq
˘T

is given by setting, for all k P rKs,

Γ̄kppq :“
ÿ

xPX
µx

`

γ̄x,kqxp0; pq `

d`x
ÿ

θ“1

¯̀
x,θ,kppqθqxpθ; pq

˘

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz

‹ppq; pq ą 0, then

n´1{2pκnppq´gpf
pnq
Γ pz‹ppq; pqq

d
ÝÑ Jg

`

fΓpz
‹ppq; pq

˘

”

ZΓpt
‹ppq; pq´αppq´1f1

Γpz
‹ppq; pqZW pt‹ppq; pq

ı

,

where Jg is the Jacobian matrix of g.

The proof of the above theorem is provided in Section B.3.

We could now state a central limit theorem for the equilibrium price after shock, defined by

Equation (40). Let us define

p̄ :“ sup
 

p P rpmin,p0s : p ď gpfΓpz
‹ppq; pq

(

,

and correspondingly for the network of size n, we set

p̄n :“ sup
 

p P rpmin,p0s : p ď gpf
pnq
Γ pz‹ppq; pq

(

,

We say that p̄ is a stable fixed point solution if either p “ pmin or, p P ppmin; p0s and there

exists some ε ą 0 such that p ă gpfΓpz
‹ppq; pq for all p P pp̄´ ε; p̄q.

We define some notations here. Let ∇f be the row vector of the gradient of f . Further,

for any function fpz; pq and k “ 1, . . . ,K ` 1, we define the notation fkpz; pq be the partial

derivative with respect to the k-th variate (z or pk´1).

Theorem B.4. As nÑ8, the equilibrium price satisfy:

(i) If z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price converges to p‹n
p
ÝÑ p̄

and p̄ is the largest solution of the fixed point equation

p “ gpΓ̄ppqq,

where Γ̄pp̄q is the same vector as defined in Theorem B.3.
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(ii) If z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“ f1
W pz

‹pp̄q; p̄q ą 0, and

p̄ is a stable fixed point solution in ppmin; p0q, then

n´1{2pp‹n ´ p̄nq
d
ÝÑ ´pIKˆK ´A ¨Bq´1ZV pp̄q,

if the matrix IKˆK ´A ¨ B is non-singular, where IKˆK is the K ˆ K identity matrix,

A “ Jg

`

fΓpz
‹ppq; pq

˘

is the Jacobian matrix, B is also a K ˆK matrix with entry

Bij :“ ´f1
Γ,ipz

‹pp̄q; p̄qαpp̄q´1f j`1
W pz‹pp̄q; p̄q ` f j`1

Γ,i pz
‹pp̄q; p̄q

for all i, j P rKs, and ZV pp̄q :“
`

ZV,1pp̄q, . . . ,ZV,Kpp̄q
˘T

with (for k P rKs)

ZV,kpp̄q :“ ´∇gkpfΓpz‹pp̄q; p̄qq
´

ZΓ,kpt
‹pp̄q; p̄q ´ αpp̄q´1f1

Γ,kpz
‹pp̄q; p̄qZW pt‹pp̄q; p̄q

¯

is a centered Gaussian random variable with mean 0.

The proof of the above theorem is provided in Section B.4.

B.3 Proof of Theorem B.3

The case z‹ppq “ 0 is a direct consequent of point piq of Theorem B.2, since for all k P rKs,

gk is continuous. Consider now the case when z‹ppq P p0, 1s and z‹ppq is a stable solution,

i.e., αppq :“ f1
W pz

‹ppq; pq ą 0. Since the liquidations are independent for different types of

assets, we have as a consequent of point piiq of Theorem 3.10 that for all k P rKs, Γ
pnq
k pτ‹n; pq is

asymptotically normal and

n1{2pΓ
pnq
k pτ‹n; pq{n´ f

pnq
Γ,k pz

‹
n; pqq

d
ÝÑ Zkpt‹; pq ´ α´1f 1Γ,kpz

‹; pqZW pt‹; pq. (42)

By a similar argument, we have that z‹nppq Ñ z‹ppq in probability and, for all k P rKs,

f
pnq
Γ,k pz

‹
n; pq

p
ÝÑ fΓ,kpz

‹; pq,

as nÑ 8, for any fixed p P rpmin,p0s. Further, since the inverse demand function g is C1, we

have for all k P rKs, as nÑ8,

g1k ˝ f
pnq
Γ,k pz

‹
n; pq

p
ÝÑ g1k ˝ fΓ,kpz

‹; pq.

Hence, using again the Mean-Value theorem, we have for all k P rKs, there exists some Ξk,n :“

pξ
p1q
k,n, . . . , ξ

pKq
k,n q converging to fΓpz

‹; pq “ pfΓ,1pz
‹; pq, . . . , fΓ,Kpz

‹; pqq such that

gkpΓ
pnqpτ‹n; pq{nq ´ gkpf

pnq
Γ pz‹n; pqq “ ∇gkpΞk,nq ¨ pΓ

pnqpτ‹n; pq{n´ f
pnq
Γ pz‹n; pqq. (43)

Multiply both side of (43) by n1{2, we obtain

n1{2gkpΓ
pnqpτ‹n; pq{nq ´ gkp

pnq
Γ pz‹n; pqq “ n1{2∇gkpΞk,nq ¨ pΓ

pnqpτ‹n; pq{n´ f
pnq
Γ pz‹n; pqq.

Then by the asymptotic normality of point piiq in theorem B.2, we can generalize to our multi-

dimensional case. The random vector n1{2pΓpnqppq{n´ f
pnq
Γ pz‹n,pqq converges in distribution to

55

Electronic copy available at: https://ssrn.com/abstract=3935450



a centered Gaussian vector Zendppq :“ pZp1qendppq, . . . ,Z
pKq
end ppqq

T , where

Zpkqendppq :“ ZΓ,kpt
‹; pq ´ α´1f1

Γ,kpz
‹; pqZW pt‹; pq.

Then combining Slutsky’s theorem, we have finally for all k P rKs, as nÑ8,

n1{2pκpkqn ppq ´ gkpf
pnq
Γ pz‹n,pqqq

d
ÝÑ ∇gkpfΓpz‹; pqq ¨Zendppq.

This completes the proof of Theorem B.3.

B.4 Proof of Theorem B.4

We first provide the variance function of ZΓ,kpt; pq. Using the same arguments as in Section 5.4,

one can show that for all k P rKs, Ψkpt; pq has the same structure as that in the uni-asset case.

By replacing the corresponding mean ¯̀
x,θ,k, variance ς2x,θ,k and γ̄x,k for each type k, we can get

the variance function for ZΓ,kpt; pq, i.e.,

Ψkpt; pq “
ÿ

xPX

`

d`x
ÿ

θ“1

Ψx,θ,kpt; pq `Ψx,8,kpt; pq ` γ̄
2
x,kψx,0,0ppq

˘

`
ÿ

xPX

d`x
ÿ

θ1,θ2“1

σIx,θ1,θ2pe
´t; pq

`
ÿ

xPX

`

2

d`x
ÿ

θ“1

σIx,θ,8pe
´t; pq ` 2

d`x
ÿ

θ“1

ψx,θ,0ppq

d`x
ÿ

s“d`x´θ`1

βpd`x , e
´t, sq

˘

`
ÿ

xPX
ψx,8,0ppq

d`x
ÿ

s“1

βpd`x , e
´t, sq,

(44)

where for all θ P t1, . . . , d`x u Y t8u

Ψx,θ,kpt; pq :“ pfx,θpt; pqς
2
x,θ,kppq `

¯̀2
x,θ,kppqσ

I
x,θ,θpe

´t; pq.

We now proceed with the proof of Theorem B.4. The case z‹ppq “ 0 is a direct generalization

of the corresponding situations in Theorem 3.12 and can be proved by a similar argument, using

Theorem B.3.

Consider now the case when z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“

f1
W pz

‹ppq; pq ą 0. First of all, Lemma 5.4 could be generalized to the multi-dimensional case

and show that p̄n Ñ p̄. Further, we also have that

ZV ppnq
d
ÝÑ ZV ppq, (45)

for any sequence tpnun converging to p as nÑ8.

Let us denote

Φpkqn ppq :“ pk ´ gkpΓ
pnqpτ‹n; pq{nq.

We use again the Skorokhod representation theorem. All the convergence results of Theorem B.3,
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p‹n Ñ p̄ and (45) hold a.s., by changing the probability space. Then we can write

Φpkqn pp‹nq “ φpkqn pp‹nq ` n
´1{2ZV,kpp‹nq ` opn´1{2q

“ φpkqn pp‹nq ` n
´1{2ZV,kpp̄q ` opn´1{2q,

(46)

where the second equality is because that we have a.s. ZV,kpp‹nq Ñ ZV,kpp̄q. Notice also that

for all k P rKs, Φ
pkq
n pp‹nq “ 0, then we have

φpkqn pp‹nq “ ´n
´1{2ZV,kpp̄q ` opn´1{2q. (47)

Next, we proceed to approximate the difference between p‹n and p̄n by the Mean-Value

theorem. The arguments are similar to the uni-asset case and, in order to avoid the repeatability,

we omit some detail and highlight the difference from the one asset situation. We denote op1q

the K-column vector of op1q. Firstly, for all k P rKs, we have

gkpf
pnq
Γ pz‹npp

‹
nq; p

‹
nqq ´ gkpf

pnq
Γ pz‹npp̄nq; p̄nqq

“ p∇gkpfΓpz‹pp̄q; p̄qq ` op1qqpf pnqΓ pz‹npp
‹
nq; p

‹
nq ´ f

pnq
Γ pz‹npp̄nq; p̄nqq.

(48)

Next we analyze f
pnq
Γ pz‹npp

‹
nq; p

‹
nq´ f

pnq
Γ pz‹npp̄nq; p̄nq. Again by the Mean-Value theorem, we

have for all k P rKs,

f
pnq
k pz‹npp

‹
nq; p

‹
nq ´ f

pnq
k pz‹npp̄nq; p̄nq “pf

1
k pz

‹pp̄q; p̄q ` op1qqpz‹npp
‹
nq ´ z

‹
npp̄nqq

` p∇p2qfkpz‹pp̄q; p̄q ` op1qq ¨ pp‹n ´ p̄nq.
(49)

We next approximate z‹npp
‹
nq´z

‹
npp̄nq. Notice that f

pnq
W pz‹nppq; pq “ 0 for any p P rpmin,p0s.

Using again the Mean-Value theorem, we have the following two equations

f
pnq
W pz‹npp

‹
nq; p

‹
nq ´ f

pnq
W pz‹npp̄nq; p

‹
nq “ f

1,pnq
W pξzn; p‹nqpz

‹
npp

‹
nq ´ z

‹
npp̄nqq,

and,

f
pnq
W pz‹npp̄nq; p

‹
nq ´ f

pnq
W pz‹npp̄nq; p̄nq “ ∇p2qf pnqW pz‹npp̄nq, ζnq ¨ pp

‹
n ´ p̄nq,

where ξzn Ñ z‹pp̄q a.s., ζn Ñ p̄ a.s. and the notation ∇p2q is defined by setting

∇p2qF pz; pq “ pF 2pz; pq, . . . , FK`1pz; pqq,

Then by the above two equations we have

z‹npp
‹
nq ´ z

‹
npp̄nq “ ´ppf

1
W pz

‹pp̄q; p̄qq´1 ` op1qqp∇p2qfW pz‹pp̄q; p̄q ` op1qq ¨ pp‹n ´ p̄nq. (50)

Now by (49) and (50), we have that for all k P rKs,

f
pnq
Γ,k pz

‹
npp

‹
nq; p

‹
nq ´ f

pnq
Γ,k pz

‹
npp̄nq; p̄nq

“ ´f1
k pz

‹pp̄q; p̄qpf1
W pz

‹pp̄q; p̄qq´1∇p2qfW pz‹pp̄q; p̄q ¨ pp‹n ´ p̄nq

`∇p2qfkpz‹pp̄q; p̄q ¨ pp‹n ´ p̄nq ` op1q ¨ pp
‹
n ´ p̄nq

“ pBk ` op1q
T qpp‹n ´ p̄nq,

(51)
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where Bk is the k-th row vector of B. Hence by (48) and (51), for all k P rKs, we can conclude

φpkqn pp‹nq “ φpkqn pp‹nq ´ φ
pkq
n pp̄nq

“ p‹pkqn ´ p̄pkqn ´ pgkpf
pnq
Γ pz‹npp

‹
nq; p

‹
nqq ´ gkpf

pnq
Γ pz‹npp̄nq; p̄nqqq

“ p‹pkqn ´ p̄pkqn ´ pAk ¨B` op1q
T qpp‹n ´ p̄nq,

where Ak is the k-th row vector of A.

Combining Equation (47), it then follows that

φnpp
‹
nq “ pIKˆK ´A ¨B´ op1KˆKqqpp

‹
n ´ p̄nq “ ´n

´1{2pZV pp̄q ` op1qq.

We therefore obtain that

n1{2pp‹n ´ p̄nq “ ´pIKˆK ´A ¨Bq´1ZV pp̄q ` op1q,

provided that the matrix IKˆK´A¨B is non-singular. This completes the proof of Theorem B.4.
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