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Abstract

We present a general tractable framework for understanding the joint impact of fire sales and
default cascades on systemic risk in complex financial networks. Our limit theorems quantify how
price mediated contagion across institutions with common asset holding could worsen cascades
of insolvencies in a heterogeneous financial network, during a financial crisis. For given prices
of illiquid assets, we show that, under some regularity assumptions, the default cascade model
could be transferred to a death process problem represented by balls-and-bins model. We model
the price impact by a given inverse demand function. We state various limit theorems regarding
the total sold shares and the equilibrium price of illiquid assets in a stylized fire sales model.
In particular, we show that the equilibrium prices of illiquid assets has asymptotically Gaussian
fluctuations. Our numerical studies investigate the effect of heterogeneity in network structure

and price impact function on the final size of default cascade and fire sales loss.
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1 Introduction

Financial institutions are interconnected in various ways. The global financial crisis of 2007-2009
has simultaneously highlighted the importance of interbank network structure and fire sales on
the amplification and transmission of initial shocks across the wider financial system.

This paper studies the joint impact of fire sales and insolvency cascades on systemic risk
in complex financial networks, during a financial crisis. Fire sales refer to situations where an
institution tries or is forced to sell a large amount of assets in a short period of time.

We consider a financial network, in which institutions hold interbank liabilities, cash, and
shares of an (or multiple) illiquid asset(s). When a firm defaults, its counterparties may sell
their illiquid assets (deleveraging) in response to losses they face by this default, which may
trigger to a lower price for these or related assets. This may lead to contagion of losses across
institutions with common asset holdings. Indeed, marking to market of institutions’ balance
sheets reinforces network contagion: lower asset prices may force other institutions to default
on their interbank liabilities. This results in an entanglement of price mediated contagion and
interbank network mediated contagion.

To deal with the partial information available on the financial network, as pointed out
in e.g., [13, 41, 52], we consider a random network approach. We reduce the dimension of the
problem by considering a classification of financial institutions according to different types. This
may be calibrated to real-world data by using machine learning techniques for classification.
In light of its tractability and interpretability, as well as its potential to be enriched with
clustering (see e.g., [32, 55]), we use the configuration model as our base probabilistic model.
The configuration model has been previously used to model the pure default cascade process in
financial networks, see e.g., [4, 5, 11, 12].

We present a general tractable framework for understanding the joint impact of fire sales and
default cascades on systemic risk in a heterogeneous financial network, subject to an exogenous
macroeconomic shock. As shown in our recent paper [4], under some regularity assumptions on
the financial network, the pure default cascade model could be transferred to a death process
problem represented by balls-and-bins model. The balls-and-bins model has been previously
used in the economic literature; see e.g., [14] for a balls-and-bins model of international trade.

We first show that our limit theorems in [4] hold for any given price of illiquid assets.
Since our model is static in nature, following [7, 26, 43], we assume that all the liquidation
happens simultaneously and instantaneously. We model the price impact by a given inverse
demand function. We state various limit theorems regarding the total sold shares and the
equilibrium price of illiquid assets in a stylized fire sales model. In particular, we show that the
equilibrium prices of illiquid assets has asymptotically Gaussian fluctuations. Our numerical
studies investigate the effect of heterogeneity in network structure and price impact function on
the final size of default cascade and fire sales loss.

Our paper is related to several strands of research in the literature.

The literature on financial networks and systemic risk is vast, see e.g., [25, 44] for two
recent surveys and references there. An extensive research in this area focuses on equilibrium
approach, to derive recovery rates from some fixed point equations [36, 37, 51]. This relies on
the assumption that all debts are instantaneously cleared, unlikely to hold during a financial
crisis. Following [5, 9, 28], we model recovery rates as given. The model could be extended to

a setup with random recovery rates satisfying some cash-flow consistency conditions as in [9].



Our work is also related to the literature on the impact of network structure and heterogeneity
on default contagion and systemic risk, see e.g., [1, 2, 6, 10, 15, 21, 40, 42, 49].

Price mediated contagion and the resulting destabilizing feedback effects have been exten-
sively studied in the literature without the inclusion of interbank liability networks, see e.g., [19,
22,24, 29, 31, 35]. We refer to e.g., [27, 30, 53] for a more detailed review of the literature on fire
sales. Our work complements a number of recent papers that integrate the fire sales loss into
the cascades of insolvencies in interbank networks, see e.g., [7, 16, 20, 23, 26, 34, 38, 42, 50, 56].
In particular, [34] uses and extends the methods developed in [5, 8] to provide a resilience con-
dition for the financial network in an integrated model of fire sales and default contagion, in the
context of inhomogeneous random graphs.

Our primary contribution to the literature is to provide central limit theorems for the size of
default cascade and fire sales loss in a stochastic heterogeneous financial network. This extends
our previous central limit theorems in [4] for the pure default cascade process in heterogeneous
financial networks. Moreover, as we transfer the default cascade process to a death process
problem represented by balls-and-bins model, this allows us to provide the limit theorems for a
dynamic default cascade process with fire sales. The closed form interpretable limit theorems
that we provide in a heterogeneous financial network could also serve as a mandate for regula-
tors to collect data on those specific network characteristics and assess systemic risk via more

intensive computational methods.

Outline. The remainder of the paper is as follows. Section 2 introduces a general model for
the network of financial counterparties and describe a mechanism for default cascade in such a
network, after an exogenous macroeconomic shock. In this section we also provide a stylized
model of fire sales in a financial network with single illiquid asset and describe how the default
cascade process could be transferred to a death process problem represented by balls-and-bins
model. Section 3 gives our main results on limit theorems for the final size of default cascade,
the total sold shares and the equilibrium price of the illiquid asset. In particular, we show that
the equilibrium price of illiquid asset has asymptotically Gaussian fluctuation. Numerical case
studies in Section 4 investigate the effect of heterogeneity in network structure and price impact
function on the final size of default cascade and fire sales loss. Proof of main theorems are given
in Section 5. Section 6 concludes. Appendix A contains some auxiliary lemmas, used to prove
our main results regarding the central limit theorems. Appendix B provides the extension of
our model to the financial network with multiple types of illiquid assets. We provide central

limit theorems for default cascade with fire sales in this setup.

Notation. Let {X,,}.en be a sequence of real-valued random variables on a probability space
(Q,F,P). If c € R is a constant, we write X, 2, ¢ to denote that X,, converges in probability
to ¢. That is, for any € > 0, we have P(|X,, — ¢| > ¢) — 0 as n —» 0. We write X, 4, X to
denote that X,, converges in distribution to X. Let {a, }nen be a sequence of real numbers that
tends to infinity as n — 0. We write X,, = 0,(ay), if |Xn|/a, > 0. If E, is a measurable
subset of Q, for any n € N, we say that the sequence {FE,},en occurs with high probability
(w.h.p.) or almost surely (a.s.) if P(E,) =1 —o0(1), as n — o0. Also, we denote by Bin(k,p) a
binomial distribution corresponding to the number of successes of a sequence of k independent
Bernoulli trials each having probability of success p. The notation 1{FE} is used for the indicator
of an event F; this is 1 if E holds and 0 otherwise. We denote by D[0, ) the standard space



of right-continuous functions with left limits on [0, ) equipped with the Skorokhod topology
(see e.g., [45, 46]). We will suppress the dependence of parameters on the size of the network

n, if it is clear from the context. We denote by Ng = N U {0} the set of non-negative integers.

2 Model

In this section, we describe the financial network and the default cascade model of [4], extended

to account for the price impact of the liquidation of an illiquid assets and fire sale effects.

2.1 Financial Network

Consider an economy &, consisting of n interlinked financial institutions (banks, companies,
hedge funds, etc.) denoted by [n] := {1,2,...,n}. Interbank liabilities are represented by a
matrix of nominal liabilities (£;;); je[n], Where, for two financial institutions 4,j € [n], £;; = 0
denotes the cash-amount that bank ¢ owes bank j. The total nominal liabilities of bank 4 is
je[n] Zj;. In addition to

this interbank assets and liabilities, every institution holds claims on end-users and vice versa.

l; = Zje[n] £;j, and the total incoming cash-amount sum up to a; = >

The total value of claims held by end-users on bank i (deposits) is denoted by d;, while the total
value of claims held by bank ¢ on end-users (external assets) is denoted by e;. Bank ¢ holds
k; = 0 units of a liquid asset (cash) and v; € [0, Ymax] units of an illiquid asset. We assume
that all ; (for all i € [n]) are bounded from the above by Yyax > 0. Cash has value one. The
illiquid asset has a positive fundamental value py > 0. The nominal balance sheet of bank i is
then given by:

e Assets: e; + k; + vipo + ag;
e Liabilities: d; + ¢; + nominal net worth.

In a stress testing framework, we apply a fractional shock ¢; € [0, 1] to the external assets of
bank i. Table 1 summarizes a stylized balance sheet of bank ¢ after the shock ¢;. The capital of

bank ¢ after the shock denoted by ¢; = ¢;(€;; po) satisfies
ci(€i;po) = ki +vipo + (1 — €)e; + a; — £; — d;, (1)

which represents the capacity of bank 7 to absorb losses while remaining solvent.
The nominal cash balance of bank i is then k; + (1 — €;)e; + a; — d; — ¢;.

Price impact of liquidations. If bank i’s nominal cash balance is negative, then it has
a liquidity shortfall. In this case, bank i sells some of its shares of the illiquid asset. This has a
negative price impact on the illiquid asset. We model this by considering a given inverse demand
function g satisfying the following mild technical assumptions.! We consider the inverse demand
function g(x) which gives the equilibrium price for the illiquid asset when nz units of the asset
(in the network of size n) are sold. Let 7 := 239 denote the average institutions’ shares of

illiquid asset. Let pmin > 0.

!Similarly to [7, 26], we assume there is an outside market for this illiquid asset that can absorb the total illiquid
asset holdings of the banks at a distressed price. It is beyond the scope of this paper to endogenize both the demand
function for the illiquid asset and the financial network payments.



External Deposits
€; dz
€;€; - loss on assets Interbank
Interbank l; = Zje[n] lij
a; = Zje[n] gji
Liquid Capital
k; Ci
Illiquid
YiPo €;e; - loss on capital
Assets Liabilities

Table 1: Stylized balance sheet of bank i after shock.

Assumption 1. We assume that g : [0,7] = [Pmin, Po] Satisfies:
(i) g(0) = po (in absence of liquidations the price is given exogenously by po ).

(ii) g(x) € C' and it is a non-increasing function of x € [0,7] (the price is non-increasing with

the average excess supply x).

(i4i) g(7) = pmin > 0 (the price when the total illiquid asset holdings of the banks are sold is
bounded from below by pmin > 0).

We end this section by providing a few examples for the price impact function, satisfying
the above regularity assumptions. These examples will be further investigated in our numerical

experiments, in Section 4.
Example 2.1 (Linear Price Impact function). We consider the LPI function with g(0) = po
and g(3) = Pmin, that is, for y € [0,7], we set:

QL(?J) = po — (Po — Pmin) (y/”_Y)

Example 2.2 (Quadratic Price Impact function). We consider the case of QPI function with
9(0) = po and g(¥) = Pmin, that is, for y € [0,7] and some positive control parameter o, we set:
1—a(y/y
98 (y) =Po — (po - pmin)(y/V) #-
Example 2.3 (Exponential Price Impact function). We consider the case of EPI function with
9(0) = po and g(¥) = pmin, that is, for y € [0,7] and some control parameter o, we set:

1 — e~/
E — — — . e —
9o (y) = Po (pO pmm) 1_ea
2.2 Default Cascade
For a given shock scenario € = (e1,...,€,) € [0, 1]™, if the cash balance of bank i € [n] is negative

and the revenue from selling the total ~; units of the illiquid asset does not cover the negative
cash balance, then bank i defaults on its interbank liabilities.
For a given price p € [Pmin, Po] of the illiquid asset, we say that the bank 4 is p-fundamentally

insolvent if its capital, after the shock and under price p of illiquid asset, is negative, i.e.,



ci(e;p) < 0. We let the set of p-fundamental defaults
Do(€;p) = {i € [n] : ci(es3p) <O} (2)

We next define the pure default cascade (without fire sales loss) triggered by fundamentally
insolvent institutions. Note that, for a given shock scenario €, the price of illiquid asset could
be impacted by fire sales and becomes p < pg, leading to a larger set of fundamentally insolvent
institutions Dy(€; p). This triggers the default contagion process.

Let us fix the shock € and the price of illiquid asset p € [pmin,Po]. We denote by R;; =
R;;(€; p) the recovery rate of the liability of ¢ to j, in case of default of i. The matrix of recovery
rates is denoted by R = (Rij); je[n]- Since any bank i cannot pay more than its external assets
(1 — €;)e; plus what it recovered from its debtors, the recovery rates of i should satisfy the

following cash-flow consistency constraints

n n
vip + ki + (1 — 61‘)61‘ + Z Rjiéji = Z Rz’j&j + d;.

Jj=1 Jj=1

Given the shock scenario €, the price of the illiquid asset p and matrix of recovery rates R,
following the set of p-fundamentally insolvent institutions Dy(e;p), there is a default cascade
that reaches the set D* in equilibrium. This represents the set of financial institutions whose

capital is insufficient to absorb losses and should satisfy the following fixed point equation:

D* =D*(e,R;p) = {z € [n] :ci(es;p) < Z (1-— Rji)éji}.
jeD*
As shown in [9], the above fixed point default cascade set has in general multiple solutions.
The smallest fixed point set which corresponds to smallest number of defaults can be obtained

by starting from Dy = Dy(€;p) and setting at step k:

Dk = Dk(e,R;p) = {Z € [n] e < 2 (1 — Rﬂ)gﬂ} (3)

Jj€Dk -1

The cascade ends at the first time k such that D, = Dj_1. Hence, in a financial network of
size n and for a given price p of illiquid asset, the cascade will end after at most n — 1 steps and

Dy—1 = Dy_1(€, R;p) represents the final set of insolvent institutions.

2.3 Node Classification and Configuration Model

As detailed below, under some regularity assumptions, we encode the information regarding
assets (liquid and illiquid), liabilities, capital after exogenous shocks and recovery rates (distri-
butions) in a single probability threshold function; see [4, 5] for the proofs in a similar setup.

For a given illiquid asset price p, shock scenario € and the matrix of recovery rates R, we
introduce the (random) threshold ©;(p) = @E") (p) for any institution ¢ € [n]. This measures how
many defaults bank ¢ could tolerate before becoming insolvent, when its counterparties default’s
order is uniformly at random, i.e., when ¢’s debtors default order environment is chosen uniformly
at random among all possible permutations.

We next consider a classification of financial institutions into a countable (finite or infinite)

possible set of characteristics X'. All observable characteristics for the institution 7 is encoded



in x; = (df,d; ,t;,...) € X, where d; denotes the in-degree (number of institutions i is exposed
to), d; denotes the out-degree (number of institutions exposed to i) and ¢; denotes any other
institution’s type specific (e.g., credit rating, seniority class, systemically importance, etc.).
To state limit theorems, we consider a sequence of economies {&,, }nen, indexed by the number
of institutions. The characteristic of any institution ¢ € [n], in the economy &,, will be
;UE”) _ (dl%(n)’d*(n) ()

I A

L) EX.

Note that, without loss of generality, the institutions in the same class x € X are assumed to
have the same number of creditors (denoted by d ) and the same number of debtors (denoted by

d}). For tractability, we make the following assumption on the probability threshold functions.

Assumption 2. There exists a classification of the financial institutions into a countable set of
possible characteristics X such that, for each n € N and for all p € [Pmin, Po], the institutions in
the same class have the same threshold distribution function (denoted by q;ﬁ") for the institutions

in class x € X ). Namely, for the economy &,,1 € [n] and all 6 € N,
PO (p) = 0) = ¢7), (6; p)
( i (p ) qw(n)( D).

In particular, in the network of size n, qg(,;") (0; p) represents the proportion of initially insolvent
institutions with type x € X and under the illiquid asset price p.
Let us denote by ug;") the fraction of institutions with characteristic z € X in the economy

En. In order to study the limit theorems, it is natural to assume the following.

Assumption 3. For some probability distribution functions p and q(.;p) over the set of char-
acteristics X (independent of n), we have ué") — i and qg(gn)(ﬁ;p) — q(6;p) as n — oo,
forallz e X,0 =0,1,...,dF and p € [Pmin,po|- The empirical threshold distributions satisfy

(n)
qg(,;n)(ﬂ;p) e C! and q.(0;p) € C* on p € [pmin,Po]. Moreover, as n — o, a%’; (0;p) converges

uniformly to al;;; (0;p) as a function of p for allz € X and § =0,1,...,d}.

We next provide an important example of liabilities (losses) satisfying the above assumptions.

Example 2.4 (Independent random losses). We consider the case where the capital of each
institution (after shock) is a constant depending on the institution’s type and the price of illiquid
asset, i.e., ¢; = cg,(p). Let {Ly r}3_, be a set of i.i.d. continuous random variables with common
cumulative distribution function (cdf) F, and density f; for allx € X. We then set q;(0;p) = G

explicitly. Further, we set

QI(l;p) = (1 - qgc)]P)(cw(p) < La:,l) = (1 - (L:)(l - Fz(cz(p>)7

and, for 0 =2,...,dF, we set

)y Y s

4:(0;p) = (1 — @)P(Ly1 + -+ + Lyg—1 < cp(p) < Lg1+ -+ Lyy)

)

ca ()
=(1-q) J{ f*k(l/)(l — Fo(cx(p) — Z/)dy,

)

where f** is the k-fold convolution of f. Since the capital c.(p) is smooth (in fact linear on p)
for all x € X, then the threshold distribution is C* on p for all x € X and 6. We will reconsider



this example in Section 4, for our numerical experiments, by considering a Pareto distribution

for losses. Namely, we set, for some scale and shape parameters T,,,a € RT,
f(x) = az® =@V 1{z > z,,}.

In this paper, we allow for the possibility that some institution will never get infected, i.e., the
institution remains solvent even if all its counterparties are in default. This case was excluded

in the pure default cascade process studied in [4]. We denote by

dy
gu(o0;p) := 1= ) . (6;p),
0=0
for all x € X and p € [Pmin, Po]-
Configuration model. Given a set of institutions [n] := {1,...,n}, the degree sequences

df =(df,...,d})and d; = (dy,...,d;) such that Dlie[n] df = 2lie[n] @; » We associate to each
institution i € [n] two sets: H;" the set of incoming half-edges and H; the set of outgoing half-
edges, with |1 | = d and |H; | =d; . Let H" = J;_, #;" and H™ = |J]_, H; . A configuration
is a matching of Ht with H~. When an out-going half-edge of institution ¢ is matched with
an in-coming half-edge of institution j, a directed edge from i to j appears in the graph. The
configuration model is the random directed multigraph which is uniformly distributed across
all configurations. The random graph constructed by configuration model will be denoted by
G (d;},d;). Tt is then easy to show that conditional on the multigraph being a simple graph,
we obtain a uniformly distributed random graph with these given degree sequences denoted by

fkn)(d;{ ,d,;). In particular, any property that holds with high probability on the configuration
model also holds with high probability conditional on this random graph being simple (for the

random graph G\’ (d)t,d;)) provided that liminf, . P(G™(d;}, d;;) simple) > 0, see e.g. [54].

2.4 Associated Death Process with Balls-and-Bins Model

In [4], in order to study the pure default cascade process, we used an associated balls-and-bins
death process and defined the corresponding virtual interaction time denoted by ¢; this is not
the real calendar time, it is a virtual time which helps us to analyze and find the final state of
the default cascade in the random financial network G (d;", d;,).

For a given stress scenario € € [0, 1]™ and price of illiquid asset p € [pmin, po], we consider the
default contagion process in G (d;,d;;), starting from the set of p-fundamentally insolvent
institutions Dy(e;p). We use a coupling argument which allows us to simultaneously run the
default cascade process and construct the configuration model. We refer to [4] for a more detailed
description.

We call all out half-edges and in half-edges that belong to a defaulted (solvent) institution
the infected (healthy) half-edges. We consider all the institutions as bins and all the (in and out)
half-edges as (in and out) balls. Consequently, the bins are called defaulted (D type) or solvent
(S type) according to their states as institutions. Similarly the balls are called infected (I type)
or healthy (g type) when they are infected or healthy as half-edges. Hence, all institutions are

of two types and all balls are of four different types. For convenience, we denote them as S



(solvent), D (defaulted) bins, and further Ht (healthy in), H™ (healthy out), I (infected in)
and I™ (infected out) balls, respectively.

We start from the set of p-fundamental defaults Dy(€;p), which gives the set of initially
defaulted bins and infected balls. Consequently, at each step, we first remove a uniformly
chosen ball of type I™ and then a uniformly chosen ball from H* U I*. In this process S bins
may change to D bins and, consequently, g balls may change to I balls. We continue the above
process until there is no more I~ balls.

We now change the description a little by introducing colors for the I~ balls and life for all
in balls from H™ U IT. We let all I~ balls are white and all in balls from H* U I are initially
alive. We begin by recoloring one random I~ ball red. Subsequently, in each removal step, we
first kill a random in ball from H™ U I™ and at the same moment we also recolor a random
white ball red. This is repeated until no more white I balls remain.

We next run the above death process in continuous time. We assume that each ball from
H*™ U I' has an exponentially distributed random lifetime with mean one, independent of all
other balls. Namely, if there are ¢ alive in balls remaining, then we wait an exponential time
with mean 1/¢ until the next pair of interactions. We stop when we should recolor a white ball
red but there is no such ball.

Let us denote by W, (¢;p) the number of white I~ balls at time ¢. Hence, the above death
process ends at the stopping time 7,5 (p) which is the first time when we need to recolor a white
ball but there are no white balls left. However, we pretend that we recolor a (nonexistent) white
ball at time 7.%(p) and write W, (7};p) = —1.

We denote by L} (¢;p), H (t;p) and Ly, (¢;p) the number of alive (in) balls in I, H* and
H* UIT at time ¢, respectively. For x € X,0 e N, £ =10,...,0 — 1, we let Sg(rtle),e(t?p) denote the
number of solvent institutions (bins) with type z, threshold 6 and ¢ defaulted neighbors at time ¢.
Further, let Sy, (¢; p) and D,,(t; p) be the numbers of S bins and D bins at time ¢. Hence, Sy, (7,5;p)
denotes the final number of solvent institutions. Further, D, (7};p) = n — S, (7)) = |Dp—1]

will be the final number of defaulted institutions.

2.5 A Simple Model of Fire Sales

We assume that due to each infected incoming link (coming from a defaulted neighbor), the host
institution is forced to liquidate parts of his asset holdings in order to comply with regulatory
(leverage) constraints. Since the default cascade process is now transferred to a death process
problem represented by balls-and-bins, where we only keep track of the type and threshold of
each institution, we assume the following: The sold shares units, each time when an institution is
exposed to a defaulted neighbor, are independent random variables with a distribution depending
on the host’s institution type, threshold and also the (equilibrium) price of illiquid asset. Since
the default contagion and fire sales are instantaneous in our model, following [7, 26, 43|, we
consider a conservative approach and assume that all institutions might sell only at the final
equilibrium price.

For a fixed p € [pmin,Po], let D

;"(3 (t;p) denote the total number of defaulted institutions

with type 2 and threshold 6. Then DI (¢;p) = P Dg(:e) (t;p) is the total number of defaulted
(n)

institutions with type x € X at time ¢. Recall also that S, j ,(t;p) denotes the number of solvent
institutions of type x € X, threshold 6 € N and with ¢ defaulted neighbors at time ¢.



We define for z € X, p € [po, Pmin] and 6 = 1,...,d},
1) (t;p) := 0D (8 p) Z s

the total number of liquidations (infected links) for institutions with type € X and threshold
up to time ¢t. The first term states that a defaulted institution with type = and threshold 6 > 1
should liquidate 6 times. Moreover, a solvent institution with ¢ defaulted neighbors (¢ infected
incoming links) should liquidate ¢ times before time t.

We also need to consider the institutions who never default for such a shock scenario, even if
all their counterparties default. Let us denote by SSLO)C ’

type x, threshold larger than d; (which never defaults) and with ¢ defaulted neighbors at time
t. We define

(t; p) as the number of institutions with

15 (t:p) Z e85 (t;p

as the total number of infected links leading to such institutions with type z € X up to time t.
We assume that the amount of liquidation for each initially defaulted institution with type
x € X is a fixed value 4,. The number of initially insolvent institutions with type x € X is
denoted by D, o(p) = nqg(L )(O;p) for a price p of illiquid asset.
Let {LS,)G(p)}i:I be ii.d. positive bounded random variables with common distribution
F, ¢(;;p), which have expectation ¢, ¢(p) and variance gﬁye(p) under price p € [Pmin, Po] of the
illiquid asset, for all z € X and 6 € {1,...,d}} U {o0}.

Assumption 4. The mean l; o(p) and variance 52 9(p) of sold shares for each liquidation are
both continuous on p, for all z € X and 6 € {0,1,...,d}} U {o0}.

Note that Lgi)g (p) denotes the units of illiquid asset sold at i-th incoming default leading to
institutions with type x and threshold 6. Further, LS)OO (p) denotes the units of illiquid asset sold
at i-th incoming default leading to institutions with type x who never default (with threshold
larger than d7).

The total shares of illiquid asset sold by time ¢ could be written as (for a given price p)

Pultip) == 3 (D0 (0) + ZYX? (t:p), +YE)(E:) ). (4)
zeX 6=1
where
1) (t:p) 157, (65p)
Y tp) = > LU, and Y (tp): Z L) (5)
im1

The final shares of illiquid asset which has been sold under price p will then be T',, (7.} (p); p)-

Since the default contagion and fire sales are instantaneous in our model, we consider a con-
servative approach and assume that the illiquid asset could be sold only at the final equilibrium
price. This results to a price given by our inverse demand function g. Let us denote the price

given by inverse demand function as

kn(p) := g(Tn(r; (p);p) /).

10



Since, 7,5 (p) is not in general continuous in our model (this will be shown in the next section),
the fixed point equation p = k,(p) may not have a solution in general. This motivates us to

define the equilibrium price of the illiquid asset as

Pl = sup{p € [Pmin, Po] : p < Kn(p)}- (6)

3 Limit Theorems

In this section we state our main results regarding the limit theorems for the total sold shares
and equilibrium price of the illiquid asset in the random financial network G (d;t, d;,).

Let us first define some functions that will be used later. For z € [0, 1], we let

b(d, z,0) :=P(Bin(d, z) = () = (i) 241 — 2)*,

B(d, z,0) :=P(Bin(d,2) > {) = (d)z,.(l _ b

r
r=>~0

and Bin(d, z) denotes the binomial distribution with parameters d and z.

3.1 Asymptotic Magnitude of Default Cascade with Fire Sales

We consider the random financial network G(™(d;",d;;) and assume that the average degrees

converges to a finite limit.

Assumption 5a. We assume that, as n — o, the average degrees converges and is finite:

AP = St = Y o e = Y e e (0,0,
zeX zeX zeX

For z € [0,1] and p € [po, Pmin], we define the functions:

df
fs(zp) = Y | ) a:O:p)B(AE 2, df =0+ 1) +qu(eeip) |, f(ip) = 1= fs(zip),
reX 6=1

df
fw(zp) =Xz = Y pady [2 0:(0;p)B(df, 2,d7 —0+1) + qm(w;p)].
zeX =1

The following theorem (proved in our companion paper [4, Theorem 3.1]) states the law
of large numbers for the number of solvent/defaulted banks and the total number of existing
white balls (controlling the default contagion stopping time) at any time ¢ in the economy &,
satisfying above regularity assumptions. Note that the theorem in [4] is stated for the fixed
threshold distribution. When we fix p € [po,Pmin], the threshold distribution is fixed and
theorem could be applied. However, since we allow for the possibility that some institution will
never get infected, i.e., the institution with oo threshold, the forms of limiting functions fy and

fs are a bit different from those in [4]. We discuss this extension in Section 5.5.

Theorem 3.1 ([4]). Let 7, < 7*(p) be a stopping time such that T, — to for some ty > 0.

n

11



ForallzeX,0=1,...,d} and £=0,...,0 — 1, we have (as n — )

s t;
Sup}%(p) - Nsz(e;p)b (d;r, 1-— e*t,E)’ 2, 0.

t<Tn

Moreover, as n — o0,
t;p)

sup !M — fs(e7";p)| 0, sup I%

t<t, n t<Ty

7fD(67t;p)‘ > Oa

and the number of white balls satisfies

sup| W (t;p)

t<, n

— fw(e %p)| 2> 0.

We next consider a limit theorem for the total sold shares under price p € [pg, Pmin] Up

to time . We define the following functions which are, respectively, the limiting functions of
109 (e p)/m, L (e " p)/n and Ty (e~ p) /m:

dt
fro(zp) = gz (0:0) (0 — > BdS,2,0),  frw(2ip) = (1 = 2)paga(o0; p)dy
=df —0+1

and,

N

fF(Z;p) = Z P (’TYsz(O;p) +

Cao®)F0(z: D) + Lo (D) oo (2:9) )
zeX 0

1

By using Theorem 3.1, we prove the following law of large numbers regarding the total sold

shares under price p € [po, Pmin]-

Theorem 3.2. Let 7, < 7;; be a stopping time such that T, L5ty for some tog > 0. Then, as

n — o0 and for all p € [Pmin, Po],

Ln(t;p _
SUP|# — fr(e7tp)| 2> 0.

t<Ty

The proof of theorem is provided in Section 5.1.

We consider now the stopping time 7, which is the first time such that W, () = —1

(becomes negative). Let us define
2*(p) == sup{z € [0,1] : fw(z;p) = 0}. (7)

Note that for any p € [po,Pmin], we have fy (1;p) = 0 and fu (0;p) < 0. Hence, since
fw(z;p) is a continuous function, z*(p) is well defined.
We have the following lemma from [4, Lemma 3.2], which could be applied for any fixed p.

Lemma 3.3 ([4]). For any fized p € [po, Pmin], we have (as n — o0):
(i) If 2*(p) = 0 then 7(p) > .
(i) If z*(p) € (0,1] and 2*(p) is a stable solution, i.e., fiy(2*;p) > 0, then 7 (p) > —1In z*(p).

12



By applying Theorem 3.2 and Lemma 3.3, we prove the following limit theorem for the final
sold shares of illiquid assets T',,(75; p).

Theorem 3.4. For any fixed p € [pmin, o], the final number of sold shares satisfy:

(i) If z*(p) = 0 then asymptotically almost all institutions default after shock and (asn — o)

=

Ln(7hsp _
g L Z Mo <’7mq.r(0;p) +

},a(p)9qx(9;p))~
n TeX 0

1

(11) If z*(p) € (0,1] and z*(p) is a stable solution, i.e., fii,(*(p);p) > 0, then, as n — oo,

Lhn(7;p)
n

> fr(z*(p);p).

The proof of Theorem 3.4 is provided in Section 5.2.

Since g is a continuous function from Assumption 1, by using the continuous mapping the-
orem, we obtain the convergence of x,(p). As a direct corollary of Theorem 3.2, we have the
following result on the price &, (p) := g(Tn (7} (p);p)/n).

Corollary 3.5. For any fized p € [pmin,Po] and as n — o0, the price k,(p) given by the inverse
demand function satisfies:

(i) If z*(p) = O then asymptotically almost all institutions default after shock and

Nl
S

kin(p) = g( D 1 (722 (0;p) +
zeX [%

;,o(p)@qm(@;p)))-

1

(ii) If z*(p) € (0,1] and z*(p) is a stable solution, i.e., fi,(z*(p);p) > 0, then
kn(p) = g(fr(z*(p): ).

We next state a limit theorem for the equilibrium price after shock, defined by Equation-
Definition (6). The Corollary 3.5 motivates us to define

P = sup{p € [Pmin, o] : p < g(fr(z*(p);p))}- (8)
We say that p is a stable fixed point solution if either p = ppin or, p € (Pmin, po] and there
exists some € > 0 such that p < g(fp (z*(p);p)) for all pe (p — €, p).
Theorem 3.6. As n — o0, the equilibrium price satisfies:

(i) If z*(p) = 0 and p is a stable solution, then the equilibrium price p), converges to P in
probability. In this case, p is the largest solution of the fized point equation

D

p= g(z 1z (Y2 e (0; ) +
zeX 4

lz,0(P)04x (0; p))) :

1

(i) If 2*(p) € (0,1] is a stable solution of fw (z:p), i.e., 2L (2*;p) > 0, and p is a stable

0z
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solution of Equation (8), then as n — o,
pp — D

The proof of the above theorem is provided in Section 5.3.

We end this section by the following remark. The above theorems could be used to provide a
resilience condition for default cascade in random financial networks. Namely, in the notations
above, starting from a small fraction e of institutions representing the fundamental defaults,
the financial network is said to be resilient if lim._q 2*(p) = 0. We refer to [3, 5, 34] for the

resilience conditions.

3.2 Asymptotic Normality of Default Cascade with Fire Sales

In order to study the central limit theorems, as shown in our companion paper [4], we need to
restrict our attention to the sparse networks regime. Namely, we consider the random financial

network G (d;}, d-) and assume that degrees sequences satisfy the following moment condition.

Assumption 5b. We assume that for every constant A > 1, we have

ZAd;r—nZ,u (n) and ZAd7—nZ,u O(n).

zeX zeX

For z € [0,1] and p € [po, Pmin], we define the functions:

=] u(”)[z ¢ (0;p)B(d}, 2, df —0+1) + qi”)(OO;p)], 5 (zp) = 1= 1§ (%),
zeX
d+

S Ep) =20z = Y, uld; [Z A O:p)B(d 2 df — 0+ 1) + ) (ceip) |

zeX

For convenience, we set the time transformed functions

7 ) = 10 (e ),

for all the functions in this paper including & € {S, D, W}.

We have the following theorem (from [4, Theorem 3.5 and Theorem 3.6]) regarding the
asymptotic normality of the total number of solvent institutions, defaulted institutions and the
total number of white balls (controlling the default contagion stopping time) at any time ¢
before the end of default cascade. Note that the results of [4] could be applied to the default
cascade process for any fixed p (when the threshold distribution is fixed). However, since we
allow for the possibility that some institution will never get infected, i.e., the institution with
oo threshold, the theorem holds with different forms of covariance functions. We discuss this

extension in Section 5.5.

Theorem 3.7 ([4]). Let 7, < 7 (p) be a stopping time such that 7, —— to for some to > 0.
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(i) ForallzeX,0=1,...,d5,0=0,...,0 —1 and jointly in D [0, ),
n= 12 (Sg(:e),z(t A T p) — np™ gl (05 p)b(df 1 — e*(t”"),ﬂ)) L5 Ze 0.4t A to;p),

where Z5 9.0(t;p) is a Gaussian process with mean 0 and variance oy¢.¢(t;p) which is
provided in [/].

(i) For &€ {S,D, W}, as n — o and jointly in D [0,00),
n=1?2 (&n(t A Taip) — nfyl(t A Tn;p)) ~Ls Za(t A tosp), 9)

where {Zg} are continuous Gaussian processes on [0,to] with mean 0 and covariances

provided in [{]. In particular, the form of the variance of Zw denoted by ow (e™t;p) :=
Var(Zw (t;p)), is given by (26).

We next consider a central limit theorem for the total sold shares. We first define the following

functions which could be interpreted as the limiting functions of I(n) (e7t;p)/n, Ix OO(e*t;p)/n

and T',,(e™%; p)/n respectively,

d:c
) = uMaOp) (0 - D) Bl 20),  f%(zp) = (1= 2)plM gl (o0 p)dy

=df —0+1

and,

M&
84

W zp) = Y ul (%qin) (0;p) +

Lo ()13 (50) + Lo (D) [ (2:0) ).
reX [%

1

The time-transformed versions for the above functions are then

POt =0, RV ) = £ (D),
and the same for other functions.

We have the following central limit theorem for the total sold shares.

Theorem 3.8. Let 7, < 7;; be a stopping time such that T, L5t for some tg > 0. Then for

any fized p € [Pmin,po] and t > 0, as n — o,
B Ea(t A ip) = nfy (A Tip)) =5 Zr(t A torp), (10)
where Zp(t; p) is a Gaussian random variable with mean 0 and variance
U(t;p) := Var(Zr(t;p)),

where the form of U(t;p) is given by (17).
The proof of the above theorem is provided in Section 5.4. Although we do not have the
asymptotic normality for the whole process, the asymptotic normality of I',,(¢ A 7,5;p) for any

fixed t is sufficient to deduce some important properties for the final total sold shares.

‘We use the notation

fien = L2, e - P,
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and

1,(n) ofy 2,(n) /"
fa ' (zp) = 2, (z:p), fa ' (zp) = 2 (2:p),

for all (bivariate) functions in this paper, including & € {T', W}.

Remark 3.9. We emphasize that under our assumptions (in particular Assumption 3), the
bivariate functions fw (z;p), fg})(z;p), fr(z;p) and flgn)(z;p) have all first order partial deriva-
tives with respect to both z and p, and these are all continuous. Moreover, for any couple

(2,9) € [0, 1] % [pins pol, we have as n — oo,

187 @) = falzp) and 57 (z0) > Ta(z).

For any fixed z, the convergence is uniform on p for all fin) and their derivatives with respect to
p. Further, as shown in [}], under Assumption 5b, the convergences become also uniform with
respect to z together with all the derivatives with respect to z, for any fized price p. Thus the

convergences are uniform with respect to both variables z and p under Assumption 5b.

Similarly to Definition-Equation (4.1), for the network of size n, we define

25 (p) = sup{z € [0,1] : £} (2:p) = 0}. (11)

We then let t*(p) := —Inz*(p) and ¢} (p) := —In 2} (p).
Based on the Theorem 3.7 and Theorem 3.8, we have the following theorem regarding the

asymptotic normality of the final total sold shares.

Theorem 3.10. For any fixed p € [pmin, Po], as n — 00, the final total sold shares satisfies:

(i) If z*(p) = 0 then (similarly to Theorem 3.4) asymptotically almost all institutions default

after shock and (asn — )

Lu(miip) #0(P)0a: (0:p) )

n

s

— Z Mz (%%(0519) +

zeX 0=1

(ii) If z*(p) € (0,1] and z*(p) is a stable solution, i.e., a(p) := fii (2*(p);p) > 0, then
P (Ca(rip) = n (0. 0):0) 5 200 ():ip) — alp) R 0)ip) 2w (1 (9):

The proof of the above theorem is provided in Section 5.6.
As a corollary of Theorem 3.10, we show the following theorem on the price given by inverse
demand function &, (p) := g(T'n (7 (p);p)/n).

Theorem 3.11. For any p € [Pmin, Po] fized and as n — o0, the price k,(p) given by the inverse

demand function satisfies:

(i) If z*(p) = 0 then asymptotically almost all institutions default after shock and

D1
s+

kin(p) = g(Z i (Y22 (0; p) + },e(p)9qz(9;p))>-

zeX 6=1
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(ii) If z*(p) € (0,1] and z*(p) is a stable solution, i.e., a(p) := fii (2*(p);p) > 0, then

nY2 (1 (p) =g (" (1.0 2))) — 9 (fo (= ()i 2)) | Z0(t" (p): p)—a(p) " FH" (0): 2) 2w (# (2))

where g’ denotes the first derivative of g.

The proof of the above theorem is provided in Section 5.7.
We next state a central limit theorem for the equilibrium price after shock, defined by

Equation (6). Similarly to Definition-Equation (8), for the network of size n, we define

B = Sup{p € [pumin, po] - < (17 (51(0); ) }- (12)
Recall that p is a stable fixed point solution if either p = pmin Or, P € (Pmin,Po] and there
exists some € > 0 such that p < g(fp (z*(p);p)) for all pe (p— €, p).
Theorem 3.12. As n — o, the equilibrium price satisfy:

(i) If 2*(p) = 0 and p is a stable solution, then the equilibrium price converges to pX —— p,

where P is the largest solution of the fixed point equation

p= g(z 1tz (7242 (05 p) + fw,e(p)qu(H;p)))
TeX 0=1

(ii) If z*(p) € (0,1] is a stable solution of fw (z;p) =0, i.e., a(p) := fi,(z*;p) >0, and p is a
stable solution of (8), then
* _ d —1/— _
n'2(p}, = pu) == —p~(9) Zv (),

where

p(p) i= 1= g(fr(=* (0):p) [ £ (=" 0)ip) = a(p) ™ i (=" (i) + (=" (0): )|,

and,
2v(p) = —g (fe(="10) | Z0(t ()i ) — o) (") 20 (F (0): ) |
1s a Gaussian random variable with mean 0.

The proof of the above theorem is provided in Section 5.8.

4 Numerical Experiments

Empirical studies on network topology of banking systems show that we may have very different
structures; from centralized networks as in [48] to core-periphery structures [33, 39, 47] and
scale-free structures as in [18, 28]. In this section we study the effect of heterogeneity in network
structure and price impact function on the final size of default cascade and fire sales loss.

In our numerical experiments, we assume that the in-degree and out-degree are equal for
each institution, i.e., df = d; = d, for all z € X. We further set (normalize) the price of illiquid

asset to be between pni, = 1 and py = 2.

17



We assume that all institutions with the same type (characteristics) have the same capital
structure. For x € X', we use the capital vector h, to describe the capital structure of institutions
with type z, given by

h, =[v. kitar ly+d; esz]

In our stress testing framework, we assume that the initial fraction of defaults is fixed over
all types and ¢, (0;p) =€ for all z € X.

We further set €; = € for illustration purposes, so that each initially solvent institution looses
a fraction € € [0, 1] of its external assets. Each time an institution defaults, its incoming coun-
terparties face a loss which are assumed to be i.i.d. random variables with Pareto distribution
for some (type-dependent) scale and shape parameters z,,,a € Rt to be specified. Then the
threshold distributions could be calculated as provided in Example 2.4.

We let the initially defaulted institutions liquidate all their shares of illiquid assets so that
(since institutions with same type are assumed to have the same amount of illiquid asset)

Yz = V. We let the mean liquidations be of the following linear form

7 Ve
L, == f 0=1,...,d;,
o(p) o0 or

and we further set £, o (p) = 2;§m for all p € [1,2].

In order to study the effect of price impact function on the final size of default cascade and

fire sales loss, we consider three different price impact functions, as provided in Examples 2.1, 2.2

and 2.3, with the following concrete forms:
e Linear price impact (LPI): g%(y) = 2 — (y/7),

e Quadratic price impact (QPI): gg(y) =2—(y/7)?
e Exponential price impact (EPI): g¥(y) = 2 — %,

for all y € [0,7]. Note that the LPI function decreases by the same rate for all y. The QPI
function drops slowly at the beginning (for small y) and then more and more quickly, as y
increases. On the contrary, the EPI function drops rapidly at the beginning and then more and
more slowly, as y increases.

To measure how much losses the fire sales brings to the financial system subject to the
exogenous shock e, we use the so-called Fire Sales Losses indicator denoted by FSL. Let p} (¢)
be the equilibrium price of illiquid asset after shock € in the above financial system. We define
the FSL indicator by setting

FSL(e) = Po—Pale),
Po

4.1 Regular Financial Networks

In a regular network, all institutions are assumed to be of the same type, and hence same degree
d. We investigate how the connectivity and the fire sales affect the default cascade size and how
much loss it could bring to the financial system during a crisis. We will compare two situations
where the network has high connectivity and low connectivity. One main result of the financial
network literature is that, for the regular homogeneous financial networks, when the shocks are
small, a higher connectivity leads to a lowest risk of contagion, see e.g., [1] for a comparison of

ring and complete network structures. Our results are of this flavor too. However, our results
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show that, the fire sales loss in the two financial networks with high and low connectivity are
very close to each other.

For a d-regular financial network, the limiting function of white ball process simplifies to

d
fw(zp) =d(z— ) q(0;p)B(d, z,d — 0+ 1) — q(o05p)),
=1

and hence in this case,

d
2*(p) —sup{ze [0,1] Z B(d,z,d — 6 + 1) + g(c0; P)}

The limiting function of total liquidation also simplifies to

d

>, Bld,z0) + 51— 2)g(cip).

t=d—0+1 P

fr(z;p) = vq(0; p)

B\Q

Recall that, from Theorem 3.6, p = p(e) given by (8) is the limit for the price of illiquid asset
in equilibrium after shock e. Then the (limiting) fire sales loss could be written as

DPo — 17(6).

FSL(e) = )
0

The final fraction of defaulted institutions under fire sales is given by

d
fo(z*(p):p) = 2 B(d,z,d — 0 + 1) — q(o0; p).

Moreover, the final fraction of defaults without fire sales (with the initial price py = 2) is

d
fo(27(2);2) = 1= > q(6;2)8(d, 2,d — 6 + 1) — q(0; 2).
=1

For the financial network with low connectivity, we set d;, = 2 and let the capital vector be
h =[50 100 250 300]. For the financial network with high connectivity, we set dg = 12
and, for a comparison, we let the capital vector be the same as the one with low connectivity.
However, we let the interbank liabilities depend on the degree. Namely, the expectation of
liabilities is assumed to be proportional to 1/d. This is because we want to keep the total
(expected) interbank liabilities to be the same, since we took the same capital vector for the
two financial networks with low and high connectivity. We further set x,, = 160 and o = 2 for
d = 2, and correspondingly, x,, = 26.7 and o = 2 for d = 12.

In Figure 1 we plot the final fraction of defaulted institutions for the above two regular
financial networks with low and high connectivity, and the above three price impact functions,
for the linear (LPI) g%, fully quadratic (QPI) g(% and exponential (EPI) ¢gf. In particular,
the figure illustrates the following two points. First, as expected, we observe that among the
three different price impact functions, EPI causes the largest fraction of defaults for both low
and high connectivity, while the QPI causes the smallest default cascade size. This happens

because, for the same amount of sold shares, the EPI function always gives the lowest price
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while the QPI function gives the highest. Second, we can clearly observe that there exists a
critical value for shock (depending on the connectivity and price impact function) such that
above this critical value, all institutions default. Interestingly, the default cascade size increases
smoothly in low connectivity network. In contrary, for the high connectivity financial network,
we can see a sharper phase transition at the critical point. Moreover, when the shock is smaller
than the critical value, the fraction of defaults increase slowly and is smaller than the value
in the low connectivity financial network. But once the shock surpasses the critical value,
the fraction of defaults jumps to a higher level than that in the low connectivity one. This
phenomenon corresponds well to the existing literature on homogeneous financial network, see
e.g., [1]. Namely, for a small shock, the high connectivity network is more resilient, but once the

shock is large enough, the default propagates to a larger fraction through its higher connectivity.

1.2

d=2, QPI
d=12, QPI
—&— g=2, EPI
— O~ d=12, EPI
T —&— d=2, LPI
— G- d=12, LPI

o
3

Fraction of defaulted institutions
o [=}
» [+2]

0.2

0.25 0.3

Figure 1: Final fraction of defaulted institutions for two regular financial networks with d; = 2
and dp = 12, under three different price impact functions LPI, QPI and EPI.

In Figure 2 we plot the fire sales loss for the two regular financial networks with low and
high connectivity, and the above three price impact functions. Since the fraction of defaults
reflects somehow the amount of liquidations, the curves are quite similar to those in Figure 1.
In particular, we observe that the EPI function always makes the largest fire sales loss and the
QPI makes the smallest one. More interestingly, we observe that the fire sales loss in the two
financial networks with high and low connectivity are very close to each other. Indeed, when the
shock is small (< 0.15), the high connectivity network could even trigger more fire sales loss than
the low connectivity one, which is in contrary to the situation in Figure 1. This happens since
the institutions could liquidate while they are solvent. Indeed, for a higher connectivity network,

some institutions with high thresholds remain solvent with liquidating around 80 — 90% of their
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total illiquid assets. In contrary, for a lower connectivity network, the amount of liquidations
is much less among the solvent institutions. As the shock goes larger but still smaller than the
critical value, the fire sales loss for the low connectivity network could surpass the loss in the

high connectivity finacial network, under the three price impact functions.

50 @
d=2, QPI I
d=12, QP!

45| el g2, EPI !

— O~ d=12, EPI 1
—&— d=2, LPI
401 |~ - =12, LPI

Firesales loss in percentage (%)

0 0.05 0.1 0.15 0.2 0.25 0.3
Shock ¢

Figure 2: Fire sales loss for two regular financial networks with d;, = 2 and dg = 12, under three
different price impact functions LPI, QPI and EPI.

4.2 Core-Periphery Financial Networks

Financial networks often involve significant asymmetries, such as the presence of a core-periphery
structure. This affects the default cascade size. Large core institutions can be resistant to small
shocks, but can trigger the default catastrophically in the financial system when hit with a large
shock. Here we do not impose special inter structure for the core and periphery banks but let
them connect with each other uniformly at random. We assume two different types X = {C, P},
which stand for the core institutions and periphery institutions respectively.

We set the fraction of core and periphery institutions to be respectively uc = 0.3 and
pwp = 0.7. For the core institutions, we set the degree do = 12 with illiquid asset holdings
Yo = 160, and for the periphery type institutions dp = 2 with vp = 60. Correspondingly, the
capital structure vector for core type institutions is set to

he =[160 320 800 960],
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while the capital structure vector for the periphery type institutions is
hp =[60 120 300 360].

The average degree is thus given by A = 0.3 x 124+ 0.7 x 2 = 5.

In our numerical experiments, we compare the above core-periphery financial network with
a b-regular financial network which has the same average degree. We further set the capital
structure to be the same as average core-periphery network. Namely, we consider the 5-regular

network where the capital structure of all institutions is fixed to
h=0.3hp +0.7The = [90 180 450 540].

We let all interbank liabilities be i.i.d. with Pareto distribution, as in Example 2.4, with scale
and shape parameters x,, = 65 and o = 2.

Let gc and gp denote the probability threshold distributions for the core type and periphery
type institutions, respectively. In our core-periphery financial network example, the limiting

function fy simplifies to the following form
12

fw(zp) =52 = 3.6(D qo(0;p)B(12, 2,12 — 6 + 1) + qc (05 p))
=1

2
—142 B(2,2,2—0+ )+qp(oo;p)),

and the limiting function for the total liquidations simplifies to

12 12
fr(zp) =4840(0; p) Z qc (0:p) ( > B(12,2,0) + 2 (1= 2)ge(e0:p)
0=1 0=12—0+1 p
242 2 21
+42qp(05p) + ), —ap(Oip) (0= ), B(2.2.0) + —(1 = 2)ac(®:p).
g1 P =2-9+1 p

Let Pep = Pep(€) given by (8) be the limit for the price of illiquid asset in equilibrium after
shock €, by Theorem 3.6, in the above core-periphery financial network. Then the limiting fire
sales loss could be written as _

FSL(e) = 20— Penl).
Po

and the final fraction of defaulted institutions under fire sales is given by

12

fD(Z* (ﬁCp);ﬁCp) =1- O3<Z qc’(9§ﬁcp)/8(127 Z, 12 -0+ 1) + QC(OO;ﬁcp»
0=1

-0.7 2 (0;5ep)B(2, 2,2 — 0+ 1) + gp(30; By ).
In Figure 3 we plot the fire sales loss for the above core-periphery financial network and
compare it with the average regular financial network, under the above three different price

impact functions LPI, QPI and EPI. In particular, we observe that under each price impact

function, regular and core-periphery financial networks perform very closely when the shock is
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small (smaller than 0.15). When the shock is larger, the core-periphery financial network has
less fire sales loss compared to the regular financial network. This happens since a large part of
periphery institutions liquidate less than average level. On the other hand, the regular financial
network has a larger critical shock value (beyond which all institutions default) compared to
the core-periphery network. Smaller critical value for the core-periphery financial network is
caused by the core institutions since their degree is very high and they are more likely to trigger
a larger default cascade.
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Figure 3: Fire sales loss for core-periphery (C-P) and (average) regular financial networks, under
three different price impact functions LPI, QPI and EPIL.

In Figure 4 we plot the final fraction of defaulted institutions for the above core-periphery
financial network and compare it with the average regular financial network, for the case without
fire sales and with fire sales, by considering the above linear (LPI) and exponential (EPI) price
impact fucntions. We can clearly observe that the fire sales make both financial networks more
vulnerable. Without the fire sales, the core-periphery financial network has a critical shock value
around 0.16 (beyond which all institutions default), while for the regular financial network, the
critical shock value is around 0.21. By considering the fire sales, both financial networks have
smaller critical value for the shock. As expected, we observe that the EPI function gives a
smaller critical value compared to the LPI function for both financial networks. This is also
interesting to note that the fire sales makes the gap between the two critical shock values (for
core-periphery and regular financial networks) smaller. This gap is about 0.05 without fire sales,
but with fire sales (under both LPI and EPI functions), the gap is merely around 0.01. This
phenomenon could be interpreted by the fact that under fire sales, institutions have smaller

thresholds 6 to default, since ¢, (0;p) (stochastically) decreases with price p.
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Figure 4: Final fraction of defaults for core-periphery (C-P) and (average) regular financial net-
works, under three different price impact functions LPI, QPI and EPI.

4.3 Scale-Free Financial Networks

Many empirically observed interbank networks have much more heterogeneity than the core-
periphery financial network studied in the previous section. In order to study the effect of
heterogeneity in network structure on the final size of default cascade and fire sales loss, we
compare the following three financial networks: Regular network (without heterogeneity); Erdés
Renyi random network (with low heterogeneity; the vast majority of institutions have a degree
close to the average degree) and the Scale-free financial networks (with high heterogeneity). To
compare, we let all these financial networks to have the same average degree, which we set it to
be A = 5.

For the Erdos-Rényi financial network, denoted by ER(n;p,), where each pair of nodes (a
potential directed link) is independently connected with a fixed probability p,, with np, — A as
n — o0, the degree distribution converges to a Poisson distribution with parameter A, i.e., the

(in- and out-) degree of a randomly chosen institution dented by D satisfies

P(D=kEk)=e R

On the other hand, for the scale-free financial network, is given by a power law distribution
P(D =k)~ck™",

where ¢ > 0 is a normalizing constant and 1 > 1 is a control parameter.
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We set the parameters A\ = 5 and nn = 1.2. Moreover, to reduce the simulation complexity,
we assume that the degrees are upper bounded by dmax = 23. By choosing these parameters

and setting the normalizing constant ¢, both the scale-free and Erdos-Rényi financial networks

have an average degree very close to 5. Correspondingly, we will also compare these networks

with a regular financial network with degree 5.

We will also consider the heterogeneity on the interbank liabilities for all these networks.
We consider the i.i.d. Pareto distributed liabilities, as in Example 2.4, with scale and shape

parameters x,, = 55 and a = 2.

We allow for institutions with different degrees to have different

capital structures. Namely, we let the capital to be proportional to the degree of each institution.
Basically, we impose the capital vector hy for the institutions with degree 1 as

h; =[50 100 250 300],

and then for degrees d = 2,...,23, we set

hy = [10d

+40 20d+80 50d+ 200 60d + 240].

In particular, for the regular financial network, since all institutions have degree 5, the capital

structure for each institution is given by hs = [90 180 450 540], as in the previous section.
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Figure 5: Fire sales loss for regular,

Erdés-Rényi (ER) and scale-free financial networks, under the

fully quadratic (QPI) and exponential price impact (EPI) functions.

In Figure 5 we plot the fire sales loss for the above regular, Erdos-Rényi (ER) and scale-
free financial networks, under the fully quadratic (QPI) and exponential price impact (EPI)
functions. We observe that for the EPI function, when the shock is small (less than 0.17 which
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is the critical shock value for the scale-free network), the heterogeneity does not have a significant
influence to the fire sales loss. On the other hand, for the QPI function, when the shock is small,
the fire sales loss in scale-free network is larger than the fire sales loss in the two other financial
networks. Note that when the shock is small (less than 0.1), the fire sales loss is only about
0.2% for both ER and regular financial networks. This happens since, by choosing a e-fraction
of initially defaulted institutions at random among all institutions, a small fraction of initial
defaults for high degree institutions might lead to a considerable fraction of defaults among low
degree institutions, bringing more fire sales loss. This will be particularly significant under the
slow dropping price impact function.

Moreover, as we can observe in Figure 5, a financial network with a higher heterogeneity has
smaller critical value for shock (beyond which a large fraction of institutions default). When
the shock is larger than the critical value for regular financial network (around 0.2 under EPI
and 0.24 under QPI), the regular network turns out to have the largest fire sales loss while the
scale-free network has the smallest loss. This is quite reasonable as in the scale-free network,
we have a larger proportion of institutions with a low degree (such as 1 and 2) which have more
chances to survive for a large value of shock. This makes the scale-free network more resilient

for a large shock, compared to the other two networks.
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Figure 6: Final fraction of defaults under linear price impact (LPI) and original fraction of defaults
without fire sales, for regular, Erdos-Rényi (ER) and scale-free financial networks.

In Figure 6 we plot the final fraction of defaulted institutions for the above regular, Erdos-

Rényi (ER) and scale-free financial networks, for the case without fire sales and with the linear
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price impact (EPI) function fire sales. One could observe quite similar results as those in
Figure 4. When the shock is small, the fire sales do not have so much impact on the resilience
of financial network. On the other hand, fire sales make the critical values for shocks much
smaller than those without fire sales, for all the three considered financial networks. The fire
sales also drags the critical values closer. Originally the critical values of regular, ER and scale-
free networks are around 0.27, 0.25 and 0.21 respectively. They become around the same value
0.11 under the linear price impact function. Among the three financial networks, the scale-free
network has the smallest critical value for shock with and without fire sales, then follows the ER,
network. The regular financial network has the largest critical value for shock. Moreover, the
resistance to a large shock also grows as heterogeneity increases, especially under the fire sales
impact. The scale-free network has the smallest fraction of defaults for a shock larger than 0.1.

Therefore, as one can observe from Figure 4 and Figure 6, the financial networks with a
higher heterogeneity seems to have a smaller critical value for the shock beyond which a large
fraction of institutions default, both with and without fire sales. On the other hand, for the

small shocks, the most heterogeneous network could be the least resilient.

5 Proofs

This section contains the proofs of all the theorems in previous sections.

5.1 Proof of Theorem 3.2

By Theorem 3.1 forall z € X,0 = 1,...,d},£=0,...,0 —1 and p € [po, Pmin], a8 1 — 00,

s Yy

| S (t:p)

sup — 112Gz (05 p)b (d:,l _e_t’£)| 0,
t<71p
and,
S (t; _ D, (t; _
sup’M — fs(e t;p)| 250, sup|M — fp(e t5p)‘ 0.
t<r, M t<rn, T

Consider now the death process as described in Section 2.4. We denote by U, ;T;),S(t; p) the
number of bins (institutions) with type z € X, threshold 6 and s alive (in-) balls at time ¢.
Further we denote by N, 95"9) (p) the number of bins with type x and threshold 8, under price p.
Note that the number of bins with type z is (not random) n,uén). By the construction of balls-
and-bins model, every in-ball have an exponentially distributed with parameter one, i.e., exp(1),
lifetime independently from others. Based on the Glivenko-Cantelli theorem, in [4] we show the
following convergence results of U ine) ,(t;p), for all possible triple (z,6,¢) and the summation of

them; see [4, Lemma 6.4]. We first state this lemma.
Lemma 5.1 ([4]). Let 7, < 7%(p) be a stopping time such that 7, —*> to for some to > 0.
Under Assumption 5a, for allz € X,0 =1,...,d} and £=0,...,0 — 1, we have (as n — o)

sup
t<Tn

U(n) t:
|%(p) — 112Gz (05 )b (d;‘, e_t’€)| —0.

27



Further,

d+
sup Z df +d, Z Z !Ufgé(t;p)/n — e (0; p)b(dS e 7", )] -£50.
ISTn e x 0=1g=q+—0+1

Consider now {L(Z) )}:Ozl which are i.i.d. positive bounded random variables with expec-

tation £, ¢(p) and variance %%,e(p) under price p € [Pmin, o] for the illiquid asset, for all x € X
and 0 € {1,...,d}} U{oo}. Since all these random losses are assumed to be bounded, we denote

by C the common upper bound. From Section 2.5, the total shares of illiquid asset sold by time

t could be written as

di
La(tip) i= Y (D800) + Y, V15 (). +Y 2 (1)),

rzeX 0=1
where

Iyt 1, (tw)

Y (t;p) = L9m), Y= Y L)
=1 L
and,
6—1
Iifle)(t;p) = HDQ(E%)(t;p) + Z éS;?g,e(t;p), I n Z fSingO ot

By Assumption 3 and applying dominated convergence theorem, the first term in Iy, (¢;

converges to

Z /?WDa(:ng (p) s Z %NzCIm(O;P)-

)

zeX zeX
Note that by definition Siﬁgl(t;p) = U(ng) g e(t p), which implies that
at _ at at
Z Z Z x 19 Z t p Z Z Efﬁ Z (d: - S)Ua(:,ld),s(t;p)’
eX =1 l= reX =1 s=df —6+1
and,
df df i
SN N 02,600 p) = Y N 000Ny~ Y U ().
zeX =1 zeX 60=1 s:d;r—0+l
So for # =1,...,d}, we have
df dtr dt
ZZeMthp 2296 N () ZZ S (s—df + Ul (t:p).
TeX 0=1 zeX 0=1 eX =1 s=df—6+1
Notice now that
df i
Y, Bldfets) = Y (s—df +0)b(d, e s),
s=df —6+1 s=df —0+1
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and, from the definition fy(2;p) := paq.(6;p) (6 — Zﬁd* o B(df, z,0)), it follows that

1 dj n

zeX =1 zeX =1
dy d
<D Yl Y (UN(E0)/0 = megn (0:p)b(d) e, 9)))|
zEX =1 s=df —0+1
L df dy
+*| Z(Yz(%)(t p)_KQCQI(Q tp +‘Z 29&;9]\] /n_ Z Zagxﬂﬂx%:(&p”
n zeX 0=1 TeX 6=1 TeX =1
d+
<C Z (df +d, Z Z ’Ugfg S(tp)/n = g (0;p)b(dS e 7", )|
eX 0=1g=dt —0+1
1 d; d;
+ -1 S Ep) — Coplly )| + O dE Z (NS (0)/n — 11002(0; 1)) .
xeX 0=1 TeX 0=1

The first term converges to 0, as n — o0, by Lemma 5.1. For the second term, notice that for
all n,z € X and t < 7, the term Zg£1( (n) o (tip) — Ly, 9[ 0 (t p)) is a martingale. Combining
this with the independency between any two different types in X, by using Cauchy-Schwarz
inequality and Doob’s L?-inequality, we have that for some constant Cy, as n — 00,

E[sup 7‘2 Z 9I£g(tp 2\ 4C0 Z ZI(") CO Z Mg+ - 0.

t<Tn T ex 6=1 zeX =1 zEX

The second inequality follows from 29 1 ; (t;p)/n < ;(Cn)d; for all t < 7,,. The final conver-
gence holds from Assumption 5a. We next analyze the convergence result for the third term.
First notice that, by the law of large numbers and Assumption 3, N ( V/n 2 1q.(6;p).
Let X;b be the set of all characteristic z € X such that d} > K. Smce by Assumption 5a,
A € (0,00), for arbitrary small ¢ > 0, there exists K. such that ZweXKE prdf < e. Then by

dominated convergence theorem, we obtain for n large enough,

d.
> di YNt Y d+ZMsz < D dipg <e.

ZEEXKE 0=1 l‘EXK :EEXKE

It therefore follows that

dy
C| Z d;f Z N (p)/n—p2q:(0;p))| < C Z df Z |N£T2(p)/n—u$qm(9;p)|+06 = 0,(1)+Ce.
0=1

TEX zeX\ Xk, 0=1

We thus conclude that

d+

Sup|7ZZYzotp ZZ z@fa:@ t )‘LO

t<tn M S x 0-1 X 0=1

8

It thus only remains to prove the convergence for the third term (infinite sum) in T, (¢; p).



First notice that
d+

x

I (t:p) = D (dF — $)USS, (8 p):
s5=0

By using Lemma 5.1, for any type x € X, we have that

dy
sup I (tp)/m — D (dE — 8)paga (o0 p)b(dE, et )| 25 0,
STn s=1
Moreover,
dy
Z (d; - S)qux(oo)b(d;:_7 e_t7 s) = /j,qu(OO)(d: - Zd;_)
s=1

Then, by following a similar argument as above, one can show that

1 " ) B
sup |~ > Y () — N lao fro(e ™5 p)| =5 0.

t<Tn reX zeX

Putting all these convergence results together, we conclude that

sup
t<Ty,

Iy (¢t _
B8 et 2o,

as desired.

5.2 Proof of Theorem 3.4

Fix p € [Pmin, po]. The theorem follows from Theorem 3.2 and Lemma 3.3. Indeed, for z*(p) = 0,
by Lemma 3.3, 7*(p) -~ o0. Note also that z*(p) = 0 indicates that almost all institutions
default during the cascade. In this case, for all z € X, we have ¢, (o0;p) = 0. Otherwise z*(p)
can not be 0, since if ¢, (o0; p) > 0 for some z € X, then we have fy(0;p) < 0. Then e~ » -2 0,

and we have

Nl
84

fo(Oip) = > o (%qx(O;p) +

},e(p)ﬂqx(G;p))-
zeX 0

1

Thus it follows by the continuity of fr that

m,e(p)ﬁqm((?;p)) + 0p(1).

Rt
84

fole™Pip) = 3 i, (%qm(O;p) +

zeX 6=1

We therefore have by Theorem 3.2 that

* df
w N Z iz (%qm(O;p) + Z _z,e(p)aqxw;p))-

reX 0=1

To prove the point (i), again by Lemma 3.3, it follows that 7*(p) - —Inz*(p), then

e~ (®) L, 2*(p). By a similar argument and applying Theorem 3.2, we conclude that

Lo(m(p)) == fr(z"(p);p)-
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5.3 Proof of Theorem 3.6

By Theorem 3.4 and Corollary 3.5, for all p € [pmin, Po],

kn(p) = g(fr(z*(p);p))-

Let us define
@, (p) :==p— g(Cn(7);p)/n),

so that a fixed p; > p, we have

®,(p1) =p1 — g(fr(z*(p1);p1)) — 0p(1).

From Definition (8) for p, it thus follows that, for n large enough, P(p}, > p;) — 0.

On the other hand, since p is a stable solution, if p = pyin, then by taking p; arbitrarily
close t0 Pmin, it follows that pr 2, 5. Moreover, if p € (0, 1], there exists some € > 0 such that
p< g(fp(z*(p);p)) for all p € (p — €,p). Similarly, for any p — € < p2 < p, we have @, (p2) <0
with high probability, i.e., as n — oo, P(p} < ps) — 0.

Then by taking p; and ps arbitrarily close to p, we conclude that p} 25 p.

Notice that for point (7), when z*(p) = 0, this indicates that almost all institutions default
during the cascade and for all 2z € X', we necessarily have ¢, (o0;p) = 0. Otherwise z*(p) # 0
since if g, (00;p) > 0 for some = € X, then fi (0; p) < 0. Hence, it follows that for z*(p) = 0,

N

gz @) 9) = 92 pa (o0 (0:5) +

02.0(p)04.(6:)) )
TeX 0

1

Moreover, as this will be shown by Lemma 5.4 in Section 5.8, the function ¢ is locally continuous

at p. It thus follows that p is the largest solution of the fixed point equation

p= g(z 1tz (7242 (05 p) + ?w,e(p)qu(G;p)))
reX =1

This completes the proof of Theorem 3.6.

5.4 Proof of Theorem 3.8

We first state some lemmas from [4] which will be served for the proof of Theorem 3.8.
Recall that U, JS"Q)S(t) denotes the number of bins (institutions) with type z € X, threshold 6
and s alive (in-) balls at time ¢. Further, we let Vz(z) s(t) denote the number of bins with type

x € X, threshold € and at least s alive balls at time ¢, so that Vx(:;?s(t) =D UX;{At).
We next define

VA (tp) == nm V2 (V) () — npl gl (0:p)B(d et 5)),

and
N (p) == 0~ V2 (N (9) (p) — nul ) (0; p)).

We need the following lemma from [4, Lemma 6.5] which shows the joint convergence of
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N* and V 9  for all possible (z1,601) and (x2,02,s). Notice that in this paper we allow for

z1,01

the threshold to be § = o (see Section 5.5) and the results depend on p. But the lemma stays
valid fo any fixed p € [Pmin, Po]-

Lemma 5.2. ([/]) Let 7,, < 7* be a stopping time such that 1, = to for some to > 0.
Under Assumption 5b and for any fixed p € [pmin,Po], we have that for all couple x € X and
0e{l,...,d}} v {w}, jointly as n — oo,

d
NG (p) = Vi),
where all Y7 ,(p) are Gaussian random variables with mean 0 and covariance

Cov(Vy, 0,(P): Vi, 0,(P)) = Vs 0100 (P) {1 = w2},

where

Ve,0.0(P) = pae(050)(1 = qo(0:p)),  Va,0,,0,(P) := —1ae(01;D)q2(025p)  for all 01 # 6.
Further, for all triple (x,0,s), jointly in D[0,0) and as n — o,

d
VY (& A 73 p) w05t Ato;p),

z,0,s

where all Z¥, (t;p) are continuous Gaussian processes with mean 0 and covariances
0,

COV(Z:l’el’Sl(t;p),2:2’92’52 (t;p)) =0, for all = # w2,
Cov(Zr g, 5 (D), 25 g, 5, (D)) =Cu.01.05.51.5,(€755p),  for all 61 # 6,
Cov(Z7 6., (t:P), 25 0.5, (1:P)) =0u,0,0,51,52(€7"3D) + F0,5,,5 (€75 ),

where
—t

ip) i=B(d}, e s1)B(d), e, $2)Ua0,,0,(D),

0x,01,02,51,52 (6

with 0x,0,51,50 — Ox,0,52,51 and

\ j—1\( j—1 ! sk —27
,0,5,5+k (Y3 D) y>orr Z <S_ 1> <S+ o 1) J (v —y)2 =25k =20dp, 4 i(v;p),
Yy

j=s+k

with ©z.0.5(y;p) = 1ae(0;0)B(dS, Y, 5).

Moreover, the covariance between Z% , (t;p) and Y5 , (p) is given by

2,00 \P
COV( 1,01, s(t p) yxg 02(p)) B(d;—p - 75)1%1,91,92(17)1{331 = 372}.

By using the above lemma, we first show the following result regarding the asymptotic
normality for I o(t;p), the total number of liquidations (infected links) for institutions with

type z € X and threshold # up to time ¢ and under price p .

Lemma 5.3. Let 7, < 7, be a stopping time such that T, 25t for some tg > 0. Under

Assumption 5b and for any fized p € [Pmin,Po], for all x € X, 0 € {1,...,dF} u {0}, we have
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the following joint convergence in D [0,00) as n — o,
_ d
AT (A i p) = 0y (6 A Twip) = 2, (¢ A toip), (13)
where all 21, ,(t;p) are Gaussian processes with mean 0 and covariances

COV(ZIIL% <t;p)’ 2122792 (t;p)) = oilﬁlﬂz <e_t;p)]l{$1 = 1‘2},

where the form of U£’91’92 (y; p) is given by (20)-(23).

For the sake of readability, we postpone the proof of lemma to the end of this section.

We next consider the total liquidations, given by

1,7 () 187, ()
YO tp) = Y LU0) and Yi(tp) = 2 )
=1

where {Lg,)e (p)}zooz1 are i.i.d. positive bounded random variables with expectation £, ¢(p) and
variance §£ 9( ) for pe [pmnnpO] TeX and 9 € {1 d+} o {OO}
Note that conditioned on I (n )9 and [

independent for (x1,61) # (x2,02). In particular, from Lemma 5.3, for z; # x2 we have that

the processes Y(1 391 (t;p) and YJ; 05 (t;p) are

302 ‘92

Cov( () (t;p),Y(n) (t;p)) = 0.

x1,01 z2,02

Consider now the decomposition
Y5 () = 1) (69) = (V13 (69) — Lo )L (6:9)) + (Lo (0)L,) (59) = 1,79 (5:9)).
which implies that
Cov (V5 (t:9). Y5 (59)) = Co.oy ()l (P)Cov (11, (t:p). 1175, (t:))

and the same holds for their limit processes.

We now proceed to the proof of Theorem 3.8. The proof is based on some auxiliary results
regarding a central limit theorem for processes which could be written as Y, (t) := ZlLff(t” G,
where X, (t) is a non-decreasing stochastic process satisfying X,,(t) = O(n) for all ¢ > 0 and
{Gv} > are i.i.d. positive bounded random variables. This is provided in Appendix A.

(n)

9

Notice that the processes I,y (t A7 p) for all € X, p € [pmin, po] and 0 € {1,...,d} } U {0}

satisfy the conditions for X, (¢ ) in Proposition A.2. Indeed, féne) (t;p) — ﬁv,g (t; p) uniformly on
[0, 00). Combining with the continuity of f;,g (t;p), it follows that fmflg) (t A Tnip) 2> fz,g(t Ato),
as n — 0. Then using the Skorokhod coupling theorem [46, Theorem 3.30], we can assume that
T, — tp a.s. in a new common probability space. It follows then a.s. f;ne) (tEATh;p) — f;,@ (tAtg).
Thus, by Lemma 5.3, we have that for each w outside a probability null set, for all x € X
and 6 € {1,...,d}} u {0}, the process Igfg(t A Tn;p) satisfies the conditions for X, (t) in
Proposition A.2, with f,(t) = fwfle) (t A Th(w)) for different w, but common f(t) = fx,g(t A tp)
and V = Z, ¢(t A to). This leads to the same limit distribution up to a probability null set.
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For convenience, we let
Al () =0 (V) (6 ) = nleo fL1) (£:9)).

By Proposition A.2, we have that for all z € X, 0 € {1,...,d}} U {0} and a fixed ¢ > 0, as
n — oo, the following convergence holds

d
A(;’L@) (t N Tnap) - z,@(t A tO;p)a
where Z, 4(t; p) is Gaussian with mean 0 and variance
U, 0(t:p) i= foo(t; p)s2 2 4(p)ol g gle™; 14
.0(tp) = fa,0(t:p)sz0(P) + £ 9(P)or g 0(e” "5 p)- (14)

Moreover, from the above arguments, the covariances between two different types x1 # x5
will be 0 and for #; # 65, we have

Cov(Z4,0,(t; D), Za,0,(t; D)) = Lu0, (D) a0, (D)L g, 0, (7 D).

We next consider the convergence of the following infinite sum

Z Z A(n) t A Tn;D).

zeX 0=1

Recall that X" denotes the collection of all characteristics x € X with the in-degree d} > s
Recall also that all random variables LS}H (p) are assumed to be bounded. Then there exists
some constant C' such that Lii,)e(p) < C, for all z € X,p € [pmin, po],0 € {1,...,dF} U {0} and
1 € N. Thus we have for any fixed T' > 0,

E[sup| )] EA’j sup|2 Zn V21 (tp) = nf Yt p)|] (15)
t<T vext 0=1 et =1
d+
cE[sup| SN a2V (1) — Lo 1) (1)) (16)
S Ay |

We first show that the first term on RHS converges to 0 as s — o for n large enough. Indeed,
[4, Lemma 6.7] implies that when n is large enough, for any T > 0, as £ — o0,

df
Efsup| 3} . Z VIt n )] = 0.

t<T
zeX,) 0=1 s=df —6+1

Moreover, as shown in the proof of Lemma 5.3,

at dy d;
5 S i - X NN NS S v

zeXx; 0=1 x€X+ =1 IEX;— 0=1g=d} —6+1
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and by the Cauchy-Schwarz inequality,

dr
El Y YN < D g (0)(1 - ¢f (e0)),

mEX;r o=1 mEXZr

which goes again to 0 as ¢ — oo uniformly in n. We thus conclude that the first term on RHS
of (15) converges to 0.

For the second term on RHS of (15), first note that each term of the sum inside the
expectation is a martingale. Then, by the Doob inequality, we can control its L?-norm by
4C? Zzexj d;ué"). Hence, using again Assumption 5b, the L?-bound converges to 0 as s — o
for n largé enough. We therefore have that the second term converges to 0 as s — o for n
large enough, as desired. We can then take the limit under the infinite sum, by using e.g., [17,
Theorem 4.2]. Tt therefore follows that

di d
SN AN ATp) - Y D] Zolt Ato).
zeX 0=1 zeX 0=1

For the second and third term of n~Y2(T',(t A Tp;p) — nflg") (t A Tn;p)), by using similar

arguments as above, we obtain

Z n~1/? (Yaf%(t;p) — lex,oofé?oz)(t a Tn§p)) -4 Z Zy0(t A o),
reX zEX

and,

Z %N:,(on) — Z Vi 0-

zeX zeX
Hence we have
i
Zr(tate) = D, Y Zaalt Ato) + ). Zaoolt Ato) + D) Tadio,
TeX 0=1 reX reX

which is a centered Gaussian random variable with mean 0. By Lemma 5.2, Lemma 5.3 and

above arguments, the variance is given by

dt dy
U(tp) = 3 (D) Vao(tip) + Voo (t:p) +70000p) + D) D5 0ng,0,(e75D)
zeX 0=1 zeX 01,02=1
dt at dt
+ 22 0k pmleTp) 42 ) Yapolp) Y, Bldf,e,s)) (17)
zeX =1 0=1 s=df —0+1

d
+ Z ¢z,m,0(p) Z ﬁ(d:,e_t, S)a
s=1

zeX
where 9 ¢, ¢, is defined in Lemma 5.2, 0£’91’92 is given by (20)-(23) and W, ¢ is defined by (14).
At the present we are only left to prove Lemma 5.3.

Proof of Lemma 5.3. Recall that V™ denotes the number of bins with type z, threshold 6 and

z,0,s
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with at least s in-balls at time ¢. We thus have

dy
1) (tp) =N ) = Y, (s—df +0)U) (t:p)
s=df —0+1
dm
=ONDY ) - D) V).
s=df —0+1
It then follows that
_1/2(I(n)(t A Tn;P) — nf (t ATn)) = HN:’%n) - Z Vm*((gns) (t A Th; D), (18)
s=df—0+1
and,
dl}
n V(IS0 (A T p) — nfb(E A ) = dENES = STV (A i) (19)

By Lemma 5.2, we have the joint convergence of N ;1(?;)1 and V;;(’Z;S for all possible (z1,6;)
and (z2,62,s). We therefore have for 6 € {1,...,d}},

ZL,(Lp) =0V — >, ZEg (kD)

s=df —0+1

and for the threshold 6 = oo

ZIaroo(tp _d+y* ZZJJHS

By using the covariance formulas in Lemma 5.2 and some basic calculations, we have the

following formulas for the covariance ol o 4 (e7';p).
e For 91 =92=9€{1,...,d;
dy

0h00Wip) =0"Veoo() + Y, (Gr06.51,0UiD) + Ta0.5,5 (Ui D))
s1,80=df —0+1

20
. (20)
—200,00(p) Y, BldS,y. ),
s=df —0+1
e For 01,05 €{1,...,d}} and 6; # 0s:
dt df
0;,01,92 (y;p) :91021/11,91,92 (p) + Z 2 6—1,91,92,51752 (y;p)
51=d$791+1 82=d;702+1
dy df
- 91"/190,01,02(17) Z 6(d¥7y78) - 921/)%91,02(])) Z B(d;—ayas)a
S=d:792+1 S=d;—791+1
(21)
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) FOI‘91:92=OO

i
Tk 00 WiP) =(A5)*Va00(P) + D) (G20.0.:51,0 (Ui D) + Fa0,51.5 (Ui D))
s1,52=1 (22)
- Qd;rd]z,oo,oo Z ﬂ x aya
e For6y =wand 6y =0€{l,...,d}:
0k o oWip) =AF00Vs 0 0(®) + D) D) Grooere(UiD)
s1=1 g =gt —6+1
—dfbao(®) >, B,y 8) — Oroos(p 2 Bdf,y,s
s=d;70+1
where the forms of 6.9, 0, ,51,505 02.0,51,5, a0d ¥z 9, 0, for all 01,05 € {1,...,d}} Lo are provided
in Lemma 5.2. This completes the proof of Lemma 5.3. O

5.5 Proof of (Generalization) Theorem 3.1 and Theorem 3.7

When we fix p € [po, Pmin], the threshold distribution is fixed and the results of [4] could be
applied. We discuss in this section how to extend the theorems in [4] to allow for the possibility
that some institution will never get infected, i.e., the institution with oo threshold.

We only discuss the proof for W,,(¢; p) and the generalizations for S, (¢;p) and D, (t;p) are
quite similar. We denote by L. (t;p) and H,, (t;p) the number of alive (not removed) out-balls
at time ¢ and the number of healthy out-balls at time ¢ respectively. From the definition of
white balls process W, (¢; p), it is clear that W, (¢;p) = L, (¢t;p) — H,, (t;p). Further,

(n) (n)
d; V12d+ p+1(52) + Neleo ()
zeX

We further denote by Wn (t;p) and fW the white balls process and corresponding limiting func-
tion as in [4]. Tt is shown in [4] that

I/NVn(t;p):Ln(t;p)—Zd Z zecﬁ 0+1 (t:p),

zeX =1

and,

fw(zip) = Az = Y pady Y. qu(0;p)BdF, 2,df — 0+ 1).
TeX =

We thus have

Wat;p) = Wa(tip) = D) dy NS and - fiv(2:p) = fw(2ip) = D dy e (0
zeX zeX
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Further, as shown in Section 5.1,

Az NI L 3 d g ().
zeX zeX

Together with [4, Theorem 3.1], which gives

~

Wn tvp rs —
sup!L — fw(e hp)| 0,
t<T, n
we obtain
Wy (t;p _
suply — fw(e )| -0,
t<Ty, n

which shows how to generalize the limit result of W, (¢; p) in Theorem 3.1.
We next show how to generalize the asymptotic normality of W,,(¢; p), as in Theorem 3.7.
We have

w2 (Wt & 1) = nF 08 7)) = (Wale n i) = ]2 i)

= 2 dan PN — g (0)).
zeX

By Lemma 5.2 and following similar arguments as in the proof of Theorem 3.8, one can
show that the second term on RHS of the above formula is asymptotically Gaussian. The first
term is also asymptotically Gaussian as shown in [4, Theorem 3.6]. Moreover, they are jointly
asymptotically Gaussian. It thus only remains to calculate the form of the variance function for

ow (e7%;p) of the limit white ball process. To do this, we write the limit process as

dy
Zw(t;p) = Zo(tp) = D) dy (D] 2%y o gy (659) + Vi),
zeX =1

where Z(t;p) is the limit process for n='/2(L, (t;p) — nA(Me~t). Moreover, as shown in [4],
Zr,(t;p) is asymptotically Gaussian jointly with 27y s for all possible (z,6,s) and jointly with

V¥, for all (x,0). Further, the covariances w.r.t. Zp are also given in [4] by

or(y) := Var(ZL(—Iny)) = Ay — y°)/2, (24)
and

ok s(yip) : = Cov(ZL(~Iny), 2%, (~Iny))

s+1 = Jg—1 ! j—s,,—(j+1) (25)
=yt 1) | oy dz,0,j (03 p).
j=s v

Notice that Z}, is independent of y:ﬁ for all (z,6). Then combining with the covariances given
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in Lemma 5.2, we conclude that

= Z 2 [(d;)2530,9,772(9;17),7752(9;17) (y;p) 2d JJ: 0,7, (0; p)(y p)] + UL(y)
zeX 0=1

ay dy
+ Z (d;)? Z Z 02,0100, (01),74(62) (Y3 P) + Z (d)*Vz,00,00(D) (26)

TEX 01=10,=1 zeX
i
+ 0D By 7 (659)) 0,00 (),
zeX 0=1

where 7, (0;p) == df — 0+ 1, or(y) and &

Moreover, ¥y 0.0, 0x,0,51,5, (Y3 P) and Gz g, 6,.51,5, (¥; P) are defined as in Lemma 5.2.

(y;p) are given by (24) and (25) respectively.

z,0,s

5.6 Proof of Theorem 3.10

The first point for the case z*(p) = 0 follows from Theorem 3.4. Consider now the case when
2*(p) € (0,1] and z*(p) is a stable solution, i.e., a(p) := fi-(2*(p);p) > 0.
First note that the variance ¥(t;p) of Zr(¢;p) is continuous on ¢. Indeed, from the explicit

forms of G, 0.5, ,5, and G4 0,.0.51,5, I Lemma 5.2, we have the following inequalities,

‘835791,92,31 182 | < U

and,

|Uz 0 81,82| < Z J. d‘pz 0,] ) p) 2d;ﬂzq$(6‘§p)a

for all (z,01, 60,51, s2). Thus, we obtain that for all z € X, 01,05 € {1,...,d}} U {0},

0910,91,02 g 4(d;—)31u’1

By the definition of ¥(¢;p) as in (14), we have that for some constant C, the infinite tail sum
of the first term in ¥ in (17) satisfies that

d+
> Z\Ifzetp)Jr‘Pmc(tp)Jr%wmoo <C D) (d) e
ZL’EX+ 0=1 x€X+

which goes to 0 as £ — o0 by Assumption 5bb. One can also show by a similar argument that
the other sum terms in ¥ have the same tail convergence property. Since each single term is
continuous in ¢, again we can pass the continuity in the infinite sum. Moreover, since Zr(¢;p)
is a centered Gaussian random variable, its distribution is determined by ¥(¢;p). Thus for a

sequence {t,}, which converges to ¢, we have that as n — o,
d
Zr(tn;p) — Zr(tip). (27)

Then we can use the Skorokhod representation theorem, which shows that one can change the
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probability space where all the random variables are well defined and all the convergence results
of Theorem 3.8, Lemma 3.7, Lemma 3.3 (77 — t*) and (27) hold almost surely. Taking ¢t = 7%
and ty = t*, we obtain by Lemma 3.7 and by continuity of Zy, that

Wi(rsp) = nfi (i p) + n'2 Zw (1 A t75p) + o(n'/?)

= an (t7;p) + nl/zzw(t ip) + O(nl/z).
Since W, (7;x;p) = —1, then
F) (mip) = —n V224 (¢ p) + o(n~Y/?).

Since, as n — o, 7, — t* and t;, — t* hold a.s., there exists some &, in the interval between

tr and 7, such that &, — t*. Further, as n — o0,
(FY (€uip) = Fir(£75p) = =2 (D) (p)-
It follows then by Mean-Value theorem that

A(n)( ’\(")(

i) = F (rip) — FP () = (FSY (€0) (78 — 1) = (=2 (p)a(p) + o(1)) (75 — £2).

Hence we have

o 2(n) n—1/2 1 *. o
o)) A i) = 0 s (Zw (i) +o(1).(29)

On the other hand, it follows by Theorem 3.8 that
n- (T ip) =n T,;p) + Zr(t, At ;p)+o(l).
V20 (rasp) = n'2F (7 ) + Zo(mh A #5p) + 0(1)

Since, as n — 0, T} A t* — t* a.s., we obtain that a.s. Zr(t,) — Zr(t;p). It then follows that,

for some &/, — t* as n — o0, that

n~V20, (75 p) = 1/2%70( 5 p) + Zr(th;p) + o(1)
n!2 0 (rxp) + 02 (V) (€,:p) (7 — £3) + Zr(t*:p) + o(1).

Then by plugging (28) into the above formula and some simplification, it follows that
—-1/2 * 1/2 (n)/ _* ff‘(Z*ap) * *
n= T (thsp) = n ' f7 7 (205 p) — TZW(IS ip) + Zr(t*;p) + o(1).

This completes the proof of Theorem 3.10.

5.7 Proof of Theorem 3.11

The case z*(p) = 0 is a direct consequent of point () of Theorem 3.10, since f is continu-
ous. Consider now the case when z*(p) € (0,1] and z*(p) is a stable solution, i.e., a(p) :=
fi-(2*(p);p) > 0. We have by Theorem 3.10 that I',,(7}; p) is asymptotic normal

W2 (i) n — f87 () =5 Zr(t%5p) — a(p) " fr (2" 0) Zw (% p). (29)
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Since for any fixed p € [Pmin, Po], f‘g(} ) (z;p) converges to fy(z;p) uniformly on [0, 1], we have

that z%(p) — 2*(p) as n — oo in probability. Moreover, by continuity of fr and f1£") for all n

and the uniformly convergence of lgn)(.; p) to fr(-;p) for any fixed p, we can conclude that

M (zmip) — fr(25p)

in probability for any p € [pmin, Po]-

Since the inverse demand function g is in C! by Assumption 1, we have
g (1" (znip) = o (fr(2":))-
By the mean-value theorem, there exists some &, between I';,(775;p)/n and flgn)(z;;; p) such that

9(Ca(miip)/m) = (" (24:9)) = ¢/ (€)Talp)/n — 1 (z2:p)- (30)
Note that T',, (775 p)/n -2 fr(z*;p), thus we also have
g (&) = ¢ (fr(2*;p)).
Multiplying both side of (30) by n'/? gives
0 (R(Ta(ryip)/m) = gUF (21:9))) = 024/ (&) (Culmisp)/n — J1 (21:9)).
Then by the asymptotic normality in (42) and Slutsky’s theorem we have finally
02 (ki (p) — g(F (21:0)) =5 o' (fr(2%:0)) (Zr (85 p) — a7 fH (2% ) 2w (13 ).

This completes the proof of Theorem 3.11.

5.8 Proof of Theorem 3.12

We first state a lemma which will be used in the proof of Theorem 3.12. Let us define

(n) (

d(p):=p—go fr(z*(p);p) and ¢n(p):=p—go fr (z:(p);p).

Lemma 5.4. Under Assumption 3 and Assumption 4, the following holds:
(a) For any fized p € (Pmin,po), if 2*(p) = 0 or z*(p) € (0,1) and a(p) > 0, then there

exists some small 6 > 0 and N large enough, such that z*(-) and all 2}(-) for n > N are
continuous on the interval (p — §,p + 0);

(b) For p € {Pmin, Do}, with the same conditions as in (a), the continuities hold but on a
semi-interval [Pmin, Pmin + 0) for p = pmin and (po — 0, po] for p = po.

(¢) If p is a stable fized point solution, then under the same conditions as in (a), we have that,

for N large enough, p and all {p,,n > N} are continuity points of ¢ and ¢y, respectively.

Moreover, as n — o0, p, — P.

For the sake of readability, we postpone the proof of lemma to the end of this section. We

now proceed with the proof of Theorem 3.12.
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The first point, when z*(p) = 0 and p is a stable solution, has been covered in Theorem 3.6.
We now consider the second point, when z*(p) € (0, 1] is a stable solution of fy (z;p) = 0, i.e.,
a(p) := fiy(z*;p) > 0, and p is a stable solution of Equation (8).

By Lemma 5.4, we know that, for n large enough, p, exists and converges to p as n — o0.

Moreover, by Theorem 3.11, we have that as n — o0,

@,(p) -5 Zv(p).

Zy(p) is a centered Gaussian random variable, and its distribution is determined uniquely by
its variance. By the analysis in the proof of Theorem 3.10, the variance function of Zr(t;p)
is continuous in p. By similar arguments, the variance function of Zy is also continuous in p.
Then by Cauchy-Schwarz inequality, we can control the covariance between Zr and Zyy by their

variances. Thus the variance function of Zy (p) is continuous in p. We therefore have that

Zy(pa) -5 Zv(p), (31)

for any sequence {p,}, which converges to p as n — o0.

We next take advantage of the Skorokhod representation theorem which shows that one
can change the probability space where all the random variables are well defined and, all the
convergence results of Theorem 3.11, the convergence in probability p} — p and (31) hold a.s..

Then we can write

D,(p1) = dn(0}) + 1 22y (p}) + o(n~?)

(32)
= dn(p}) + 10722y () + o(n~ ),
where the second equality follows from Zy (p}) — Zv(p) a.s.. From ®,(p)) = 0, we have
n(ph) = =022y (p) + o(n” V), (33)

Moreover, as n — o0, we have a.s. py, — p and p, — p. Combining the continuity of fﬁn) and
the local continuity of z*(-), we have that both flgn)(z,*1 (pr);pr) and fé”) (23 (Pn); Pn) converge
a.s. to fr(2*(p), D).

Thus, by the Mean-Value theorem, there exists some sequence {¢,} with &, — fr(z*(p); D)
a.s. in the interval between f{™ (22 (p2):pt) and f{" (25 (Pn); Pn) such that

g (" (1 @):pn) — 9 (" aBn)iBa)) = o' E) (" R 0R)iph) = 17 Bu)iBa))- - (34)
We next analyze flgn) (zx(ph);pon)— r(‘n) (2% (Pn); Pn)- By the Mean-Value theorem and Lemma 5.4,

there exists a sequence {£Z} and {2} with {2 — 2*(p) a.s and & — p a.s. such that

K G wh)p) =11 a)ipn) = f (€l (G wh) =2 (P) + £ (2020 €0 (9= D).
(35)
It only remains to analyze 2z} (pk) — 2% (prn). Notice that, by definition, f‘g(})(z;; (p);p) = 0 for

any p € [Pmin, Po]- By using again the Mean-Value theorem, we have the following two relations

— 1 Ba)iph) = L Grn)ion) — £ Ga(Ba)iph) = Fa™ (@i p0) (2 (05) — 2 (Bn)),
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and,

S Ba)vh) = 1 (o Ba)ivh) — £ B Bn) = Fi™ (2 (Bn); 02) (0, — Bn),

where aZ — z*(p) a.s. and o, — p a.s. as n — 0. Then by above two equations we have

21 (h) — 2 (Pn) = (™ (@l i) " A Pa): aR) (0], — ). (36)
Now combine (34), (35) and (36) and by Remark 3.9, we conclude that

On(Py) = On(Dy) — Gn(Dn)
=}, — b — (9(fr(z* (9); D) + o(1))[(f£(2* (B); ) + o(1))
(=i (@) p) " fiv (2% (9); D) + (1)) + (JR("(D);p) + 0o(1)](P}, — Dn)
= (p+ o(1))(py, — Pn)-

Hence combining with (33), we finally obtain

Dy — Dn = (% + 0(1)) bn(D}) = _nfl/zizv(p) +o(n~Y?).

This completes the proof of Theorem 3.12.

At the present we are only left to prove Lemma 5.4.

Proof of Lemma 5.4. From the definition of the threshold distribution, " (0 p) are (stochas-
tically) non-decreasing on p for every (z,6) and every n. Thus, for an increasing sequence
pn converging to some p € [pPmin,Po], we can show that for any fixed z € [0, 1], the sequence
{fw(2z;pn)}n is monotone and converges to fu (z;p). In addition, fu (z;p) and fé:,l)(z;p) are
continuous on z for all n. It therefore follows by Dini’s theorem that {fw (:;pn)}n converges
uniformly to fyw(z;p) on [0,1]. Hence the largest root z*(p,) must also converge to z*(p).
The same argument for a decreasing sequence p,, gives the same uniform convergence. Thus
{fw (-;pn)}n converges uniformly to fy (+;p) for any sequence converging to p.

If 2*(p) = 0 or z*(p) € (0,1) and a(p) > 0, then for some ¢ < ¢ small enough, we have
fw(z*(p) + ¢p) > 0 and fw(2*(p) — &p) < 0. Then for n large enough, it follows that
fw(z*(p)+€pn) > 0and fiy(2*(p)—€;pr) < 0. We therefore have 2*(p,) € (2*(p) —¢€, 2*(p) +¢),
and e can be arbitrarily small, thus z*(p,) — 2*(p) as p, — p. If z*(p) = 0, we have for some
€ > 0 that fy(z;p) > 0 for all z > €. By the uniform convergence of p,, to p, for n large enough,
we also have fy(z;pn) > 0 for z > e. Thus 2*(p,) € [0,¢). Taking e arbitrarily small, we
conclude that 2*(p,) — 2*(p) as p,, — p. This continuity holds on a small interval (p —§,p + 9)
for some ¢ small enough. A similar argument gives the same conclusion for the point (b).

It is also clear that for any fixed p, fg})(z;p) converges to fy (z;p) point wisely on z. Since
for any z € [0, 1],

i
R p) <20+ 3 a3 a0 0:p) + o (i) |,
0=1

zeX

by Assumption 4 and applying dominated convergence theorem, we have further that f‘S(,L ) (z;p)
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converges to fy (z;p) uniformly on z in [0,1]. The same argument applied to flsn) can give us
the uniform convergence of flgn) to fr on z. By the uniform convergence of f‘s{}) to fw, it is
obvious that we can choose € < d such that the local continuity of z*(-) and of all z(-) hold on
(p — €,p + €) for n large enough. This completes the proof of point (a) and (b).

We next proceed with the proof of point (c¢) of the lemma. We first prove the local continuity
of ¢ on an interval where we assume that z*(-) is continuous on p. Recall that X is the
collection of all characteristics z € X with the in-degree df > s. Since all £, ¢(p) and q.(6;p)
are continuous on p, we have that for any fixed s € Z*, the partial sum

Z 2810 frﬂ n7p)

zex\xt 0=1

is continuous on p. On the other hand, we have f, ¢(2*;p) < d 11,4.(6;p). Let C be a common
upper bound for all El.,@. We thus have that

Z 2‘&60 f:n@ n,p)ﬁc Z d;',ur,

IGX:" =1 xEX;'

which goes to zero as s — o0 by Assumption 4. Hence fr(z*;p) is continuous on p and combining
with the continuity of the inverse demand function g, it follows that ¢(p) is continuous on p.
The same argument for ¢,, also leads to the continuity of ¢,, on p, given the continuity of 23 (-).

We next prove the case where p € (pmin,po) and there exists some small € > 0 such that
o(p+¢€) >0 and ¢(p — €) < 0. Notice that ¢, converges uniformly to ¢ since flgn)(z:l(p);p)
converges uniformly to fr(z*(p);p) on [Pmin,Po]. So we have that for some n large enough,
On(p+€) >0 and ¢, (p —€) < 0. We can choose € < ¢ such that the local continuity of z*(-)
and all z(-) hold on (p — €,p + €). By taking e arbitrarily small, we can conclude that p, — p
as n — 0. A similar argument gives the conclusion for p = pui,. This completes the proof of
Lemma 5.4. O

6 Concluding Remarks

We have proposed a stochastic framework for quantifying the impact of a macroeconomic shock
on the resilience of a banking network to fire sales and insolvency cascades. Our limit theorems
provide quantitative evidence for the importance of fire sales and indirect contagion in the
financial system. We have quantified how price mediated contagion across institutions with
common asset holding could worsen cascades of insolvencies in a heterogeneous financial network,
during a financial crisis. Under suitable assumptions on the degree and threshold distributions,
we have shown that the default cascade model could be transferred to a death process problem
represented by balls-and-bins model. This allows us to provide the limit theorems for a dynamic
default cascade process with fire sales. We have stated various limit theorems regarding the total
sold shares and the equilibrium price of illiquid assets in a stylized fire sales model. In particular,
the equilibrium prices of illiquid assets has asymptotically Gaussian fluctuations.

In our numerical experiments, we have investigated the effect of heterogeneity in network

structure and price impact function on the final size of default cascade and fire sales loss. For a
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regular financial network, we found that for a small shock, the high connectivity network is more
resilient, but once the shock is large enough, the default propagates to a larger fraction through
its higher connectivity. On the other hand, the fire sales loss in the two financial networks with
high and low connectivity are very close to each other. We also found that the financial networks
with a higher heterogeneity may have a smaller critical value for the shock beyond which a large
fraction of institutions default, both with and without fire sales. On the other hand, for the
smaller shocks, the most heterogeneous network could be the least resilient.

Our theoretical analysis sheds light on several aspects related to financial stability and sys-
temic risk. A financial network is acceptable if it does not allow for large cascades for a set of
stress scenarios in which certain characteristics, such as capital or liquidity reserves are stressed.
Higher capital requirements could be imposed on the financial institutions, depending on their
types, to ensure that the danger of phase transitions as detailed above is avoided. Moreover, the
closed form interpretable limit theorems that we provide in a heterogeneous financial network
could serve as a mandate for regulators to collect data on those specific network characteristics
and assess systemic risk via more intensive computational methods.

Several directions emerge from the current study. In particular, we have assumed in this
paper an exogenous inverse demand function. A much more challenging extension of the model
is to endogenize the demand function, or to endogenize the financial network payments. We

leave these and some related issues for a future work.
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A Some Auxiliary Lemmas

We first provide (under some regularity conditions) a central limit theorem for functions which
could be written as Y,,(t) := ZZL):(I'(”J G;, where X, (t) is a non-decreasing stochastic process
satisfying X, (t) = O(n) for all ¢ > 0 and {Gi}i>1 are i.i.d. positive bounded random variables

with mean ¢ and variance o2.

Lemma A.l. Using the notations above and for fized t > 0, if X, (t) := f,,(t)n + Vn'/? with
(fn()2_, a positive sequence converging to f(t), and V a bounded real-valued random variable,

then as n — oo, conditioned on {V = x} for some x on supp(V), we have

(Yn(t) —gX,(t)

nf(t)o

Proof. Conditioned on the event {V = x}, X,,(t) = f.(t)n+2n'/? which is non-random. Hence,
by standard central limit theorem (CLT), we have

Yalt) = glXa®] ), Y a,
( lnfn(t)+xn1/2Jg|V_> N(0,1).

V= a:) ~4, N(0,1).

Further, we have the decomposition

Ya(t) — 9Xn(t) _ VInfu(t) + 2n'/?] W) —glXn()] gl Xn(®)] — 9 Xa(t)
/nf(t)o /nf(t) VI nfa(t) + xnt/2|o nf(t)o

_ / ’I’L_1/2 Yn(t) B gI.Xn(t)J n—1/2
1+ 0l ) [nf(t) + an'/?|o T ol )

It follows thus by Slutsky’s theorem that as n — oo,

(Yn(t) — 9Xn ()

d
NCiOL, |V = x) — N(0,1).

Using the above lemma, we prove the following proposition.

Proposition A.2. Using the notations above and for fized t > 0, let X, (t) := fn(t)n + Van'/?
with {fn(t)}:;l a positive sequence converging to f(t) and V, a sequence of random variables
which converges to a Gaussian random variable V ~ N'(0,v?) in distribution. Then we have, as

n — oo,
Yn(t) B ngfn(t)
Vn(f(t)o? +v2g?)

Proof. We first consider the following integration

R S S SR A et L) O
A(z;p) = LD o T Dor p{ 207 2f(1)0? }d : (37)
Va Tgz

Let us denote b, = v?g? t)o2. Then b h f variable y = —
et us denote by a := vig* + f(t)o en by a change of variable y = —~7u a\/af(t),we

4, N(0,1).
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obtain

A(z;p) = W _OCOO exp {—Zf(t)lo_zUQ(f(t)aQu2 + 2%0% — 2gzu® + U292u2)} du
"o ch(t)aregz J,oo Wefdy

On the other hand, define a function

v g
hele) = =, p{ 2f(t)02}’

which is continuous and bounded. Thus by V,, =% V, we have (as n — o0)
An(zp) := E[h:(Vn)] — E[h=(V)] = A(z; p)-

We denote
Y (t) — ngfu(t)

\/ﬁ )

and let Z(t) be a random variable with distribution

Zn(t) :=

Z(t) ~ N(0,0°f(1)).

Let further u,, be the probability measure of V,, and p be that of V. For convenience, we also

denote by
®,(B):=P(Z(t) — gx € B),

and
Gy, (B|z) :=P(Z,(t) € B|V, = x).

Then for any Borel set B < R, we have

[P(Z(t) € B) — P(Z,(t) € B)| =}JR P, (B)dp(r) — JR Gv, (Bla)dpn(z)|
<2+ |f Gv,L(BIw)dun(x) - f D, (B)dpun ()|

[-K,K]

N ‘J B)djn (z) — fR . (B)du(z)|,

where we take K large enough such that S]R\[_ K.K] 1dpn(x) < €, uniformly on n.
Next we check the right hand side of the above inequality term by term. For the second

[ @i - [ e o
[-K,K] [-K,K]

term, we have
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Since any Borel set is a continuity set of Gaussian distribution, for every x € supp(V,,) n[—K, K],
Gy, (Blr) — ®,(B) by Lemma A.1. Then the result follows by the dominant convergence
theorem.

For the third term, we have

| j B, (B)djin () j B, (B)du(z)| < jB E[h- (V)] — E[h.(V)]|dz
< fR |An(2;p) = A(z;p)|dz — 0,

where the first inequality follows by Fubini’s theorem and the third line is by Scheffé’s lemma
since SR An(z;p)dz = SR A(z;p)dz = 1 and A, (z;p) — A(z;p) for every z € R.

Since we can choose € is arbitrarly, we finally get for any borel set B € R,
P(Z,(t) e B) — J A(z;p)dz.
B

On the other hand, since A(z;p) is the density of (0, a) and all Borel sets are continuity set of
N(0,a), it follows that Z,(¢) 4, N(0,a), which is equivalent to the statement of proposition.
The proof is complete. O

B Extension to Multiple Illiquid Assets

In this section we extend our model to the financial network setup with multiple types of illiquid

assets. We next state central limit theorems for default cascade with fire sales in this setup.

B.1 Model

We consider K different illiquid assets [K] := {1,2,..., K}. Every institution holds a portfolio

of illiquid assets v; = (Yi1,---,%ix).-

’7 = (:)llv"w’vK)T-
For the initial price vector po = (po.1,...,Po,x)" of the illiquid assets and given puin :=
)T

We denote the average assets holdings by the vector

(pmin,1, .y Pmin, k)" < Po, we assume that there exists an exogenously given positive continuous

inverse demand function for the multiple illiquid assets

T

g = (glv"'agK) : [07’?]_)[pm7,n7p0:|7

with gi : [0,9%] = [Pmin,ks Do,k ], which satisfies Assumption 1, i.e.,
(i) g(0) = po (in absence of liquidations the price is given exogenously by pg).

(ii) For all k € [K],gx(x) € C* and it is a non-increasing function of z € [0, 7] (the price is

non-increasing with the average excess supply ).

(iii) g(¥) = Pmin > 0 (the price when the total illiquid asset holdings of the banks are sold is
bounded from below by pmin > 0).

Similarly, for a given shock scenario € = (ey,...,€,) € [0,1]™ and a given price p € Rf of the

illiquid asset, we say that the bank ¢ is p-fundamentally insolvent if its capital, after the shock
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and under price p of illiquid assets, is negative. We let the set of p-fundamental defaults
Do(e;p) = {i € [n] : ¢;(e;5p) < O}

We next systemically replace p by p for all definitions and assumptions of Section 2 and
Section 3. In particular, for a given price p, the default threshold distribution is now ¢, (6;p)
forallze X and 0 e {1,...,d}} U {0}

For each asset k € [K], we let {L;l)‘gk(p)}loil be i.i.d. positive bounded random variables
with common distribution F g x(;p), which has expectation £, ¢ (p) and variance <2, (p)
under price p € [Pmin, po] for illiquid asset, for all z € X and € {1,...,d}} U {o0}.

Similarly to Assumption 4, we assume that the mean £, g ,(p) and variance sz 9.x(p) of sold
shares for each liquidation are both continuous on p (on each py), for all x € X and 6.

We recall that Lg)e «(P) denotes the units of A-th illiquid asset sold at i-th incoming default
to institutions with type z and threshold . Further, Lg)oo «(P) denotes the units of k-th illiquid
asset sold at i-th incoming default to institutions with type x who never defaults.

For k € [K], the total sold shares of k-th illiquid asset at time ¢ is given by (for price p)

dt

x

e () i= Y, (Fea DY) + 3 Vi), +Y,1  (59)), (38)
reEX 0=1
where
Iy (p) e
YO tp) = Y LU, (p) and Y (tp):= > LY (p). (39)
i=1 i=1

The final shares of illiquid assets which have been sold under price p will be

O (rx(p)ip) = (O (72 (0);p)s -, TS (75(0); P))

where I‘,(C") (rx(p); p) denotes the final sold shares of illiquid asset & under price p.

We next set the prices given by inverse demand function as
Kn(p) := g(T™) (7 (p); p)/n).
Similarly, we define the equilibrium prices of the illiquid assets as
P}, = sup{p € [Pumin; Po] : P < Ka(p)}, (40)

where we take the supremum according to the K-dimensional Euclidean distance from 0.

B.2 Central Limit Theorems

In this section, we discuss how our central limit theorem results of Section 3.2 could be extended
to the case of multiple illiquid assets in financial system. It would be then easy to extend the

other limit theorems (law of large numbers) for this setup.
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For each asset k € [K] and z € [0, 1], we define

D
8+

fon(zp) =) pe (%,kqx(O;p) +

zeX 6

L2046 (9) 062 D) + Lo (P frr (25 P) ),

1

a

(zp) = ul (v ka0p) + >l ek(p)fifla),k(mp)+Zz,w,k(p)f£f%,k(2;p)),

a
S

zeX 6=1
where
s
feo(2:P) = 1agu(0;) (0 — >, B(df,2,0), frw(zP) = (1 - 2)pg:(00;p)d;,
L=df —0+1

£ (zp) = Mg Op) (0 - D) B(dE.20), () = (1 - 2)ulql (o0 p)ds.

(=d} —6+1

We also set the vectors
T n n n T
fr(zp) = (fra(zp).. ., frox(zp) and  f7(zp) = (A7) (z0), .. % (=)

Note that for any k € [K], the total sold shares for asset k, i.e., F,(Cn), has the same shape as
that of I';, in the uni-asset case. Hence, it is not hard to generalize our limit theorem on I';, in
Section 3.2 to the multi-type case under the same assumptions. In particular, the following two
theorems hold (under Assumption 5b for degree sequences), by systematically replacing p by p

and considering each asset separately.

Theorem B.1. Let 7, < 7,5(p) be a stopping time such that T, 5t for some ty > 0. Then
for any fired k € [K]; P € [Pmin; Po] and t > 0, as n — oo,

n_l/Q(F,(cn) (t A T3 D) — nﬁng (t A T3 D)) 4, Zr ikt Ato;p), (41)
where Zr (t;p) is a Gaussian random variable with mean 0 and variance
Vi (t; p) := Var(Zr.x(t; p)),

where the form of Uy (t;p) is given by (44).
We also have the following theorem for the asymptotic normality of the final total sold shares.

Theorem B.2. Let t*(p) := —Inz*(p). For any fized p € [Pmin; Po], as n — o0, the final total
sold shares for asset k € [K| satisfies:

(i) If z*(p) = 0 then asymptotically almost all institutions default after shock and (asn — o)

(n)( _«.
0y (msp) e, Zuz<%qu Zﬁxek )04 (0 ))

n
zeX

(ii) If z*(p) € (0,1] and 2*(p) is a stable solution, i.e., a(p) := fii, (z*(p);p) > 0, then
w2 (7 p) — nf L R)ip) 5 Zra(t () p) — a(p) T A (9):p) 2w (1 (),
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where f%k denotes the partial derivative of fr . with respect to the first variate z.

We next show a central limit theorem on the price &, (p) := g(T'™ (7} (p);p)/n). For

convenience, we denote the vectors

ZF(t;p) = (Zr,l(t; p)a BERE) ZF,K(t§ p))T and fF1(27 p) = (f%,l(& p)v B f%,K(Z;p))T‘

Theorem B.3. Let t*(p) := —Inz*(p). For any p € [Pmin; Po] fized and as n — oo, the price

Kn(p) given by the inverse demand function satisfies:

(i) If z*(p) = 0 then asymptotically almost all institutions default after shock and
ka(p) = g(T(P)).

where T'(p) := (I'1(p), ... 7FK(p))T is given by setting, for all k € [K],

Lk(p) = Z P (’Ym xqz(0; p) Z em 0, k(P)0g. (0 ))

zeX

(ii) If z*(p) € (0,1] and 2*(p) is a stable solution, i.e., a(p) := fi, (z*(p);p) > 0, then

n 2 (p) -8 (") ( ()i ) 5 T (60" ()i )| 20 (# ()i p)—a(p) ™ FL(* ()i p) 2w (F (P):) |,

where Jg is the Jacobian matriz of g.

The proof of the above theorem is provided in Section B.3.
We could now state a central limit theorem for the equilibrium price after shock, defined by
Equation (40). Let us define

p := sup{p € [Pmin,Po] : P < g(fr(z*(p); P)},

and correspondingly for the network of size n, we set

B := sup{p € [Pmin, o] : P < g(E (*(p); P)},

We say that p is a stable fixed point solution if either p = pmin Or, P € (Pmin; Po] and there
exists some € > 0 such that p < g(fr(2*(p); p) for all p € (p — €; p).

We define some notations here. Let Vf be the row vector of the gradient of f. Further,
for any function f(z;p) and k = 1,..., K + 1, we define the notation f*(z;p) be the partial

derivative with respect to the k-th variate (z or py_1).

Theorem B.4. Asn — o, the equilibrium price satisfy:

(i) If 2*(p) = 0 and P is a stable solution, then the equilibrium price converges to p¥, —— p

and p is the largest solution of the fixed point equation

p = g(T(p)),

where T'(p) is the same vector as defined in Theorem B.3.
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(ii) If z*(p) € (0,1] is a stable solution of fw (z;p) = 0, i.e., a(p) := fi, (2*(P);P) > 0, and
p is a stable fized point solution in (Pmin; Po), then

_ * _ d _ _
n 1/2(pn - pn) - _(IKXK —-A- B) 1ZV(p)a

if the matriz Iy x — A - B is non-singular, where Ik is the K x K identity matriz,

A = Jg(fr(2*(p);p)) is the Jacobian matriz, B is also a K x K matriz with entry
Bj; = —fpi(z"(B); B)aud) " fiy (=" (B); B) + S (=" (B); P)
for alli,j € [K], and Zv(p) = (Zv1(D)..... Zvxc(p))" with (for ke [K])
Zva(p) i= ~Var(Er (=" (B):P)) (Zra(t (B): D) — a(P) ™ fL 4(*(B): P) Zw (" (P):P) )

is a centered Gaussian random variable with mean 0.

The proof of the above theorem is provided in Section B.4.

B.3 Proof of Theorem B.3

The case z*(p) = 0 is a direct consequent of point (i) of Theorem B.2, since for all k € [K],
gk is continuous. Consider now the case when z*(p) € (0,1] and z*(p) is a stable solution,
ie, a(p) := fiy(z*(p);p) > 0. Since the liquidations are independent for different types of
assets, we have as a consequent of point (i) of Theorem 3.10 that for all k € [K], Flgn)(rg; p) is

asymptotically normal and
WO ()= fER) <5 Za(tip) a7 (D) B (tp). (42)
By a similar argument, we have that z}(p) — z*(p) in probability and, for all k € [K],
A (i) = fran(zp),

as n — oo, for any fixed p € [Pmin, Po]. Further, since the inverse demand function g is C!, we
have for all k € [K], as n — 0,

e o ) (20 p) 2 gh o frou(zp).

Hence, using again the Mean-Value theorem, we have for all k € [K], there exists some Zy, ,, 1=

( 1217)1, e ,g,ﬁfj}) converging to fr(z*;p) = (fr1(z*;p), ..., fr.x (*; p)) such that

gk (@ (r5:p)/n) — g (F (225 P)) = Vgi(Erm) - (T (75p) /0 — £ (20:p)). (43)
Multiply both side of (43) by n'/2, we obtain
02 (DO (75 p) /n) — ge (¥ (25 p)) = 02V gi(Brn) - (O (72 p) /0 — £ (25 p)).-

Then by the asymptotic normality of point (i7) in theorem B.2, we can generalize to our multi-

dimensional case. The random vector n'/?(T'(™ (p)/n — flgn)(zfl, p)) converges in distribution to
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a centered Gaussian vector Z.,4(p) := (Ze(rll)d(p)7 . ,Zéfd) (p))”, where

ZW () = Zru(t;p) — a  f (2% ) Zw (1% p).

Then combining Slutsky’s theorem, we have finally for all k € [K], as n — oo,

22 (50 (p) — gi(FI7 (25, p))) ~%> V(£ (2% ) - Zena(p)-

This completes the proof of Theorem B.3.

B.4 Proof of Theorem B.4

We first provide the variance function of Zr ;(¢; p). Using the same arguments as in Section 5.4,
one can show that for all k € [K], ¥ (¢; p) has the same structure as that in the uni-asset case.
By replacing the corresponding mean Zmyg, k, variance ng)@’ . and 7, i for each type k, we can get

the variance function for Zr (¢; p), i.e.,

&t ar
i(t;p) = D) (D Warp k(D) + Yook (B P) + 72 4¥r00(P) + D, Y. 0k 6,(e7'5D)
zeX 0=1 TeX 01,02=1
af df df
+ 32D, 0len(e5P)+2) Yapo(p) D, Bldf,ehs))
TEX 0=1 0=1 s:d;r_g_;,_l

dy
+ Z wz,O0,0(p) Z ﬂ(d;ra eita 5))
s=1

zeX

where for all € {1,...,d}} U {00}

Va0k(tip) = fro(t:P)sn g s(P) + 6 g 1 (P)ok g (e D).

We now proceed with the proof of Theorem B.4. The case z*(p) = 0 is a direct generalization
of the corresponding situations in Theorem 3.12 and can be proved by a similar argument, using
Theorem B.3.

Consider now the case when z*(p) € (0,1] and z*(p) is a stable solution, i.e., a(p) :=
fi(z*(p);p) > 0. First of all, Lemma 5.4 could be generalized to the multi-dimensional case

and show that p,, — p. Further, we also have that

Zy(pn) -5 Zv(p), (45)

for any sequence {p,}, converging to p as n — .

Let us denote
‘I’gﬁ) (p) :=pr — gk(r(n) (7h;p)/n).

We use again the Skorokhod representation theorem. All the convergence results of Theorem B.3,
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p;, — p and (45) hold a.s., by changing the probability space. Then we can write

e (p1) = ¢ (p}) + 1722y (p}) + o(n”1?)

46
= ¢\ (p7,) + 1722y (B) + o(n”?), 1o

where the second equality is because that we have a.s. Zy(p),) — Zv.x(P). Notice also that
for all k € [K], ® (k)( *) =0, then we have

oW (p}) = —n " Zuk(P) + o(n”V?). (47)

Next, we proceed to approximate the difference between p} and p, by the Mean-Value
theorem. The arguments are similar to the uni-asset case and, in order to avoid the repeatability,
we omit some detail and highlight the difference from the one asset situation. We denote o(1)

the K-column vector of o(1). Firstly, for all k € [K], we have

g (87 (2 (01); 1)) — 9 (B (275 (Bn); Pa)

) (n) (48)
= (Vg (=" (p): D)) + o() (£ (54 (P}): P) — £ (23 (Bn); P ))-

Next we analyze flgn) (z2(pr);pr) — flgn) (22 (Pn); Pn). Again by the Mean-Value theorem, we
have for all k € [K],

A G0 p3) = A7 (5Pa): Bu) =(FH(" (0 D) + 0(1) (5.(P1) — #4.(P)) )
(v

V@ f.(z*(P); B) + 0(1)) - (P}, — Pn)-

We next approximate 2 (p})—zy (Pr). Notice that fé:,l) (zx(p);p) = 0 for any p € [Pmin, Po]-
Using again the Mean-Value theorem, we have the following two equations

I Ga@n)iph) = A ErBa)iph) = Fir™ (€5 pi) (A (Ph) = 2 (),
and,
W Bn)ipl) = 7 (B Ba) = VO L (2(Bn), o) - (P — B,
where £2 — 2*(p) a.s., ¢, — P a.s. and the notation V() is defined by setting
VA F(zp) = (F*(%p),-..,F*'(zp)),

Then by the above two equations we have

2n(Pn) = 2(Pn) = —((fir (2" (0); D)~ + o)) (VP fiw (2" (B); B) + 0(1)) - (7, — Pu)-  (50)
Now by (49) and (50), we have that for all k € [K],

U zn(0)ip) — 4 (2(Pn)i Pn)

ffk< <*>~ D) (i (=" (0):) 'V fi (=" (0); B) - (P}, — D)
@ fi(2*(B): P) - (Pl — Pn) +0(1) - (P} — Pu)

(Bk+o<1> )(Ph — Bn),

o7



where By, is the k-th row vector of B. Hence by (48) and (51), for all k € [K], we can conclude

6" (p) = o (p7) — o (o)
=i — 5 — (£ (2 (1): ) — g (£ (25 (Bn): Pn)))
= p’:L(k) _pgzk) - (Ak ‘B + O(I)T)(p; - f’n)v

where A is the k-th row vector of A.
Combining Equation (47), it then follows that

¢n(ph) = (Ixxx — A B —o(lkxx)) (P} — Pn) = —n 2(Zv(P) + o(1)).
We therefore obtain that
n2(ph — bn) = —(Ixxx — A -B) T Zy(p) + o(1),

provided that the matrix I« x —A-B is non-singular. This completes the proof of Theorem B.4.
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