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Abstract

Machine learning models can leak information
about the data used to train them. Differen-
tially Private (DP) variants of optimization
algorithms like Stochastic Gradient Descent
(DP-SGD) have been designed to mitigate this,
inducing a trade-off between privacy and util-
ity. In this paper, we propose a new method
for composite Differentially Private Empirical
Risk Minimization (DP-ERM): Differentially
Private proximal Coordinate Descent (DP-
CD). We analyze its utility through a novel
theoretical analysis of inexact coordinate de-
scent, and highlight some regimes where DP-
CD outperforms DP-SGD, thanks to the possi-
bility of using larger step sizes. We also prove
new lower bounds for composite DP-ERM un-
der coordinate-wise regularity assumptions,
that are, in some settings, nearly matched by
our algorithm. In practical implementations,
the coordinate-wise nature of DP-CD updates
demands special care in choosing the clipping
thresholds used to bound individual contribu-
tions to the gradients. A natural parameteri-
zation of these thresholds emerges from our
theory, limiting the addition of unnecessar-
ily large noise without requiring coordinate-
wise hyperparameter tuning or extra compu-
tational cost.

1 INTRODUCTION

Machine learning fundamentally relies on the availabil-
ity of data, which can be sensitive or confidential. It is
now well-known that preventing learned models from
leaking information about individual training points
requires particular attention (Shokri et al., 2017). A
standard approach for training models while provably
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controlling the amount of leakage is to solve an em-
pirical risk minimization (ERM) problem under a dif-
ferential privacy (DP) constraint (Chaudhuri et al.,
2011). In this work, we aim to design a differentially
private algorithm which approximates the solution to
a composite ERM problem of the form:

w* € argmianK(w;di) + Y(w), (1)
weRr TV i

where D = (dy,...,d,) is a dataset of n samples drawn

from a universe X, £ : RP x X — R is a loss function

which is convex and smooth in w, and 9 : R? — R is

a convex regularizer which is separable (i.e., ¥(w) =

Z;’:l 1;j(w;)) and typically nonsmooth (e.g., £1-norm).

Differential privacy constraints induce a trade-off be-
tween the privacy and the utility (i.e., optimization
error) of the solution of (1). This trade-off was made
explicit by Bassily et al. (2014), who derived lower
bounds on the achievable error given a fixed privacy
budget. To solve the DP-ERM problem in practice, the
most popular approaches are based on Differentially
Private variants of Stochastic Gradient Descent (DP-
SGD) (Bassily et al., 2014; Abadi et al., 2016; Wang
et al., 2017), in which random perturbations are added
to the (stochastic) gradients. Bassily et al. (2014)
analyzed DP-SGD in the non-smooth DP-ERM set-
ting, and Wang et al. (2017) then proposed an efficient
DP-SVRG algorithm for composite DP-ERM. Both
algorithms match known lower bounds. SGD-style al-
gorithms perform well in a wide variety of settings, but
also have some flaws: they either require decreasing
learning rates or variance reduction schemes to guaran-
tee convergence, and they can be slow when gradients’
coordinates are disparate. These flaws also hold for the
private counterparts of these algorithms. Despite a few
attempts at designing other differentially private solvers
for ERM under different setups (Talwar et al., 2015;
Damaskinos et al., 2021), the differentially private op-
timization toolbox remains limited, which undoubtedly
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restricts the resolution of practical problems.

In this paper, we expand this private optimization
toolbox by proposing and analyzing a novel Differen-
tially Private proximal Coordinate Descent algorithm
(DP-CD), which performs updates based on perturbed
coordinate-wise gradients (i.e., partial derivatives). Co-
ordinate Descent (CD) methods have encountered a
large success in (non-private) ML due to their sim-
plicity and effectiveness in high dimension (Liu et al.,
2009; Friedman et al., 2010; Chang et al., 2008; Sardy
et al., 2000), and have seen a surge of practical and
theoretical interest in the last decade (Nesterov, 2012;
Wright, 2015; Shi et al., 2017; Richtarik and Takéac,
2014; Fercoq and Richtarik, 2015; Tappenden et al.,
2016; Hanzely et al., 2020; Nutini et al., 2015; Karim-
ireddy et al., 2019). In contrast to SGD, they converge
with constant learning rates without variance reduction,
and allow the use of larger learning rates that adapt
to the coordinate-wise smoothness of the objective.

Despite these advantages, it is not obvious whether
achieving a good privacy-utility trade-off is possible
with CD methods. Indeed, they typically require more
iterations than full gradient descent, but coordinate-
wise updates do not systematically reduce the amount
of perturbation needed to guarantee differential pri-
vacy. Nonetheless, through a novel and careful analysis
of proximal CD with perturbed gradients, we derive
upper bounds on the privacy-utility trade-off achieved
by DP-CD, and show that it can outperform DP-SGD
in regimes where some coordinate-wise gradients have
lower sensitivity. Our analysis relies on a new recur-
sion on distances of CD iterates to an optimal point,
similarly to classical SGD analyses (Shamir and Zhang,
2013; Johnson and Zhang, 2013). This recursion allows
to keep track of coordinate-wise regularity constants,
which is crucial for achieving high utility by leveraging
the use of large and constant learning rates. Inciden-
tally, our result improves upon known convergence
rates for inexact CD (Tappenden et al., 2016) with ad-
ditive error that results from noisy gradients. We assess
the optimality of DP-CD by extending known lower
bounds to finer coordinate-wise Lipschitzness measures,
and show that DP-CD matches those bounds in most
settings. Our lower bounds also suggest interesting
perspectives for future work on DP-CD algorithms.

Our theoretical results have important consequences for
practical implementations, which heavily rely on gradi-
ent clipping to achieve good utility. In contrast to DP-
SGD, DP-CD requires to set coordinate-wise clipping
thresholds, which can lead to impractical coordinate-
wise hyperparameter tuning. We instead suggest a
simple rule for adapting these thresholds from a single
hyperparameter. We provide illustrative numerical ex-
periments which validate our theory and confirm that

DP-CD is a suitable approach to DP-ERM.

Our main contributions can be summarized as follows:

1. We propose the first proximal CD algorithm for
composite DP-ERM, formally prove its utility, and
highlight regimes where it outperforms DP-SGD.

2. We show matching lower bounds under coordinate-
wise regularity assumptions.

3. We give practical guidelines to avoid costly
coordinate-wise hyperparameter tuning, and show
the relevance of DP-CD through experiments.

The rest of this paper is organized as follows. We first
describe some mathematical background in Section 2.
In Section 3, we present our DP-CD algorithm, show
that it satisfies DP and establish utility guarantees. We
compare these utility guarantees with those of DP-SGD,
and propose an empirical rule for setting coordinate-
wise clipping thresholds. In Section 4, we derive lower
bounds under coordinate-wise regularity assumptions,
and show that DP-CD can match them. Section 5
presents our numerical experiments, comparing DP-
CD and DP-SGD on linear regression, LASSO and
{y-regularized logistic regression. Finally, we discuss
the relation to existing work in Section 6, and conclude
with promising lines of future work in Section 7.

2 PRELIMINARIES

In this section, we introduce important technical no-
tions that will be used throughout the paper.

Norms. We start by defining two conjugate norms
that will be crucial in our analysis, for they allow to
keep track of coordinate-wise quantities. Let (u,v) =
>¥_ wiv; be the Euclidean dot product, let M =
diag(M, ..., M,) with My,..., M, >0, and

[wllpy = vV (Mw,w),  [wlly = VM~ w, w).

When M is the identity matrix I, the I-norm ||-||; is
the standard fo-norm ||-[|,.

Regularity assumptions. We recall classical reg-
ularity assumptions along with ones specific to the
coordinate-wise setting. Below and throughout the
paper, we denote by V f(-) the gradient of a differen-
tiable function f, and by V,f(-) its j-th coordinate.
We denote by e; the j-th vector of RP’s canonical basis.

Convezity: a differentiable function f : RP — R is con-
vex if for all v,w € RP, f(w) > f(v) + (Vf(v),w —v).

Strong convexity: a differentiable function f: RP — R
is par-strongly-convex w.r.t. the norm [|-||,, if for
all v,w € RP, f(w) > f(v) + (Vf(v),w—v) +
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Bt lw — UH?W The case My = --- = M, = 1 recovers
standard py-strong convexity w.r.t. the f3-norm.

Component Lipschitzness: a function f : RP — R
is L-component-Lipschitz for L = (Lq,...,L,) with
Ly,...,L, > 0if for all w € R’, t € R and j € [p],
|f(w+te;) — f(w)| < Lj [t]. It is A-Lipschitz if for all
v,w € RP, ‘f(v) - f(w)| <A HU - sz.

Component smoothness: a differentiable function f :
RP — R is M-component-smooth for My,..., M, >0
if for all v,w € R?, f(w) < f(v) + (Vf(v),w —v) +
2w fv||?u. When M; = -+ = M, = 3, f is said to
be (-smooth.

The component-wise versions of these regularity hy-
potheses are not restrictive, as A-Lipschitzness implies
(A, ..., A)-component-Lipschitzness and S-smoothness
implies (3, ..., 8)-component-smoothness. Crucially
however, the actual component-wise constants of a
function can much lower than what can be deduced
from their global counterparts. This will play a major
role in our analysis and in the performance of DP-CD.

Differential privacy (DP). Let D be a set of
datasets and F a set of possible outcomes. Two datasets
D, D’ € D are said neighboring (denoted by D ~ D')
if they differ on at most one element.

Definition 1 (Differential Privacy, Dwork 2006). A
randomized algorithm A : D — F is (e,0)-differentially
private if, for all neighboring datasets D, D’ € D and
all S C F in the range of A:

Pr[A(D) € S] < exp(e)Pr[A(D') € S] + 6.

The value of a function A : D — RP can be privately
released using the Gaussian mechanism, which adds
Gaussian noise to h(D) before releasing it (Dwork and
Roth, 2013). The scale of the noise is calibrated to the
sensitivity A(h) = supp.p: [|R(D) — h(D’)||y of h. In
our setting, we will perturb coordinate-wise gradients:
we denote by A(V ;) the sensitivity of the j-th coor-
dinate of gradient of the loss function ¢ with respect
to the data. When £(-;d) is L-component-Lipschitz for
all d € X', upper bounds on these sensitivities are read-
ily available: we have A(V,;{) < 2L; for any j € [p]
(see Appendix A). The following quantity, relating the
coordinate-wise sensitivities of gradients to coordinate-
wise smoothness will prove to be central in our analysis:

(z

-

A (V) = Vit))" <20 Ll (2)

In this paper, we consider the classic central model
of DP, where a trusted curator has access to the raw
dataset and releases a model trained on this dataset!.

n fact, our privacy guarantees hold even if all interme-
diate iterates are released (not just the final model).

3 DP-CD FOR DP-ERM

In this section, we describe our main contribution:
the Differentially Private proximal Coordinate Descent
(DP-CD) algorithm to solve problem (1) under an (e, §)-
DP constraint. We first describe our algorithm, show
how to parameterize it to satisfy the desired privacy
constraint, and give corresponding utility results. Then,
we compare it with DP-SGD and exhibit practical
strategies to set coordinate-wise clipping thresholds.

3.1 Private Proximal Coordinate Descent

Let D = {d1,...,dn} € X™ be a dataset. We denote
by f(w) := %E 0(w; ) the M-component-smooth
part of (1), by ¢ (w ) _, ¥;j(w;) its separable part,
and let F(w ) flw) + @/}( ). Coordinate descent

methods solve problem (1) by iteratively minimizing
F along each of its coordinates. Exact minimization
incurs a prohibitive privacy cost due to large sensitiv-
ity and/or multiple accesses to data. We thus rather
minimize an upper bound of the function along one
coordinate, which reveals less information and can be
made private more efficiently. Such an upper bound
follows from the M-component-smoothness of f and
the separability of ¢». With w € RP, t € R and j € [p]:

F(w +tej) < f(w) + V; f(w)t + %tz
i (wy + 1)+ >y (wyr),
J'#J

Minimizing this upper bound in ¢ yields an update

which is equivalent to a coordinate-wise proximal gra-

dient step with learning rate «; = ﬁ Formally, the
J

updated j-th coordinate of w is given by

i — 1 Vif(w)), (3)

+
Wi = PIOXy,y, (w

for prox, ,, (w) = arg min, gy {v- w||§+'yj1/1j(v)}.
We refer to Parikh and Boyd (2014) for details on
proximal operators and related algorithms.

Update (3) only requires the computation of the j-th
entry of the gradient. To satisfy differential privacy,
we perturb this gradient entry with additive Gaussian
noise of variance a . The complete procedure is shown
in Algorithm 1. At each iteration, we pick a coordi-
nate uniformly at random and update according to (3),
albeit with noise addition (see line 7). For technical
reasons related to our analysis, we use a periodic av-
eraging scheme (line 8). This scheme is similar to
DP-SVRG (Johnson and Zhang, 2013), although no
variance reduction is required since DP-CD computes
coordinate gradients over the whole dataset.
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Algorithm 1 Differentially Private Proximal Coordi-
nate Descent Algorithm (DP-CD).

Input: noise scales ¢ = (01, ...,0p) for o1,...,0, > 0;
learning rates 7q,...,7, > 0; initial point w® € RP;
iteration budgets T', K > 0.

1: fort=0,...,T—1do

2: Set 60 =w!

3 for k=0,...,K—1do

4: Pick j from {1,...,p} uniformly at random
5: Draw 7; ~ N(0,07%)
6
7

Set 9F+1 = gk
Set 05+ = prox, (0% —;(V;£(0%) + 1))

_ K
8: Set Wiy1 = % Zk:l 9k

9: return wy,;, = Wr

3.2 Privacy Guarantees

For Algorithm 1 to satisfy (e, d)-DP, the noise scales
O1,...,0p should be calibrated as given in Theorem 1.

Theorem 1. Assume £(-;d) is L-component-Lipschitz
2
Vi€ X. Lete < 1and§ < 1/3. Ifo? = ZRalllell/)

n2e?

for all j € [p], then Algorithm 1 satisfies (e,0)-DP.

Sketch of Proof. We track privacy using zero concen-
trated differential privacy (zCDP), which gives better
guarantees than classical DP for the composition of
Gaussian mechanisms (Bun and Steinke, 2016). The
Jj-th entry of V f has sensitivity A(V, f) = A(V;£)/n <
2L;/n. Thus, by the Gaussian mechanism, setting
ojz = 4L?TK /n?p ensures that each iteration of DP-
CD is p/TK-zCDP. The composition theorem then
guarantees p-zCDP of the complete procedure. We
finish the proof by converting this guarantee to DP.
The complete proof is provided in Appendix B. O

The dependence of the noise scales on €, §, n and on
TK (the number of updates) given in Theorem 1 is
standard in DP-ERM. However, the noise is calibrated
to component-Lipschitz constants {Lj}§:1 of f, con-
trary to SGD-style algorithms where the noise depends
on the global Lipschitz constant of f. This is a crucial
difference: component-Lipshitz constants can be much
lower than the global one, and we will see that this
compensates for the larger number of iterations (and
thus larger noise) typically needed by CD algorithms.

3.3 Utility Guarantees

We now state our central result on the utility of DP-
CD for the composite DP-ERM problem. As done in
previous work, we use the asymptotic notation O to
hide non-significant logarithmic terms. Non-asymptotic
utility bounds can be found in Appendix C.

Theorem 2. Let ¢(-;d) be a convex, L-component-
Lipschitz, M -component-smooth loss function for all
de X, and ¢ : RP — R be a conver and separable
function. Let € < 1,6 < 1/3 be the privacy budget.
Let w* be a minimizer of F and F* = F(w*). Let
Wpriv € RP be the output of Algorithm 1 with learning
rates y; = 1\%} T and K set as stated below and noise
scales set as in Theorem 1 to ensure (¢,0)-DP. Then,
the following holds:

1. If F is convex, K = O (Rp\/pne/ ||L||p;-1) and
T =1, then:

]E[F(wpriv) - F*] = 6(@

€

1. RM),

where Ry = max(y/F(wY) — F(w*), )
and more simply Ry = Hwo — w*HM when 1 = 0.

2. If F is pa-strongly conver w.r.t. ||, K =
O (p/par) and T = O (log(nepins /p | Lllyy2), then:

F* = 5(plog<1/6> ||L||§41>'

n2e2 54

= w|

]E[F (wpriv) -

Expectations are over the randomness of the algorithm.

Sketch of Proof. Contrary to classical analyses of CD
algorithms, we prove a recursion that focuses on
E ||o% — w*”?w, rather than E[F(0%) — F(w*)]:

p—1

E[F(") ~ F*] = - E[F(#") - "] (4)

2 S
SE[0" —wrfly, — 6" —wtf, + R

This inequality reflects the idea that coordinate-wise up-
dates leave a fraction p’%l of the function “unchanged”,

while the remaining part decreases (up to additive
noise). When summing (4) for k = 0,..., K — 1, its
left hand side simplifies and its right hand side is a
telescoping sum with additive noise that accumulates:

E[F(6%) — F*] (5)

2 2
v T ol

Sal
n I

E[F(@') — F*] + E ||o" — w*

where @' appears since 80 = w!. As F is convex,

F(@*) — F* < 258 F(%) — F*, thus the in-
ner loop converges sublinearly (up to an additive noise
term). This is in fact the result in the convex case (since
T = 1, ounly one inner loop is run). For strongly con-
vex F', we have E ||t — w*|y, < ZE[F (") — F(w*)].

Replacing in (5) with large enough K gives

E[F(@'*") - F*] < JE[F(@") = F*] + |lol3-1
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and linear convergence follows (up to an additive noise
term). The full proof is given in Appendix C. O

Remark 1. In the non-private setting, Theorem 2’s
analysis improves over the results of Tappenden et al.
(2016) for inexact CD methods with additive error,
under the hypothesis that gradients are noisy and un-
bzased In their formalism, we have a = 0 and

= ||U||M 1 /p. Our algorzthm requires 2pR3, /(£ —pPB)
(Tesp dp/par log((F(w®)—F*)/(§—2pB))) iterations to
achieve expected precision € > pf3 (resp. £ > 2pf3) when
F is convex (resp. par-strongly-conver w.r.t. |-||,,),
improving over existing analysis of inexact CD by a fac-

r\/PB/2R3, (resp. par/2) in this setting. Moreover,
our analysis does not require the objective to decrease
at each iteration, which is essential to guarantee DP.
See Appendiz C.3 for more details.

Our utility guarantees stated in Theorem 2 directly
depend on precise coordinate-wise regularity measures
of the objective function. In particular, the initial
distance to optimal, the strong convexity parameter
and the overall sensitivity of the loss function are mea-
sured in the norms |-||,, and ||-||,,-: (i.e., weighted
by coordinate-wise smoothness constants or their in-
verse). In the remainder of this section, we thoroughly
compare our utility results with existing ones for DP-
SGD. We then show that Theorem 2 suggests values
for scaling coordinate-wise clipping thresholds using a
single hyperparameter, substantially easing practical
implementations. We will discuss the optimality of our
utility guarantees in Section 4.

3.4 Comparison with DP-SGD

We now compare more finely DP-CD with DP-SGD and
DP-SVRG, for which Bassily et al. (2014) and Wang
et al. (2017) proved utility guarantees. In this section,
we assume that the loss function ¢ satisfies the hypothe-
ses of Theorem 2, and is A-Lipschitz. We denote by pur
the strong convexity parameter of £(-,d) w.r.t. ||-||, and
R the equivalent of Ry when M is the identity matrix
I. As can be seen from Table 1, comparing DP-CD
and DP-SGD boils down to comparing ||L|| -1 Ram

with AR; for convex functions and % with ﬁ—j for
strongly-convex functions. We compare these terms
in two scenarios, depending on the distribution of
coordinate-wise smoothness constants. To ease the
comparison, we assume that Ry = Hwo and
Ry = ||w® - w*HI (which is notably the case when
1 = 0), and that F' has a unique minimizer w*.

Balanced. When the smoothness constants M are
L
all equal, || L||,,+ Ras = ||L||, Ry and MEla=r — nan

227
The comparison thus boils down to comparing ||L||2

with A. As A < ||L]|, < /pA, DP-CD can be up to p

times worse than DP-SGD. Indeed, the coordinate-wise
noise is calibrated to the coordinate-wise regularity of
the objective, and is thus oblivious to the potential de-
pendences between features. As a result, when features
are extremely correlated, DP-CD can end up adding
overly large noise to each coordinate-wise gradient.

Unbalanced. More favorable regimes exist when
smoothness constants are disparate. To illustrate
this, we consider the setting where the first coordi-
nate of ¢ dominates others. That is M7 =: M4, (resp.
Ly =: Lyag) > Mj =: My (vesp. Lj =: Lp,y,) for
all j # 1, so that L?/M; dominates the other terms
of ||L||%, 1. This yields ||L||%, 1 ~ L3/My ~ A/My, a0,
and puprs = pyMpmin- Moreover, assume that the first
coordinate of w* is already well estimated by w?, so
that Ras = My,inR;. We obtain that ||L||,,—1 Ry =

| LIl pr =1 Mypin A2
rnuL M — ~ min
T ARI for convex losses and STVl ¥

for strongly—convex ones. In both cases, DP-CD can per-
form arbitrarily better than DP-SGD, depending on the
ratio between the smallest and largest coordinate-wise
smoothness constants of the loss function. This is due
to the inability of DP-SGD to adapt its learning rate
to each coordinate. As such, DP-CD converges much
quicker than DP-SGD on coordinates with smaller-scale
gradients, requiring fewer accesses to the dataset, and
in turn less noise addition overall.

We give more details in Appendix D and provide ex-
perimental evidence supporting our conclusions in a
variety of settings in Section 5.

3.5 Coordinate-wise Gradient Clipping

In this section, we go back to inequality (2) and discuss
gradient sensitivities directly. In practice, Lipschitz
constants can indeed give pessimistic estimates of sensi-
tivities, making gradients overly noisy, thereby hurting
convergence. To address this issue, common practice
in DP-SGD is to clip per-sample gradients at a fixed
threshold C' > 0 on their ¢3-norm (Abadi et al., 2016):

C
o) V- ©

This effectively ensures that the sensitivity of the
clipped gradient is bounded, i.e., A(clip(V¢,C)) < 2C.
In coordinate descent, gradients are released one co-
ordinate at a time. Clipping in DP-CD must thus
be done coordinate-wise, which requires setting p
coordinate-wise thresholds {C;}/_;. Uniform thresh-
olds C; = --- = (€, = C would be oblivious to
coordinate-wise gradient sensitivities, whereas tuning
them individually is impractical. Instead, we can lever-
age our utility results from Theorem 2 to adapt them us-
ing a single hyperparameter. We first remark that these
are invariant to the scale of the matrix M. We thus

clip(Vé(w), C) = min (



Differentially Private Coordinate Descent for Composite ERM

Table 1: Utility guarantees for DP-CD and DP-SGD for L-component-Lipschitz, A-Lipschitz loss.

Convex

Strongly-convex

DP-CD (this paper)

n2e? KM

~ -~ 2
0 (VT Ll eIy

DP-SGD (Bassily et al., 2014)
DP-SVRG (Wang et al., 2017)

9] (vf’bgWARI) O (o)

n2ez  pur

rescale M as proposed by Richtarik and Taka¢ (2014),

using matrix M = %M so that tr(Z\Aj) =tr(I) =p.
The key quantity that appears in our utility bounds

with the rescaled matrix M is now Az, (V{). This

suggests choosing C; = ,/%—J&)C, for some parameter
C > 0, which gives

Az ({clip(V;£,Cy)Yi,) < 2C.

The parameter C' thus controls the overall sensitivity
for DP-CD, allowing it to perform p iterations for the
same privacy budget as one update of clipped DP-SGD.

4 LOWER BOUNDS

We now prove a new lower bound on the error
achievable for composite DP-ERM with L-component-
Lipschitz loss functions, thereby extending the results
of Bassily et al. (2014) for A-Lipschitz losses. Deriving
these lower bounds requires to adapt the worst-case
objectives used in the proof of Bassily et al. (2014) to
our unconstrained setting. It also involves revisiting
the construction of a “reidentifiable dataset” from Bun
et al. (2014) so that we have L-component-Lipschitzness
while the sum of each column is large enough, which is
crucial in our proof (see Appendix E for details).

Theorem 3. Let n,p > 0, ¢ > 0, § = o(1),

n

Ly,...,L, > 0, such that for all J C [p] of size at

least [ %1, Zjej L? = Q(||L||§) Let X = H§:1{iLj}
and consider any (e, 0)-differentially private algorithm
that outputs wP™™. In each of the two following cases
there exists a dataset D € X™, a L-component-Lipschitz
loss £(-,d) for all d € D and a regularizer v so that,
with F the objective of (1) minimal at w* € RP:

1. If F is convex:

E[F(uw?"™; D) — F(w")] = Q(W>

2. If F is pr-strongly-conver w.r.t. ||-||,:

priv, _ * _ p ||L||§
E[F(w?"™; D) — F(uw")] _Q(umzez).

We recover the lower bounds of Bassily et al. (2014) for
A-Lipschitz losses as a special case of ours by setting
Ly=---=L,=A/\/p. In this case, the loss function
used in the proof is indeed (Z§:1 L?)l/2 = A-Lipschitz.
To relate these lower bounds with DP-CD, we consider
a suboptimal version of our algorithm, where we set the
learning rates to y; = - -+ = 7, = (max; M;)~'. In this
setting, results from Theorem 2 still hold, and match
the lower bounds from Theorem 3 up to logarithmic
factors. We leave open the question of optimality of
DP-CD under the additional hypothesis of smoothness.

We note that the assumption on the sum of the L;’s over
a set of indices J in Theorem 3 can be eliminated at the
cost of an additional factor of L,/ Limas for convex
losses and (Lyin/Lmaz)? for strongly-convex losses,
making the bound much looser. Although the above
assumption may seem solely technical, we conjecture
that better utility is possible when a small number
of coordinate-wise Lipschitz constants dominate the
others. We discuss this perspective further in Section 7.

5 NUMERICAL EXPERIMENTS

In this section, we illustrate the practical performance
of our DP-CD algorithm by comparing it with DP-SGD
(with minibatches of 10 records) on LASSO (Tibshirani,
1996) and f>-regularized logistic regression. To ensure
privacy, both algorithms use the Gaussian mechanism
with appropriate noise, as described in Section 3.2. For
DP-SGD, we also use amplification by subsampling.
The privacy budget is fixed to € = 1, § = 1/n?, which
is generally regarded as providing good privacy guar-
antees. We report the loss for each iterate without
periodic averaging, as we observe that this performs
slightly better empirically. Hyperparameters are tuned
by grid search, choosing the values that yield the lowest
average loss on the training set. As we aim to compare
both algorithms at their best, we do not account for
tuning in our privacy budget. We also stress the fact
that while smoothness constants could leak information,
they can be estimated using global, non-confidential
bounds/statistics on the data features. Experiments
are run on a computer running Debian 11, with 16GB
RAM and Intel Core i7-10610U CPU. Algorithms are
implemented in C++, with Python bindings.



Paul Mangold, Aurélien Bellet, Joseph Salmon, Marc Tommasi

24 24
< O —e— CD (smooth clip) « O
< —— CD (unif clip) <)
R % 56D (batch 10) 5
> >
vg ; eg
5204 82
g2 5 15 30 ge 0'176 15 30
Full passes on data Full passes on data
=0 1e0 E= le3
8 <€ 1.01 s8¢
© E B
&3 § 8201 |
© 9 59
s~ 0.0- 57 0.0 ‘ ‘
S 0 50 100 S 0 50 100
Coordinate Coordinate

(a) LASSO, A\ = 50,
balanced smoothness.

(b) LASSO, A = 100,
unbalanced smoothness.

24 24
5 o 5 o
[V] [0}
£ 0.14 Eo
[ORY o ©0.14
o2 o2
2 a 2o
= =i
&g N
€S 15 30 €5 15 30
Full passes on data Full passes on data
5, le-l = 1.0.te2
2§24 -
€4 S
w2 w2
-9 - O
s~ 0.0- 5~ 0.0-
8 0 50 100 S 0 50 100
Coordinate Coordinate

(d) Logistic with £2-reg,
unbalanced smoothness.

(c) Logistic with f-reg,
balanced smoothness.

Figure 1: Comparison of DP-CD and DP-SGD on different problems and datasets. The top row reports the
evolution of the relative error (with respect to the optimal non-private loss) across iterations, with average,
minimum and maximum values over 10 runs. The bottom row reports coordinate-wise smoothness constants.

LASSO. Let X =RP x R, {(w; (z,y)) = 3(zTw —y)*
and ¢ = A|Jw||, = AX2F_, |w;|, where X is high enough
to enforce sparsity of the optimal solution (values of A
are given in Figure 1). For DP-SGD, we use standard
gradient clipping, as described in (6). For DP-CD we
use our coordinate-wise rule described in Section 3.5
with C; = \/M;/tr(M)C (referred to as CD (smooth

clip)), as well as the uniform clipping rule C; = %

(CD (unif clip)), with C' > 0 to be tuned. Each
algorithm is run for 30 passes over the full dataset and
the experiment is repeated over 10 different random
seeds. We report the mean, minimum and maximum of
the relative error to the optimal (non-private) solution
over the 10 random runs with chosen hyperparameters.

We generate two datasets of n = 10,000 records with
p = 100 features independently drawn from a standard
Gaussian distribution. We then generate noisy labels
from a linear predictor perturbed with small Gaus-
sian noise. In the first dataset, we keep the features
balanced, so that the loss has balanced smoothness
constants. In the second one, we rescale features so
that smoothness constants follow a lognormal distribu-
tion, which we expect to resemble real-world datasets
(Chmiel et al., 2021) while remaining close to the case
discussed in Section 3.4. Figure la shows results on the
first dataset. Here, the two clipping rules for DP-CD
are equivalent and perform slightly worse than DP-SGD.
Figure 1b reports results on the second dataset: there,
DP-CD with uniform clipping suffers from its large
learning rates, as these also amplify the final amount of
noise. Remarkably, our clipping rule from Section 3.5
avoids this pitfall and improves over DP-SGD.

Logistic regression. We now set £(w; (z,y)) = log(1+
exp(—yz "w)) and ¢ = A Hw||§ The design matrix X is
generated as in the LASSO case. Labels y are computed

() DP-CD s better
3 -

<10 O O O (") DP-SGD is better | Error(DP - SGD)
EE = “Error(DP — CD)
\>r§102 O O O @) O o 10°
g
s Lo
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Figure 2: Comparison of DP-CD (with clipping rule
C; = /M;/tr(M)) and DP-SGD on linear regression
in function of the dimension and the ratio My, 40/ Monin,
with tuned hyperparameters. Circle sizes give the ratio
of the optimization error of DP-SGD over the one of
DP-CD, averaged over 10 random runs.

from a linear predictor, and assigned to +1 depending
on a fixed threshold. They are then independently
flipped with probability 0.2. We set A to %, following
classical machine learning guidelines. Results are shown
in Figures 1c and 1d, and are similar to the ones of
the LASSO: in the balanced setting, the two clipping
rules for DP-CD are equivalent, and a little worse
than DP-SGD. In the unbalanced setting, choosing the
appropriate clipping rule improves convergence, and
DP-CD largely outperforms DP-SGD.

Dimension and conditioning. In this experiment,
we aim to numerically reproduce the results from Sec-
tion 3.4, in the setting where one parameter domi-
nates. To this end, we generate multiple datasets
of n = 10,000 records, with one larger smoothness
constant, where we vary the dimension p and the ra-

tio % We consider a linear regression problem
main
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(i.e., quadratic loss and ¢ = 0) on each dataset and run
DP-SGD and DP-CD on each of them, tuning hyper-
parameters and reporting the mean optimization error
for the last iterate over 10 runs. In Figure 2, we plot
the ratio of the error of DP-SGD over that of DP-CD.
As predicted by our theoretical analysis, the advantage
of DP-CD increases as % increases. When the lat-
ter is large, DP-SGD suffers from small learning rates
and is unable to get close to the optimal. This effect
is mitigated as the dimension increases, which is due
to the fact that coordinate-wise clipping is oblivious
to correlated gradient coordinates, which makes the
amount of noise added by DP-CD increase faster with
the dimension than the one added by DP-SGD.

6 RELATED WORK

DP-ERM. Differentially Private Empirical Risk Min-
imization was first studied by Chaudhuri et al. (2011),
using output perturbation (adding noise to the solution
of the non-private ERM problem) and objective per-
turbation (adding noise to the ERM objective itself).
Bassily et al. (2014) then proposed DP-SGD and proved
its near-optimality for non-smooth objectives. Wang
et al. (2017) obtained faster convergence rate using a
differentially private version of the SVRG algorithm
(Johnson and Zhang, 2013; Xiao and Zhang, 2014). Ow-
ing to the simplicity and popularity of SGD in machine
learning, DP-SGD has become the standard approach
to DP-ERM. In our work, we show that coordinate-
wise updates can have lower sensitivity than DP-SGD
updates and propose a DP-CD algorithm achieving
competitive results.

Private versions of Frank-Wolfe algorithms (DP-FW)
were also proposed to solve constrained DP-ERM prob-
lems (Talwar et al., 2015; Asi et al., 2021; Bassily
et al., 2021). Although these algorithms achieve a good
privacy-utility trade-off in theory, we are not aware of
any empirical evaluation. DP-FW algorithms access
gradients indirectly through a linear optimization ora-
cle over a constrained set. Restricting to a constrained
set is not necessary in our DP-CD algorithm, allowing
its use for a different family of problems.

Coordinate descent. Coordinate descent (CD) algo-
rithms have a long history in optimization. Luo and
Tseng (1992); Tseng (2001); Tseng and Yun (2009) have
shown convergence results for (block) CD algorithms for
nonsmooth optimization. Nesterov (2012) was the first
to prove a global non-asymptotic 1/k convergence rate
for CD with random choice of coordinates for a convex,
smooth objective. Parallel, proximal variants of CD
were developed by Richtarik and Taka¢ (2014); Fercoq
and Richtarik (2015), while Hanzely et al. (2018) fur-
ther considered non-separable non-smooth parts. See

Wright (2015) or Shi et al. (2017) for detailed reviews
on CD. Inexact CD was studied by Tappenden et al.
(2016), but their analysis requires updates not to in-
crease the objective, which is not easily compatible
with DP. We give tighter results for inexact CD with
noisy gradients (see Remark 1). Dual CD algorithms
were introduced in (Shalev-Shwartz and Zhang, 2013)
for smooth ERM, with performance similar to SVRG.

Private coordinate descent. Damaskinos et al.
(2021) introduced a CD method to privately solve the
dual problem associated with generalized linear mod-
els with /5 regularization. Dual CD is tightly related
to SGD, as each coordinate in the dual is associated
with one data point. The authors briefly mention the
possibility of performing primal coordinate descent but
discard it on account of the seemingly large sensitivity
of its updates. Our work shows that primal DP-CD is
in fact quite effective, and can be used to solve more
general problems than considered by Damaskinos et al.
(2021). Primal CD was successfully used by Bellet
et al. (2018) to privately learn personalized models
from decentralized datasets. For the specific (smooth)
objective they consider, each coordinate depends only
on a subset of the full dataset, which directly yields low
coordinate-wise sensitivity updates. In contrast, we
introduce a general algorithm for composite DP-ERM,
for which a novel utility analysis was required.

7 CONCLUSION AND DISCUSSION

We presented the first differentially private proximal co-
ordinate descent algorithm for composite DP-ERM. We
showed theoretically and experimentally that DP-CD
strongly outperforms DP-SGD when gradients coordi-
nates are disparate. Notably, the choice of coordinate-
wise clipping thresholds is crucial for DP-CD to achieve
good utility, and we provided a simple rule to set them.
We believe that adaptive clipping techniques (Pichapati
et al., 2019; Thakkar et al., 2021) may help to further
improve the performance of DP-CD, for instance when
gradients coordinates are more balanced.

We also derived novel lower bounds under a component-
Lipschitzness assumption, and showed that DP-CD
matches these bounds in some settings. Although DP-
CD already achieves good utility when most coordinates
have small sensitivity, our lower bounds suggest that
even better utility could be achieved in such cases by
dynamically allocating more privacy budget to the co-
ordinates with largest sensitivities. This is in line with
recent work on DP-SGD with a subspace assumption
(Zhou et al., 2021; Kairouz et al., 2021). A promising
direction for DP-CD is to leverage active set methods
(Yuan et al., 2010; Lewis and Wright, 2016; Nutini et al.,
2017; De Santis et al., 2016; Massias et al., 2018).
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A Lemmas on Sensitivity

In this section, we let X’ be the universe where the data is drawn from. To upper bound the sensitivities of a
function’s gradient, we start by recalling in Lemma 1 that (coordinate) gradients are bounded by (coordinate-
wise-)Lipschitz constants. We then link this upper bound with gradients’ sensitivities in Lemma 2.

Lemma 1. Let £ :RP x X — R be convex and differentiable in its first argument, A > 0 and Lq,...,L, > 0.

1. If £(-;d) is A-Lipschitz for all d € X, then |Vl(w;d)||y < A for allw e RP and d € X.

2. If £(-;d) is L-component-Lipschitz for all d € X, then |V jl(w;d)| < L; for allw € RP, d € X and j € [p].

Proof. Let d € X. We start by proving the first statement. First, if V/(w;d) = 0, ||[V{(w;d)||, = 0 < A and the
result holds. Second, we focus on the case where V(w;d) # 0. The convexity of ¢ gives, for w € RP, d € X:

C(w + Ve(w; d); d) > O(w; d) + (VE(w; ), Ve(w; d)) = Lw; d) + || VE(w; d)|3, (7)
then, reorganizing the terms and using A-Lipschitzness of ¢ yields
IVE(ws; d)|[5 < £(w + Ve(w; d); d) — £(w; d) < [6(w + VE(w;d);d) = L(w; d)| < A|[VE(w;d)]l, (8)

and the result follows after dividing by [|V/(w;d)||,. To prove the second statement, we set j € [p], and w € RP,
and remark that if V;¢(w;d) = 0, then |V,;¢(w;d)| < L;. When V;{(w;d) # 0, the convexity of ¢ yields

f(w + Vil(w;d)ej; d) > L(w;d) + (Ve (w;d), Vil(w;d)e;) = L(w;d) + V jl(w; d)?. 9)
Reorganizing the terms and using L-component-Lipschitzness of £ gives
Vil(w;d)* < (w + Vil(w;d)ej; d) — £(w;d) < [(w + Vil (w;d)ej; d) — L(w; d)| < Lj |V il(w;d)|, (10)
and we get the result after dividing by |V ;¢(w;d)]. O
Lemma 2. Let £ : RP x X = R be convex and differentiable in its 1st argument, A >0 and L1,...,L, > 0.
1. If £(-;d) is A-Lipschitz for all d € X, then A(VE) < 2A.

2. If £(-;d) is L-component-Lipschitz for all d € X, then A(V;£) < L; for all j € [p].

Proof. We start by proving the first statement. Let w,w’ € RP, d,d’ € X. From the triangle inequality and
Lemma 1, we get the following upper bounds:

|Ve(w; d) — Ve(w'sd) |, < [Ve(w; d)| + [Ve(w';d')] < 24, (11)

which is the claim of the first statement. To prove the second statement, we proceed similarly: the triangle
inequality and Lemma 1 give the following upper bounds:

Vil(w; d) = Vib(w'; d)| < |V;l(w; d)] + |V,e(w'; d)| < 2L, (12)

which is the desired result. O

We obtain the inequality (2) stated in Section 2 as a corollary.

Corollary 1. Let Ly,...,L, > 0. Let {(-;d) : R? — R be a convez, L-component-Lipschitz function for all d € X.
Then

Nl=

Ay (V) = (3 %A(W)Q)

j=1""

P 1
< (;@Li)z = 2Ly (13)
J:



Paul Mangold, Aurélien Bellet, Joseph Salmon, Marc Tommasi

B Proof of Theorem 1

To track the privacy loss of an adaptive composition of K Gaussian mechanisms, we use zero Concentrated
Differential Privacy (zCDP). This flavor of differential privacy, tailored for the Gaussian mechanism, gives tighter
privacy guarantees in that setting, as it reduces the noise variance by a multiplicative factor of log(K/¢) in
comparison to the usual advanced composition theorem of differential privacy (Dwork et al., 2006). Importantly,
zCDP can be translated back to differential privacy.

In this section, we recall the definition and main properties of zCDP. We denote by D the set of all datasets over

a universe X and by F the set of possible outcomes of the randomized algorithms we consider.

B.1 Concentrated Differential Privacy

We will use the Rényi divergence (Definition 2), which gives a distribution-oriented vision of privacy.

Definition 2 (Rényi divergence, van Erven and Harremoés 2014). For two random variables Y and Z with values
in the same domain C, the Rényi divergence is, for a > 1,

Do (Y]|2) = 1log/cPr [V =2]*Pr[Z =2'"""dz. (14)

We can now define zero concentrated differential privacy (zCDP) in Definition 3. zCDP provides a strong privacy
guarantee that can be converted to classical differential privacy (Lemma 3 and Corollary 2).

Definition 3 (Zero-Concentrated Differential Privacy, Bun and Steinke 2016). A randomized algorithm A : D — F
is (&, p)-zero-concentrated differentially private (2CDP) if, for all o > 1 and all datasets D, D' € D differing on
at most on element,

Do (A(D)[IA(D)) < €+ pa. (15)
If £ =0, the algorithm is said p-zero-concentrated differentially private or simply p-zCDP.
Lemma 3 (Bun and Steinke 2016, Proposition 1.3). If a randomized algorithm A : D — F is p-2zCDP, then it is
(p + 2+/plog(1/5), 8)-differentially private.
Corollary 2. Let 0 <e<1,0<§ < 5. A randomized algorithm A : D — F that satisfies g
satisfies (e, d)-DP.

1/5) -2zCDP also

Proof. From Lemma 3 with p = m it holds that A is (¢/,0)-DP with

6/:610;1/5)+2\/fg(1/6+\/2/73)6§6’ (16)

where the first inequality comes from € < 1, thus €2 < e and § < 1/3 thus 7 (1 75 < 1. The second inequality
follows from 1/6 + +/2/3 ~ 0.983 < 1. O

We can now restate the composition theorem of zCDP (Theorem 4), which is key in designing private iterative
algorithms.

Theorem 4 (Bun and Steinke 2016, Lemma 2.3). Let Ay,..., Ax : D — F be K > 0 randomized algorithms,
such that for 1 <k < K, Ay is (&, pr)-2CDP, where these algorithms can be chosen adaptively (i.e., Ay can use
to the output of Ay for all k' < k). Let A: D — FX such that for D € D, A(D) = (A1(D), ..., Ax(D)). Then

A is (Zlﬁ{zl gkv Zf:l Pk) -zCDP.

Finally, we define the Gaussian mechanism (Definition 4), as used in Algorithm 1, and restate in Lemma 4 the
privacy guarantees that it satisfies in terms of zCDP.

Definition 4 (Gaussian mechanism). Let f : D — RP, 0 > 0, and D € D. The Gaussian mechanism for
answering the query f is defined as:

M?auss(D;U) =f(D)+N (O,JQIP) . (17)

Lemma 4 (Bun and Steinke 2016, Lemma 2.5). For 0% = A(Z{))Q , the Gaussian mechanism is p-zCDP.
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B.2 Proof of Theorem 1

We are now ready to prove Theorem 1. From the privacy perspective, Algorithm 1 adaptively releases and
post-processes a series of gradient coordinates protected by the Gaussian mechanism. We thus start by proving
Lemma 5, which gives an (e, ¢)-differential privacy guarantee for the adaptive composition of K Gaussian
mechanisms.

Lemma 5. Let 0 < € < 1,6 < 1/3, K > 0, p > 0, and {fx : R? — R}=K o family of K functions.
The adaptive composition of K Gaussian mechanisms, with the k-th mechanism releasing fi with noise scale

— A(fk)\/3K10g(1/5) is (6 5)

Ok -differentially private.

2
Proof. Lemma 4 guarantees that the k-th Gaussian mechanism with noise o7 = A(J;’“p) K s £-zCDP. Then, the
composition of K such mechanisms is, according to Theorem 4, p-zCDP.

This can be converted to DP using Corollary 2: the composition of these mechanisms is (e, 6)-DP for p = ﬁé/a),

which gives, after replacing p by this value, for k € [K],

AUPE 6 Klog(1/6)  3AG)K log(1/9)
2p 2¢2 €2 '

op =

A(f1)y/3K 10g(1/6) —~

Thus, to ensure (¢, d)-DP, one needs to set noise scale o}, =

We now restate Theorem 1 and prove it.

12L3TK log(1/5)
n2e2

Theorem 1. Assume {(-;d) is L-component-Lipschitz Vd € X. Let e < 1 and § < 1/3. If csz =
for all j € [p], then Algorithm 1 satisfies (e,0)-DP.

Proof. For j € [1,p], V;f in Algorithm 1 is released using the Gaussian mechanism with noise variance (T?. The

sensitivity of V; f is A(V,f) = %f@ < % Note that T K gradients are released, and
12L2T K log(1/5)
2 _ J :
0’] - n2€2 fOr J € [17p]7
thus by Lemma 5 and the post-processing property of DP, Algorithm 1 is (e, §)-differentially private. O

C Proof of Utility (Theorem 2)

C.1 Problem Statement

Let D € X™ be a dataset of n elements drawn from a universe X. Recall that we consider the following composite
empirical risk minimization problem:

1 n
w* € argmin { F(w; D) := — L(w; d;) +(w) p, 18
jﬁem{( ) n;( >w(>} (18)
=:f(w;D)

where £(-, d) is convex, L-component-Lipschitz, and M-component-smooth for all d € X, and ¢(w) = Z§:1 j(wj)
is convex and separable. We denote by F' the complete objective function, and by f its smooth part. For
readability, we omit the dependence on their second argument (i.e., the data) in the rest of this section.

C.2 Proof of Theorem 2

In this section, we prove our central theorem that guarantees the utility of the DP-CD algorithm. To this end, we
start by proving a lemma that upper bounds the expected value of F(6**1) in Algorithm 1. Using this lemma, we
prove sub-linear convergence for the inner loop of DP-CD. This gives the sub-linear convergence of our algorithm
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for convex losses. Under the additional hypothesis that F' is strongly convex, we show that iterates of the outer
loop of DP-CD converge linearly towards the (unique) minimum of F'.

We recall that in Algorithm 1, iterates of the inner loop are denoted by 64, ..., 0k, and those of the outer loop
by wq,...,wr, with w; = % Zle 0% for t > 0. Algorithm 1 is randomized in two ways: when choosing the
coordinate to update and when drawing noise. For convenience, we denote by E;[-] the expectation w.r.t. the
choice of coordinate, by E,[-] the one w.r.t. the noise, and by E; ,[-] the expectation w.r.t. both. When no
subscript is used, the expectation is taken over all random variables. We will also use the notation E; ,[-|6] for
the conditional expectation of a random variable, given a realization of 6y.

C.2.1 Descent Lemma

We begin by proving Lemma 6, which decomposes the change of a function F' when updating its argument 6 € RP,
in relation to a vector w € RP, into two parts: one that remains fixed, corresponding to the unchanged entries of
f, and a second part corresponding to the objective decrease due to the update. At this point, the vector w is
arbitrary, but we will later choose w to be a minimizer of F', that is a solution to (18).

Lemma 6. Let ¢, f 1, and F be defined as in Section C.1. Take a random variable 6 € RP and two arbitrary
vectors w, g € RP. Let a random variable j, taking its values uniformly randomly in [p], Choose y1,...,vp, >0
and I' = diag(v1,...,7p). It holds that

BAF(O —19565) — F(w)lf] - 2= (P(6) ~ F(w)
<2 (560) = 1) + (770, ~T) + 5 [Tl + w00 - To) = viw) ). (19)

Remark 2. To avoid notational clutter, we will write v;g; instead of v;g;je; throughout this section.

Proof. We start the proof by finding an upper bound on E;[F (0 — v,g;e;) — F(w)|6], using the M -component-
smoothness of f:

E{[F(0 — v9;¢;) — F(w)|6] = g; (0= ,97) — Fw)) (20)
Py ;if(ﬂ —3197) — F(w) + (0 = ;9,) — b(w) (21)
S ; (f(9) #(9100).~2395) + 3 Il = F(0) +900 = 2397) ~ b)) (22

=10 1)+ 73 (910 =239)+ 5 bl + (900 = 335) = w(w) (23)
= 1(6) = fw) + > (VF(6),~Tg) + % g, + ;jfjlw(e —vi95) — (w)). (24)

The regularization terms can now be reorganized using the separability of i, as done by Richtarik and Takac
(2014). Indeed, we notice that

i (6 —;95) i (1/}] —595) — ¥ (w;) + Z ¥j (0 )) (25)

Jj=1 Jj=1 J'#5

=90 =Tg) = (w) + (p = ) ((0) — ¥ (w)). (26)
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Plugging (26) in (24) results in the following;:

E[{F(6 - ~ig5e;) — F(w)|6] < £(8) — f(w) + % (V1(6). ~Tg) + % ITgl%,

+ 2010 =) = () + 2= (6(6) = ¥(w) (27)
=2 (106) = Flw)+ (7 £(6).~Tg) + 3 ITally + 000 - Ty) = w(w)
+ P ((0) +0(0) = f(w) = (w)) (28)
which gives the lemma since F' = f + 1. O

To exploit this result, we need to upper bound the right hand side of (19) for the realizations of #* in Algorithm 1.
This is where our proof differs from classical convergence proofs for coordinate descent methods. Namely, we
rewrite the right hand side of (19) so as to obtain telescopic terms plus a bias term resulting from the addition of
noise, as shown in Lemma 7.

Lemma 7. Let ¢, f,1), and F defined as in Section C.1. For k > 0, let % and 6%+ be two consecutive iterates
of the inner loop of Algorithm 1, vy = ﬁl7 Y = ﬁ > 0 the coordinate-wise learning rates (where M; are
P
the coordinate-wise smoothness constants of f), and g; = %(9}“‘1 - 9;“) Let w € RP an arbitrary vector and

O1,...,0p > 0 the coordinate-wise noise scales given as input to Algorithm 1. It holds that

By [F(6"+) — F(w)|0] - 22 (F(0%) — F(w)) <

p B

0] + L llollf., (29)

where ||0||1% = ?:1 Wja? and the expectations are taken over the random choice of j and n, conditioned upon the
realization of OF.

Proof. We define g the vector (g1, ..., gp) € RP with g; = 7%(0?“ —6%) when coordinate j is chosen in Algorithm 1.
We also denote by I = diag(v1, .. .,7p) the diagonal matrix having the learning rates as its coefficients.

From Lemma 6 with § = 6%, w = w and g = ¢ as defined above we obtain

BS[F (6" — v595¢5) — F(w)|0*] — 2L (F(6%) — P(w)

p
< 2 (504 = )+ (T704),-T) + 5 Tl + 006~ T) — v(w)). (30)
We can upper bound the right hand term of (30) using the convexity of f and v:
F(0%) ~ Fw) + (V7(8),~Tg) + 3 [Tyl + (6"~ Tg) — b(w) (31)
< (VF(6),6% — w) + (V") ~Tg) + 1 [Tgl; + (9(6* — Tg),6 g — w) (32)
= (VS(6) + (6" ~ Tg),6" ~Tg — w) + 2 [Tl (33)

where we use the slight abuse of notation 91 (#* — I'g) to denote any vector in the subdifferential of v at the
point 8¥ — I'g. We now rewrite the dot product:

(VF(0%) +90(6* —Tg),0* ~ Tg —w) + [T, (34)
=(g,0" —Tg —w) + % ITgll3; + (V%) + 0p(6F — Tg) — g,6F —Tg —w) (35)
= (9,0 —w) — ||gl7 + % Igll32ps + (VF(0%) + 0(0F — Tg) — g,0F —Tg —w), (36)

G et
noise” term
“descent” term
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where the second equality follows from (g, —T'g) = — ||g||12~ and ||1"g||?\/[ = HgHI%QM. We split (36) into two terms: a
“descent” term and a “noise” term.

Rewriting the “descent” term. We first focus on the “descent” term. As v; = ﬁ for all j € [p], it holds that
J

v3M; = ~y; which gives — lgll2 +1 lglan = = llgllZ +1 lgllZ = -3 lgll2. We can now rewrite the “descent” term
as a difference of two norms, materializing the distance to w, weighted by the inverse of the learning rates I'"':

“descent” term = (9,0 —w) — g} (37)
= (g, 0" —w)y, — 5 ITgliEs (38)
= 10 =l = 3 10% —wliies + (90" = w)y = STl (39)
= 5 ll* = wllt = 5 16— Tg —wli, (40)

where we factorized the norm to obtain the last inequality. We can rewrite (40) as an expectation over the
random choice of the coordinate j (drawn uniformly in [p]), given the realizations of #* and of the noise 1 (which
determines g):

1 1 1
5 1o° i, - 5 l1oF ~Tg—wll, = g X I;Z%‘_l 05 —wy " =5 |65 = gy — wy (41)
j=1
=2 x By 165 — ws* =77 (85 — g —wj|2‘9ka77} NG
Finally, we remark that 7;1 ‘9;“ — wj|2 — 7{1 |9f — g5 — wj‘Q = Hﬂk — wHi,1 — Hek — Y95 — w”i,l, as only

one coordinate changes between the two vectors, and the squared norm \|||1%,1 is separable. We thus obtain

0" (43)

0", n} . (44)

“descent” term = Eﬂ[g He’“ - wHi,l - g H9k 759 — w“iﬂ

p 2 P 2
= D)ot —wlf, — LRl —wll

Upper bounding the “noise” term. We now upper bound the “noise” term in (36). We first recall the
definition of the noisy proximal update g; (line 7 of Algorithm 1), and define its non-noisy counterpart g,:

95 =5 (prox, .y, (6F = (V5 £(6%) +ny) — 0F) (45)
3 =5 (prox,, , (6 = 7,(V,;£(6%) = 0} ). (46)

For an update of the coordinate j € [p], the optimality condition of the proximal operator gives, for 7; the
realization of the noise drawn at the current iteration when coordinate j is chosen:

1
0€ 05t — 0% +7;(V,£(6%) +my)) + ﬁa%'(@f = 595) (47)
J
1
=, X <V(9§+1 —0%) + V£ (0F) +n; + 0w;(0F — %-gj)) . (48)
J

As such, there exists a real number v; € 877!1]-(9}“ —7,9;) such that g; = —%(9;”1 - 9;“) =V,;f(0%) +n; +v;. We
J

denote by v € RP the vector having this v; as j-th coordinate. Recall that v is separable, therefore v € (6% —Tg).

The “noise” term of (36) can be thus be rewritten using v:

“noise” term = <Vf(0k) +v—yg, 0" —Tg— w> = <n, 0% —Tg— w> , (49)

and we now separate this term in two using g:

p p p
“noise” term = Y _n; (08 —~;9; —w;) = > _m;(0F — G5 —wi) + Y0 (%G5 — Vi) (50)
j=1

j=1 j=1
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It is now time to consider the expectation with respect to the noise of these terms. First, as g; is not dependent
on the noise anymore, it simply holds that

P
[Z 0 — ;G5 — w;) |9}:ZIE,7 9 —7;9; —w;) =0. (51)

Jj=1

The last step of our proof now takes care of the following term:

hS]

[Z (5 —395) | 0 } <E [%‘Zm 9j)‘ \9’“} Z% nil 195 — 951 | 6*], (52)

j=1 j=1

where each inequality comes from the triangle inequality. The non-expansiveness property of the proximal operator
(see Parikh and Boyd (2014), Section 2.3) is now key to our result, as it yields

b lproxe, . (0F — 7 (V; £(0"))) — prox, . (05 —~;(V; £(0") + Uj))’ < |nyl, (53)

195 —9il =5
which directly gives, as E ["7;] = O'J (and ||(r||F = Z§=1 'yjaf-),

p P p

Z allmil 155 — g;1]0%] < Z ol ;1] Z a[n?] = lloll3.. (54)

We now have everything to prove the lemma by plugging (54) and (51) into expected value of (50), and then (50)
and (40) back into (36) to obtain, after using the Tower property of conditional expectations:

1 1
| F0%) — Sw) + (91(6°),~Ta) + Tl +w(0* ~ ) = ) ¥ (55)
1
< » (“descent” term + “noise” term) (56)
1 1 > 1,
< 5 16— vl = SB[ — wllp 6] + ol (57)
which is the result of the lemma. O

C.2.2 Convergence Lemma
Lemma 7 allows us to prove a result on the mean of K consecutive noisy coordinate-wise gradient updates, by
simply summing it and rewriting the terms. This gives Lemma 8, which is the key lemma of our proof.

Lemma 8. Assume £(-,d) is convex, L-component-Lipschitz and M -component-smooth for all d € X, 1) is convex
and separable, such that F = f 4+ and w* is a minimizer of F. For t € [T], consider the K successive iterates
0, ...,0% computed from the inner loop of Algorithm 1 starting from the point W', with learning rates v = ﬁ

J

and noise scales o;. Letting w'™! = & Zszl 0%, it holds that

B[P(a+) - Py < 200 =l + 2@ - F@)

2
< = ol (59)

Remark 3. The term F(w') — F(w*) essentially remains in the inequality due to the composite nature of F.
When ¢ = 0, M -component-smoothness of f(-;d) (for d € X) gives

Ft) < Ft) 4 (VFw) it — ) + [l w2, = F) + 3t — w2, (59)

and the result of Lemma 8 further simplifies as:

_ 2
_ o1 o Pl —w
E[F(@'*!) = F(w")] < =————2 + o], - (60)
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Proof. Summing Lemma 7 for £k =0 to k = K and w = w*, taking expectation with respect to all choices of
coordinate and random noise and using the tower property gives:

= B[R - )] - LY B[R0 - Fu)
k=0 k=0
e a2 1o fiber o2 1,
< 3 SB[ —wli] = RO~ ]+ ol (61)
k=0
1 2 1 2 K 2
— SE[||a® - v ] - SE[ll6% - w*[l7-] + ol (62)

Remark that Y"1 ' E[F(0%) — F(w*)] = X, E[F(6%) — F(w*)] + (F(1@°) — F(w*)) — E[F(6%) — F(w*)], then
as E[F(6%) — F(w*)] > 0, we obtain a lower bound on the left hand side of (62):

K-1

K-—1 K
E[F(0*) - F(w")] - 552 3" E[(F(0*) - F(w")] > LS E[F(6") - F(w")] - (F(a) — F(u")). (63)
k=0 k=0

As @'t = L SF 0%, the convexity of F gives F(w'™!) < LS°F  F(0%) — F(w*). Plugging this inequality

into (63) and combining the result with (62) gives

2 - *

po T F@) = Fw"))
K

We conclude the proof by using the fact that I'; = Mj_1 for all j € [p], thus ||| = |||l ;y=: and [|||p=2 = |||l ;- O

Pz [|@° —w*

F(@'™) - F(w*) < + ol (64)

C.2.3 Convex Case

Theorem 2 (Convex case). Let w* be a minimizer of F and R, = max(||w® — w* ?\/I , F(0°) — F(w*)). The

output wP™™ of DP-CD (Algorithm 1), starting from w°® € RP with T =1, K > 0 and the o;’s as in Theorem 1,
satisfies:

~ 3Ry 12]|LJ5, s Klog(1/9)

F(wprw) o F(w*) <<% n2€2 . (65)
. o Rar+/Pne . .
Setting K = TWarvs yields:
, 9D L s Rary/108(1/8)  ~ (/PRas | Ll 5y
Flwm) — Flot) < VPIE 1n€M\/W _5 (\/ﬁMn||€||M> (66)

Proof. In the convex case, we iterate only once in the inner loop (since T' = 1). As such, wP™® = @', and applying
1 R \/ﬁne
1L 5y —1/81log(1/6)

Lemma 8 with @w'™! = w!, w' = @w° and o; chosen as in Theorem 1 gives the result. Taking K =

then gives
41 o o 24/8plog(1/0) | Ly Rar | 124/plog(1/0) || L|lp—1 Rum
F(w™) = F(w*) < + ; (67)
ne V/8ne
and the result follows from 2v/8 + \1/—25 ~ 848 < 9. O

C.2.4 Strongly Convex Case

Theorem 2 (Strongly-convex case). Let F' be ppr-strongly convex w.r.t. ||-||,, and w* be the minimizer of F.
The output wP™™ of DP-CD (Algorithm 1), starting from w° € RP with T >0, K = 2p(1+1/pun) and the ;s as
in Theorem 1, satisfies:

F(w®) — F(w") L 20+ V)T L3+ log(1/5)

F(wp7-iv) _ F(’LU*) S 2T — 3

: (68)
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. . 32n2e2 (F(w°)—F(w*)) ; .
Setting T = log, (5Pt iR ey ) vields

(69)

E[F(w?™) — F(uw)] < <1+10g2< (F(@") ~ F(w)n* )) 24p(1+1/pe) | L3 loa(1/9)

24p(1 -+ 1/par) [L]3-1 Tos(1/9) nie
o (an|§41 log(1/9) . (<F<w0> = F<w*>>neuM)> 70)

jiam2e PIIL] 5y log(1/3)

Proof. As F is ppr-strongly-convex with respect to norm |-||,,, we obtain for any w € RP, that F(w) >
F(w*) + 5% [Jw — w*H?w Therefore, F(w°) — F(w*) < ﬁ [|@® — w* ?\/I and Lemma 8 gives, for 1 <t < T — 1,

(1 +1/par)p(F (@) — F(w*))

F@' ™)~ F(uw) < - ol ()

It remains to set K = 2p(1 4 1/uas) to obtain

F —t *
Pt - Py < T g (72)
Recursive application of this inequality gives
. s Fa)— Fw*) <=1 F(@°) — F(w")
E[F(@") ~ F)] < DT S o, <« BT o, (73)
t=0

where we upper bound the sum by the value of the complete series. It remains to replace ||0||?V[ by its value to

. . F(@°)—F(w*))n?e?
obtain the result. Taking T" = log, (24P(1('F1(/#131)\|If\|?vl)31 Toa(1/5)

(F(@°) — F(w*))n?e’ ))24p<1+1/uM>||L||?M110g<1/6> 4)

) then gives

E[F(w") — F(w*)] < <1 + log, <

24p(1 + 1/par) || LI[3,-» log(1/0) n2e?
LI, log(1/6 p0) — F(w*
o (MUt () Pl i), -
HAmE p ||L||M—1 log(1/0)
which is the result of our theorem. O

C.3 Proof of Remark 1

We recall the notations of Tappenden et al. (2016). For 6 € R?, ¢t € R and j € [p], let V;(6,t) = V;(0)t + % It]* +
¢;(0% +1t). For n € R, we also define its noisy counterpart, Vi(0,t) = (V;(0) +n)t + % It + P; (0% +1). We
aim at finding d; such that for any 6% € RP used in the inner loop of Algorithm 1:

By, [V3(8%, =7395)] < minV;(6%, —;9) + 0, (76)

where the expectation is taken over the random noise 7;, and —v;g; = prox, . (0;C — ;i (Vi £(0F) +n5)) — 9}“ as
defined in the analysis of Algorithm 1. We need to link the proximal operator we use in DP-CD with the quantity
Vj"j that we just defined:

1 2
prox., . (05 —~;(V; f(0%) + ;) = argmin o | = 05 + 7, (V; £(6%) + )], (77)

. 1
= argmin (Vi F ) +my) 0= 0) + 5 [ — 05|12+ vyes(0)  (78)

M.
= ergmin (Vif(0%) +ms,0 = 05) + 5* v = 052 + 15 (v) (79)

. M;
= 05 + argmin (V5 £(6°) 4 n5,6) + 5 115 + 0565 + 1) (80)
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Which means that —v;g; = prox, (0F — v;(V; £(0%) + n;)) — 0F € argmin, g Vj"j (0%,t). Let —v,g7 =
Prox, (65 —;V;(6%)) — 6} be the non-noisy counterpart of —y;g;. Since —;g; is a minimizer of V;" (6%, -), it
holds that

V05, —597) < (V3 0(0%) + mjo—1,07) + o =95 15 + 505 + —v397) (81)
= min V;(0%,1) + <77j7—%'9j>, (82)
which can be rewritten as V; (6%, —v;g;) < min, V;(6%,t) + (n;,7v,;(g; — g;)> Taking the expectation yields
Ey, [V (0%, —59;)] < minV;(0%,2) + By, [(n, 75 (95 — 97))] - (83)
Finally, we remark that | g; — g]*| <|v;m;| and the non-expansiveness of the proximal operator gives
Ey, [Vi(0%, —;9;)] < minV;(0%,t) + ;07 (84)

which implies an upper bound on the expectation of 0;: Ej;, [0;] = % P Byl < %Zf:l vj05 =

1 f 1 j/ , when ~; = 1/M;. In the formalism of Tappenden et al. (2016), this amounts to setting o = 0 and

B:Hﬂwv

. . . . . . . 2
Convex functions. When the objective function F' is convex, we use Lemma 8 to obtain, since ||o||3,-1 = Bp,

2pR3 2pR3
F(w') = F(w) £ L2 + |lo]|3,-0 = 2L + Bp. (85)
K K
Therefore, when F is convex, we get F(w') — F(w*) < €, for € > Bp, as long as p 2Ry < £ —Bp, that is K > 21’17%

In comparison, Tappenden et al. (2016, Theorem 5.1 therein) gives convergence to £ > /2pR3,3 when K >
2
20 Ry We thus gain a factor \/8p/2R3, in utility. Importantly, our utility upper bound does not depend

&—+/2pR3,B’

on initialization in that setting, whereas the one of Tappenden et al. (2016) does.

Strongly-convex functions. When the objective function F is piar-strongly-convex w.r.t. to |||, then from (73)
we obtain, as long as K > 4/, that

w + 28p. (86)

This proves that E[F(w”) — F(w*)] < ¢ for £ > 28p when % < ¢ —20p that is T > log L};p@”)

and TK > 47” log % In comparison, Tappenden et al. (2016, Theorem 5.2 therein) shows convergence
F F(w*)—--E2E
to & > % for K > W log w We thus gain a factor pps/2 in utility.

5 8

D Comparison with DP-SGD

In this section, we provide more details on the arguments of Section 3.4, where we suppose that ¢ is L-component-
Lipschitz and A-Lipschitz. To ease the comparison, we assume that R 1> Which is notably the
case in the smooth setting with ¢ = 0 (see Remark 2).

Balanced. We start by the scenario where coordinate-wise smoothness constants are balanced and all equal to
M = M, = --- = M,. We observe that

p P
1
Il = || Yo 7B = §: <37 1 (57)
j=1"" j=1

We then consider the convex and strongly-convex functions separately:
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e Convex functions: it holds that Ry = v/ M Ry, which yields the equality ||L||,,—1 Ry = || L||y Rr.

e Strongly convex functions: if f is par-strongly-convex with respect to ||-||,,, then for any z,y € RP,

Fl) > F@) 4 (VF@)y — ) + P20y~ = @)+ (Vi) — ) + 2y a2, (89)

2
I3 —1 _ NEIZ/M _ JEl3

Y wr /M I

which means that f is M yy-strongly-convex with respect to [|-||,. This gives

In light of the results summarized in Table 1, it remains to compare ||L||, = / le L? with A, for which it holds
that A <, /Z];:l L? < /PA, which is our result.

Unbalanced. When smoothness constants are disparate, we discuss the case where

e one coordinate of the gradient dominates the others: we assume without loss of generality that the dominating
coordinate is the first one. It holds that M; =: Myae > My =: Mj, for all j # 1 and Ly =: Lpee >
2 2
Lypin =: Ly, for all j # 1 such that J\L711 > Zj;ﬂ % As L, dominates the other component-Lipschitz
J
constants, most of the variation of the loss comes from its first coordinate. This implies that L; is close to
the global Lipschitz constant A of £. As such, it holds that

P 2 L2 A2
LI, = Lo Ll )
H HM 1 Jz::l ]\4-7 Ml Mma,g; (89)

o the first coordinate of W° is already very close to its optimal value so that M |u7(1J — wi‘| < Zj# M; ‘ID? — wj|.

Under this hypothesis,

R~ M, |w? — wt]® :Mmm2|w;?—w;|2 ~ MypinR2. (90)
J#1 j#1

We can now easily compare DP-CD with DP-SGD in this scenario. First, if £ is convex, then ||L| ;-1 Rm =

]\/Im,in

1 ARy. Second, when £ is strongly-convex, we observe that for x,y € R?,

Mointiag

2
2y — )3, (o)

F(4) = f(@) + (Vf(@)y — ) + 5 lly = ally, 2 f(@) + (V@) - 2) +

which implies that when f is pps strongly-convex with respect to ||-||,,, it is Mpinpasr strongly-convex with

o LR =1 o A%/ Muas _ My A
respect to ||-||,. This yields, under our hypotheses, A A e = g

In both cases, DP-CD can get arbitrarily better than DP-SGD, and gets better as the ratio % increases.

Trin

The two hypotheses we describe above are of course very restrictive. However, it gives the intuition as to when
and why DP-CD outperforms DP-SGD. Our numerical experiments in Section 5 confirm this analysis, even in
some less favorable cases. In practice, our approximation HLH?VI_1 ~ M17\7z2am can be quite loose, particularly as the
dimension grows. Indeed, the accumulation of smaller scaled coordinates, where DP-CD uses the large learning
rate 1/ M, causes it to add large amounts of noise on many potentially insignificant coordinates. In contrast,
DP-SGD almost ignores these coordinates, due to its small learning rate, which can improve utility when these
coordinates have a negligible impact on the objective. We show numerically in Section 5 that the rule we proposed
to set coordinate-wise clipping thresholds for DP-CD helps to mitigate this effect.

E Proof of Lower Bounds

To prove lower bounds on the utility of L-component-Lipschitz functions, we extend the proof of Bassily et al.
(2014) to our setting (that is, L-component-Lipschitz functions and unconstrained composite optimization). There
are three main difficulties in adapting their proof:
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e First, the optimization problem (1) is not constrained. We stress that while convex constraints can be
enforced using the regularizer ¢ (using the characteristic function of a convex set), its separable nature only
allows box constraints. In contrast, Bassily et al. (2014) rely on an £3-norm constraint to obtain their lower
bounds.

e Second, Lemma 5.1 of Bassily et al. (2014) must be extended to our L-component-Lipschitz setting. To do
so, we consider datasets with points in H§=1{*Lja L;} rather than {-1/,/p,1/,/p}?, and carefully adapt
the construction of the dataset D so that |3, dill, = Q(min(n||L||,, /P |IL|,/€)), which is essential to
prove our lower bounds.

e Third, the lower bounds of Bassily et al. (2014) rely on fingerprinting codes, and in particular on the result
of Bun et al. (2014) which uses such codes to prove that (when n is smaller than some n* we describe
later) differential privacy is incompatible with precisely and simultaneously estimating all p counting queries
defined over the columns of the dataset D. In our construction, since all columns of D now have different
scales, we need an additional hypothesis on the repartition of the L;’s, (i.e., that >, ; L3 = Q(||L]|,) for all
J C [p] of a given size), which is not required in existing lower bounds (where all columns have equal scale).

E.1 Counting Queries and Accuracy

We start our proof by recalling and extending to our setting the notions of counting queries (Definition 5) and
accuracy (Definition 6), as described by Bun et al. (2014). The main feature of our definitions is that we allow
the set X' to have different scales for each of its coordinates, and that we account for this scale in the definition of
accuracy. We denote by conv(X) the convex hull of a set X.

Definition 5 (Counting query). Let n > 0. A counting query on X is a function q : X™ — conv(X) defined
using a predicate q : X — X. The evaluation of the query q over a dataset D € X™ is defined as the arithmetic
mean of q on D:

n

1
g(D) =~ aldy). (92)
i=1
Definition 6 (Accuracy). Letn,p € N, o, 8 € [0,1], L1,...,L, >0, and X = H§:1{_LJ‘?LJ‘} or X ={0,L;}”.
Let Q ={q1,...,qp} be a set of p counting queries on X and D € X™ a dataset of n elements. A sequence of
answers a = (a1, . .., ap) is said (a, B)-accurate for Q if |¢;(D) — a;| < Lja for at least a 1 — B fraction of indices
j € [p]. A randomized algorithm A : X™ — RI9l is said (o, B)-accurate for Q on X if for every D € X™,

Pr[A(D) is («a, 8)-accurate for Q] > 2/3. (93)

In our proof, we will use a specific class of queries: one-way marginals (Definition 7), that compute the arithmetic
mean of a dataset along one of its column.

Definition 7 (One-way marginals). Let X = H§=1{*Lj3 L;} or X ={0,L;}?. The family of one-way marginals
on X is defined by queries with predicates q;(x) = x; for x € X. For a dataset D € X™ of size n, we thus have
g;(D) = 3 X1 dij.

E.2 Lower Bound for One-Way Marginals

We can now restate a key result from Bun et al. (2014), which shows that there exists a minimal number n* of
records needed in a dataset to allow achieving both accuracy and privacy on the estimation of one-way marginals
on X = ({0,1}?)". This lemma relies on the construction of re-identifiable distribution (see Bun et al. 2014,
Definition 2.10). One can then use this distribution to find a dataset on which a private algorithm can not be
accurate (see Bun et al. 2014, Lemma 2.11).

Lemma 9 (Bun et al. 2014, Corollary 3.6). For € > 0 and p > 0, there exists a number n* = Q(@) such that for
all n < n*, there exists no algorithm that is both (1/3,1/75)-accurate and (e, 0 (1))-differentially private for the
estimation of one-way marginals on ({0,1}7)™.

To leverage this result in our setting of private empirical risk minimization, we start by extending it to queries
on X = H’;:l{—Lj; L;}. Before stating the main theorem of this section (Theorem 5), we describe a procedure
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xr ¢ ({0,1}P)" — A3 (with Ly,...,L, > 0), that takes as input a dataset D € ({0,1}?)" and outputs an
augmented and rescaled version. This procedure is crucial to our proof and is defined as follows. First, it adds
2n rows filled with 1’s to D, which ensures that the sum of each column of D is ©(n) (which gives the lower
bound on M in Theorem 5). Then it rescales each of these columns by subtracting 1/2 to each coefficient and
multiplying the j-th column of D (j € [p]) by 2L;. The resulting dataset D7"Y = x (D) is a set of 3n points
with values in X = [[_,{—Lj, L;}, with the property that, for all j € [p], 3nL; > >3i_, (D7"?); ; > nL;. For
D € ({0,1}?)", we show how to reconstruct ¢;(xr (D)) from ¢;(D) in Claim 1.

Claim 1. Letn €N, j € [p], L; > 0 and g; the j-th one-way marginal on datasets D with p columns such that
ford; € D, qj(d;) = d; ;. Let D{"9 = x (D). It holds that

au 2L, L;
w0y = 2ig )+ 4. (o4
where we use the slight abuse of notation by denoting the one-way marginals q; : X3" — conv(X) and q; :

({0,1}P)™ — [0,1]? in the same way.

Proof. Let D € ({0,1}?)", and let D9 € ({0,1}?)3" constructed by adding 2n rows of 1’s at the end of D. Let
D7" = x1(D). We remark that

3n n 3n
1 1(1 1 1 2
(DAu9) = DI — — [ = DY — 1= —q:(D —€10,1]. 95
q]( ) 377'1:21 1, 3<nz_zl 1, >+3nl_;'_l qu( )+3€[ ’ ] < )
Then, we link ¢;(D*"9) with ¢;(D7"):
1 3n 1 3n
0 (D) = 5= (D )ig = 52D 2L;(D")s; = 1/2) = 2L;i(q; (D) = 1/2) € [=L;, L), (96)
i=1 i=1
combining (95) and (96) gives the result. O

Theorem 5. Let n,p € N, and Ly,...,L, > 0. Assume that for all subsets J C [p] of size at least [],
Yieq L =QILlly). Define X = [[j_{~Lj;+L;}, and let q; : X — {—Lj, L;} be the predicate of the j-th

such that for every (e, d)-differentially private algorithm A, there exists a dataset D = {dy,...,d,} € X™ with
>0 dill, € [M — 1, M + 1] such that, with probability at least 1/3 over the randomness of A:

A(D) = a(D)l, = (i (21, Y22 ) ) (97)

Proof. Let M = Q (min (n L5, M)), and define the set of queries Q@ composed of p queries ¢;(D) =

LN 1 dij for j € [p]. Let A be a (e, 6)-differentially-private randomized algorithm. Let «, 8 € [0, 1]. We will
show that there exists a dataset D such that |>°;" | di||, € [M — 1, M + 1] for which A(D) is not (o, §)-accurate.

one-way marginal on X. Take ¢ > 0 and § = o(L). There exists a number M = (min (n IL]l5 %))

When n < n*. Assume, for the sake of contradiction, that A : X3" — conv(X) is (3, B)-accurate for Q. Then,
for each dataset D’ € X3", we have

Pr {EIJ C [p] such that |J] > (1 —B)p and Vj € J, |A;(D’) —q;(D")| < %a > 2/3. (98)

Importantly, for all D € ({0,1})?)", the randomized algorithm A satisfies (98) for the dataset D7 = x (D) €
X3". We now construct the mechanism A : ({0,1}?)" — [0, 1]? that takes a dataset D € ({0,1})", constructs
D7" = x (D) and runs A on it. It then outputs A(D) such that, for j € [p], A;(D) = %Aj(Diug) - % Using
Claim 1, the results of A and be linked to the ones of A, as

01 o] = | o L S o

3 Lj| 3
2L, 3 2L, W\r

)+ | = 5 DL = g (DE)] (99)
J
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Therefore, if A satisfies (98) and (99), then A : ({0,1}?)" — [0, 1] satisfies, for all D € ({0,1}?)",
Pr [37 C [p] such that || > (1 — f)p and ¥j € 7, |A;(D) — qj(D)‘ < oz} > 2/3, (100)

which is exactly the definition of («, 8)-accuracy for A. Remark that since A is only a post-processing of A,
without additional access to the dataset itself, A is itself (e, 9)-differentially-private. We have thus constructed
an algorithm that is both accurate and private for n < n*, which contradicts the result of Lemma 9 when
B = =. This proves the existence of a dataset D € ({0,1}?)™ such that for D7"Y = x (D), A(D7") is not
(%a, B)-accurate on Q, which means that with probability at least 1/3, there exists a subset J C [p] of cardinal
| 7| > [Bp] such that

2

AL?
> = = QIZl), (101)

JjET

A - gy, ©
IAMDLY) —a(DT* ), =

where the second inequality comes from the fact that |J| > [8p] = [+ ] and our hypothesis on >, ~ L?. Notice
that when Ly = --- = L, \/ﬁ, we recover the result of Bassily et al. (2014), since ||L|, = 1 it holds with
probability at least 1/3 that

(98)
I, >

74L2' > > 2 102
Z 5 9><75|| 2 = 5= (102)
JjET

IA(DL™) = a(DL™)

and in that case, since all L;’s are equal, it indeed holds that />, L3 = Q|| L]l,). Finally, we remark that

the sum of each column of D" is Y°1" | d; ; > nL;, and as such, we have ||}, d;||, = \/21;7:1(2?:1 d;;)? >

\ 2aj= 1”2L27”||L||2

When n > n*. We get the result in that case by augmenting the dataset D* that we constructed in the first
part of this proof. To do so, we follow the steps described by Bassily et al. (2014) in the proof of their Lemma

5.1. The construction consists in choosing a vector ¢ € X, and adding [25] rows with ¢, and | 25| rows with
—c to the dataset D*. This results in a dataset D’ such that ||>°1, d;| = Q(n*||L]|,) = (f”“l?) since the
contributions of rows —c and ¢ (almost) cancel out. The theorem follows from observing that (%-«, #)-accuracy

on this augmented dataset implies (¢, 8)-accuracy on the original dataset. As such, if an algorlthm is both private

and (%-a, ff)-accurate on the dataset D', we get a contradiction, which gives the theorem as ”7 = ‘é O

Remark 4. Without the assumption on the distribution of the L;’s, we can still get an inequality that resem-

(98) 2
bles (101): [|A(DL™) —q(DE)l, > /2 jes 4§J > 2 L"“" | L|ly, with probability at least 1/3, and we get a

result similar to Theorem 5, except with an additional multiplicative factor Luin/Lmasx-

E.3 Lower Bound for Convex Functions

To prove a lower bound for our problem in the convex case, we let Li,---,L, > 0 and define a dataset
D = {dy,...,d,} taking its values in a set X = H;’:l{:l:Lj}. For 8 > 0, we consider the problem (1) with the
convex, smooth and L-component-Lipschitz loss function ¢(w;d) = — (w,d) and the convex, separable regularizer
Zz 1 d
ww) = L= 2
) . 1 n 1325 dall
w* = argmin {F<w;D> ==,y iy 22 Dl e L (103)
weERP n Bn
To find the solution of (103), we look for w* so that the objective’s gradient is zero, that is
w* = b d; (104)

T Al &=
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so that [|w*||, = ﬁ [>"i dill, = B. To prove the lower bound, we remark that
i= P

1 n ’(Lf di *
FWJH—HWHW——nW—wﬁZhM0+§%;|MWﬁ—MJ@ (105)
d
d; 1
Z@1”(< mww+2w@—§wmﬁ) (107
" L1 1,
Lt B () + ol + 3 71 (108)
d;
22151 I [ w*Hg (109)

At this point, we can proceed similarly to Bassily et al. (2014) to relate this quantity to private estimation of
one-way marginals. We let M = Q(min(n ||L||,, [|L||, /p/€)) and A be an (e, §)-differentially private mechanism
that outputs a private solution wP"* to (103). Suppose, for the sake of contradiction, that for every dataset D
with [0, dill, € [M — 1M + 1,

||wp”” —w*|| # Q(B), with probability at least 2/3. (110)

We now derive from A a mechanism A to estimate one- way marginals. To do this, A runs A to obtain wP™ and
outputs ﬁwp”” We obtain that with probability at least 2/3,

20 (2) =0 i (1, B))

= Q(B),

iU ﬁ n
Wl — 3 d

i) - )], = 35 |- 7

where ¢(D) = 3" | d;. This is in contradiction with Theorem 5. We thus proved that pr”” — w*|

n

with probability at least 1/3. As a consequence, we now obtain that with probability at least 1/3,
. d; .
F(prU;D) F(w D) ||Zz 1 || H priv

28n “Il; = ( (IILllz 5,7 1£ls P f)) : (112)

which gives the desired result on the expectation of F(wP™; D) — F(w*; D).

Finally, if we do not make any hypothesis on the L;’s distribution, we can directly use the non-augmented
dataset constructed by Bun et al. (2014) to prove Lemma 9 (that is the dataset from Theorem 5, rescaled
but not augmented). The f3-norm of the sum of this dataset is [|[> ;" d;l, = [M' — 1, M’ + 1] with M’ =

Q (min (fmm n||Ll,, %%)) This holds since four columns of this dataset out of five have sum of +nL;

max

(for some j’s), but no lower bound on the sum of the remaining columns can be derived. Thus, assuming (110)

holds, then (111) can be rewritten as
TiV M’ . Lmin Lmln ||L|| p
wre - Sl 20 (30) = (min (g, e VY ) g

4@ - o, = 35

with probability at least 1/3, which is in contradiction with Remark 4. We thus get an additional factor of

Lynin/Lmas in the lower bound:
2 . Lmzn mzn ﬂ ||L||
2=Q(mm(L Il 5, Lo PRV V) gy

mam ne

. d; )
F(w;mw;D) _ F(w D) ”Zzﬂl || H priv __

E.4 Lower Bound for Strongly-Convex Functions

To prove a lower bound for strongly-convex functions, we let ur > 0, Ly,...,L, >0, W = [[}_,[-5~ +2Lljj]
and D = {d,...,d,} € H?Zl{:tZLT’I}. We consider the following problem, which fits in our setting:

w* = arg min {F(w; D) := % > lw—dill5 + iw(w)} (115)

weERP i—1
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where iy is the (separable) characteristic function of the set W. The associated loss function £(w;d;) =
B |lw — d2||§ is L-component-Lipschitz as, for w € W and j € [p], the triangle inequality gives:

L L;
9501 )] < g+ dogl) < s (5 + 5 ) < 1, (116)
2ur 0 2pg
This loss is also p-strongly convex w.r.t. £o-norm since for w,w’ € W,
fwsdy) = Bl flw = difl3 = B o’ = di+w —w'll3 = £ (|’ = dill3 + 2 (0’ = diyw = ) + = w'l3)
(117)

which is exactly p7-strong convexity since ¢(w'; d;) = % |w' — di||5 and VE(w'; d;) = pr(w — d;). The minimum
of the objective function in (115) is attained at w* = - >°7" | d; = q(D) € W. The excess risk of F is thus

” 13 - 2 " 2
F(w; D) — F(w*) = %Z w—dill5 = [[w* = dill5 (118)
i=1
1224 = * *
= %zzllwll2 — [lw*||* + 2 (ds, w* — w) (119)
i=1
1 2 1, L0 -
= EE ol = 5 o |2 + w0 — w) (120)
ur 2
=5 lw—aD)l;. (121)

It remains to apply Theorem 5 to obtain that, with probability at least 1/3,

F(wP™™; D) — F(w*) = Q (min <||L||§7L§p>> ; (122)

pr - prn?e?

which gives the lower bound on the expected value of F(wP"®; D) — F(w*). Note that without the additional
assumption on the distribution of the L;’s, Remark 4 directly gives the result with an additional multiplicative
factor (Lomin/Lmaz)?:

, 2 L% L2, |IL|
F(wprw;D) _ F(w*) =0 (min (Lmzn ” ||2 Lmzn ” ||2p>> ’ (123)

2 Y12 2.2
Lmaa: 224 Lma:c Hin-e

with probability at least 1/3.



