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Abstract. Deep Learning (DL) algorithms are being applied to network
intrusion detection, as they can outperform other methods in terms of
computational efficiency and accuracy. However, these algorithms have
recently been found to be vulnerable to adversarial examples — inputs
that are crafted with the intent of causing a Deep Neural Network (DNN)
to misclassify with high confidence. Although a significant amount of
work has been done to find robust defence techniques against adversarial
examples, they still pose a potential risk. The majority of the proposed
attack and defence strategies are tailored to the computer vision do-
main, in which adversarial examples were first found. In this paper, we
consider this issue in the Network Intrusion Detection System (NIDS)
domain and extend existing adversarial example crafting algorithms to
account for the domain-specific constraints in the feature space. We pro-
pose to incorporate information about the difficulty of feature manipula-
tion directly in the optimization function. Additionally, we define a novel
measure for attack cost and include it in the assessment of the robustness
of DL algorithms. We validate our approach on two benchmark datasets
and demonstrate successful attacks against state-of-the-art DL network
intrusion detection algorithms.

Keywords: Network Intrusion Detection - Deep Neural Networks - Ad-
versarial Examples - Adversarial Robustness

1 Introduction

A Network Intrusion Detection System (NIDS) can be used to monitor network
traffic and detect suspicious patterns that could be part of an attack. To address
the challenges of modern network architectures, researchers have investigated the
use of machine learning techniques for network intrusion detection [5, 14]. In par-
ticular, Deep Learning (DL) methods, such as Deep Neural Networks (DNNs),
are receiving substantial interest as they outperform shallow networks in accu-
racy. Several DL algorithms have been proposed for network intrusion detection,
some reaching an average accuracy score up to 99% for specific datasets [20, 11].

However, DL algorithms have been found to be vulnerable to so-called ad-
versarial examples [21] — inputs that are crafted to cause a misclassification. A
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great deal of research on this issue has been performed for DL algorithms that
are used for image recognition. The aim is to introduce a small perturbation,
imperceptible to a human, that causes an algorithm to misclassify an image. In a
white-box setting, in which the architecture and gradients of a model are known,
adversarial example attacks reach misclassification rates that are close to 100%.
Considering the use of DL in computer vision for self-driving cars, adversarial
examples are a serious threat, as they can cause misclassification of street signs.

In this work, we consider the concept of adversarial examples in the NIDS
domain. Unlike in computer vision, in which features are independent from each
other and can be changed somewhat arbitrarily, network-flow data has under-
lying compliance constraints [9]. Nevertheless, we show how an adversary can
craft adversarial examples, even when constraints are placed on how network
flow features can be manipulated. We reproduce state-of-the-art DL models and
formulate restrictions for attacking them in a NIDS setting. To ensure compara-
bility over different datasets and models, we provide a rule-set for the grouping
of features. Building on this, we derive a novel crafting algorithm that preserves
compliance with these rules. An evaluation has been performed that examines
how effective these attacks are under a given budget. We demonstrate that by
perturbing less than 10% of the features used by the classifier by less than an
average of 0.2 we can achieve up to 100% success rate for an attack.

The remainder of this paper is structured as follows: In Sect. 2, we review
state-of-the art models, attacks and metrics on the topic of adversarial examples.
Section 3 describes the models that we have used in our studies and a threat
model. In Sect. 4, we propose our approach to attack the models and the metrics
we will use for evaluation; in Sect. 5, we present the results of our attacks.

2 Related Work

Initial research that investigated adversarial examples for NIDSs, e.g. the work
by Yang et al. [24], often considered network traffic datasets arbitrarily — i.e.
they do not constrain the perturbations that can be introduced to craft an
adversarial example. Consequently, adversarial capabilities [2] — constraints on
permitted perturbations — were not thoroughly considered for most of the pro-
posed attacks. This is appropriate for attacking an image-based input, but not
for network traffic-based input — unlike pixels, which can take any value from
0-255 and be independently changed, features in network flow-datasets contain
dependencies and have compliance constraints. Recently, Zhang et al. [25] inves-
tigated a reinforcement learning approach to match IDS dataset-specific restric-
tions. The action space of their algorithm only contains valid actions, meaning
those actions that would not degrade the validity of the instance. Hashemi et
al. [9] introduced the idea of treating features differently, based on their prop-
erties, when crafting adversarial examples for flow-based NIDSs. They also take
dependencies between features into account. We have extended this research by
assigning weights to feature groupings, which reflect perturbation constraints,
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and incorporating these weights into the optimization function that is used to
craft the adversarial example.

There are several approaches to measuring the robustness of algorithms
against adversarial examples. As the concept of adversarial examples for im-
age recognition algorithms involves imperceptibility from the original image for
a human observer, most robustness metrics use a distance metric, using the
L1/L2 norm. This is appropriate in this domain, because the distance between
the original image input and adversarial example is correlated with the visi-
ble difference. Moosavi et al. [15] define the expectation value of the minimal
perturbation over a test dataset as a measure of robustness. Using a theoret-
ical approach, Weng et al. [23] have developed the ‘CLEVER’ score, which is
also an estimation for the minimal distance required to subvert a neural network
classifier. Papernot et al. [16] have proposed the adversarial distance, which mea-
sures distances between different labels using gradient information to indicate
the risk of misclassification between classes. Meanwhile, in the NIDS domain,
Hartl et al. [8] have developed the Adversarial Risk Score (ARS), which is a
distance-based robustness score for classifiers against adversarial examples. In
their work, they use a Recurrent Neural Network (RNN) for classification, and
investigate the feature sensitivity of their classifier. We argue that without con-
sidering the properties of features, e.g. to what extent they can be manipulated,
a distance-based approach for measuring the effectiveness of adversarial exam-
ples against NIDSs does not accurately reflect the threat. We will elaborate an
empirical score for robustness that is based on the relative number of adversarial
examples within a given (constrained) feature subspace.

3 Preliminaries

Based on previous research, we present a taxonomy for adversarial examples.
We use this taxonomy to define the threat model that we have used in our work.
Subsequently, we introduce network intrusion detection using DL algorithms and
summarize the algorithms that we have used.

3.1 Adversarial Example Threat Model

The following taxonomy, which describes a threat model for adversarial exam-
ples, is adopted from previous work by Carlini et al. [2]. The threat model of an
adversarial attack can be defined by the adversarial goal, adversarial knowledge,
and adversarial capabilities. Based on this taxonomy, the goal of the adver-
sary is to perform a network attack that is known (correct classification with
high confidence) to the NIDS and change its features to remain undetected (a
source/target misclassification problem). It is assumed that the adversary has
white-box knowledge. Specifically, the type of attack that is performed is one
contained in the training dataset of the NIDS, as these instances are known to
the model and have higher accuracy. Furthermore, the adversary has full access
to the gradient information of the model. We consider two restrictions regarding
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adversarial capabilities: (i) the feature space is reduced to a subset of features
(referred to as ‘considered features’) that an attacker can perturb; and (i) a
maximum distance d,,q, to the original sample (L1-norm) is imposed. We use
the L1-norm for the maximum distance constraint, as this norm reflects the av-
erage absolute change per feature. With this approach, we want to show the
worst-case vulnerability of a given NIDS.

3.2 Deep Learning Algorithms

To get a representative sample of DL algorithms for our experiments, we use
several state-of-the-art models: a Deep Neural Network (DNN) for binary and
multi-class classification [18], in a supervised and semi-supervised fashion; a Deep
Belief Network (DBN) for multi-class classification (semi-supervised) [6]; and an
Auto Encoder (AE) that is trained to perform outlier detection for unsupervised
anomaly detection [10].

Deep Neural Network To extend the functionality of a regular DNN, which
usually works as a supervised classifier, Rezvy et al. [18] proposed the idea
to stack an Auto Encoder on top of a two-layer classifier network. This algo-
rithm trains the model in three stages: (i) the AE is trained unsupervised;
(i) the classifier is trained with the output of the AE as input to perform
a classification, in a supervised fashion; and (4i) the network as a whole
is tuned with a few training samples, also supervised. We use this DNN to
perform binary classification, to get a comparable result to the AE-based
outlier detection (see below).

Deep Belief Network A model with a similar approach to the AE-DNN is a
Deep Belief Network, which is a perceptron network that consists of several
layers of Restricted Boltzmann Machines (RBMs). RBMs are often used
for dimensionality reduction or feature extraction, which is similar to the
algorithm proposed by Gao et al. [6]. The model consists of several layers of
RBMs with a single-layer classifier stacked on top. The RBMs are trained
unsupervised, the classifier then supervised, using the output of the final
RBM as input. The idea is that the RBMs in sequence reduce the input
dimension to achieve a better representation of the features.

Auto Encoder Hawkins et al. first proposed the use of an AE to perform out-
lier detection [10]. The approach is to train an AE on benign data (train the
network to reproduce the input, unsupervised) and then use the reconstruc-
tion error to measure for outliers. The Outlier Factor (OF) of a record i is
defined as the average of the squared reconstruction error. To get a more
general outlier detection, we extended this concept with a method proposed
by Azami et al., which converts distance-based outlier detection methods to
probabilities using a sigmoid function [1]:

OF; —v

P(i is outlier) = (1 + exp( Nt (1)
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where v is the anomaly threshold (OF; > v = P(i is outlier) > 50%) and
o a scaling constant. We define the threshold as the 95-percentile and o as
the standard derivation of the outlier factors of the training dataset.

4 Methodology

The majority of work on adversarial examples has targeted computer vision
algorithms — specifically, classifiers that take raw images as an input. Apply-
ing crafting algorithms that are designed for image processing to other domains
might not be appropriate. There are several domain-specific aspects to be consid-
ered when crafting adversarial examples for NIDS. First, the features extracted
from network traffic are heterogeneous, including flows, context, statistical and
categorical features. The dependencies between features imposes additional lim-
itations on how their values can be modified. Second, adversarial perturbations
should be crafted considering the way the attack will be implemented, e.g. via
the modification of network flows. Therefore, perturbations should render correct
flows and ensure compliance with protocols. Third, the concept of imperceptibil-
ity, which is applicable in the image domain, does not readily apply in the NIDS
domain. Nevertheless, minimising perturbation may help to ensure that the orig-
inal malicious intent of the network attack is preserved. In addition, restrictions
on perturbation magnitude could also be important to remain stealthy, i.e. in-
troducing high perturbation to some features might trigger alerts. For instance,
increasing packet numbers to hide one attack could result in it being detected
as another, either by a NIDS or complementary anomaly detection algorithms.

In the following, we present how we address these aspects. Based on the
properties of the features, we divide them into groups (as in [9]) and incorporate
feature constraints in the adversarial crafting algorithm. We propose weighted
optimisation for crafting adversarial examples in order to ensure feature con-
straints. As with previous work, we apply perturbation constraints to remain
stealthy.

4.1 Feature Analysis and Grouping

Hashemi et al. [9] proposed the idea of grouping flow-based features by their
feasibility, i.e. grouping flows based on whether they can be modified by an
adversary and still yield correct flows. We follow a similar approach and group
features, as presented in Table 1.

We exclude features that are related to backward flows, as it is reasonable
to assume that an adversary generally does not have control over traffic that is
generated by other hosts in the network (unless they are compromised). Features
that are derived from other features are also not considered. These two groups
are merged into a group (GO0). Next, we consider features that are independent,
e.g. the total number of forwarded packets or maximum length of the forwarded
packets. These are further divided into features that are not used to derive other
features (G1) and those which are (G2). Changes to features of the latter group
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requires recalculating dependent features; therefore, we consider them harder to
change. The last group contains features that are difficult or impossible to change
directly. For instance, to influence statistical summaries of the flows requires the
modification of multiple packets. The last group (G3) also includes features with
underlying physical constraints (e.g. Inter-Arrival-Time (IAT) features), whose
modification could cause potential violations and break the communication.

Table 1. The proposed feature grouping, including those from Hashemi et al. [9]

Group| [9] |Description weight w

GO |(1)|Features extracted from backward flows

(3) |Features whose values depend on the other features and
can be calculated directly by a set of them

G1 |(2)|Independent and not used to derive other features 1
G2 |(2)|Independent and used to derive other features 2
G3 |(4)|Features dependent on batches of packets (e.g., mean and 3

frequency based features)

Features with underlying physical constraints (e.g., IAT) 3

Based on the proposed grouping of features, we assign a weight w to each
of the groups (as shown in Table 1). The weights give an intuition about how
difficult it is for an adversary to perturb a feature, wherein w = 0 denotes that
the feature cannot be changed and w = 1, 2, 3 indicates increasing difficulty. The
crafting algorithm is intended to favour features with w = 1 over higher weights.

These weights are used in our crafting algorithm. They can be assigned to
groups of features or individually to each feature. In this work, we have used
constraints that are imposed by the implementation of adversarial perturba-
tion through changes in network flows. Assuming a different threat model, these
constraints can differ. For example, weights could also reflect the risk — to the
adversary — associated with their change (e.g. due to complementary security
measures). Moreover, weights can be assigned empirically using a feature sensi-
tivity analysis [8].

4.2 Crafting Algorithm

For crafting adversarial examples, we extend the Carlini and Wagner (C&W)
attack [3]. This method is among the most powerful crafting algorithms and a
benchmark technique to evaluate the robustness of deep learning algorithms.
Carlini and Wagner formulated an optimisation-based approach to craft adver-
sarial examples. They derived an objective function that maximizes the desired
target prediction, while minimising the size of the perturbation:

min([[3ll,) + ¢-g(z+9) st.a+5=a"€[0,1]", 2)
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where § = z — z* is the distance between the input =z and the adversarial sam-
ple z*, ¢ is a coupling constant and g(z) is a target function. This approach
ensures minimal perturbation while minimizing the desired target function. For
the Ly (i.e. Euclidean) norm attack, p is set to 2. The constant ¢ in this equa-
tion links the minimization of the distance with the minimization of the target
function — smaller values of ¢ result in a bias toward minimizing the distance.
The optimisation is solved with the Adam algorithm [12].

As this crafting algorithm performs a distance minimization, it is possible to
extend it with our proposed weighted features approach. Features are assigned
weights w according to their grouping (0 to 3). Using these weights, along with
a mask that specifies the set of features that are considered by the algorithm,
we extend the C&W attack, as follows:

méin(||5 Quwll2) + ¢-glz+d@mask) st.z+d=2z"€]0,1]", (3)

where © indicates an element-wise vector-vector multiplication. The weights
added to the distance in Eq. 3 forces the algorithm to favour modifications on
low-weighted features and avoid adding too much perturbation to high-weighted
features. The mask represents our restriction on the feature space, e.g. it sets
the perturbation of undesired features to 0 (in our case features from GO0). As
the function g(z) in Eq. 3, we used the f5 function, as presented in [3]:

9(x) = log(2 —2- F(x)), (4)

where F'(x); is the prediction of the classification model of target label ¢. This
function becomes minimal when F(x): =~ 1.

4.3 Attack Budget (Parameters) and Metrics

The proposed crafting algorithm performs optimisation with respect to two
types of constraints: feature space (feature budget) and the magnitude of feature
change (perturbation budget). We define a feature budget f, based on the mask
and w, and calculate it as follows:

mask - w

f= ()

[wly
where mask - w denotes a vector-vector product. If all features of groups G1-3
are used, the value of f is equal to 1, whereas with fewer features it decreases.
This value should give an indication of the cost of an attack. Therefore, if an
adversary can craft adversarial example with only a few, low-weight features, f
is close to 0, hence the cost of the attack is low. Alongside the reduction on the
feature space, we restrict our attacks with a maximum perturbation &,,qz.

To assess the strength of the attack for a given budget f and 6§42, We
compute the success rate as follows:

1 _
Sjst = N Z ﬂF(m-ﬁ—(;x):t s.t. V(Sx . (ST S 5max, (6)
€D
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where F is a given classifier with FF : D — Y (Y being a set of labels), t is
the desired label (¢ € Y') and D; is the data distribution of instances with true
and predicted label j (D; € D with F(z) = j for all € D; and |D;| =
N). Lcondition is an indicator function, which is 1 if the condition is true, 0
otherwise. The perturbation §,,, which aims to turn z into an adversarial example
is restricted with the mask. The perturbation budget (d,,q. ) restricts the average
perturbation per feature &, of each instance x. As we only consider attacks that
aim to be stealthy (target label ¢ is benign), we are going to denote s;_,; as s;.
The overall success rate s would then be the average over all labels j € Y. The
success rate only makes sense for a sufficiently large number of test samples N.

Goodfellow et al. [7] interpreted adversarial examples as ‘blind spots’ due to
incomplete training data. Using this metaphor the success rate can intuitively be
seen as the relative number of detected ‘blind-spots’ within a sphere with radius
Omaz In & hyperspace defined by mask. The success rate is dependent on the
technique used for crafting adversarial examples and the set of input samples.
Therefore, we restrict our evaluation to the empirical success rate, which is the
overall success rate for a given crafting algorithm that is tested on particular set
of samples.

To give an intuition about the vulnerability of the deep learning model
against a given attack, we introduce a vulnerability score:

2. -s
St s @)

which is the harmonic mean between the success rate s and the inverse feature
budget f. The vs metric takes values in the range [0,2]. The closer vs is to 0,
the less vulnerable is the model under test. This metric is intended to reflect the
trade-off between the empirical success rate s and the hyperspace defined by the
attack budget.

5 Experimental Analysis

In this section, we introduce the experimental setup. We explain and justify the
choice of datasets and how they are used for both anomaly detection (binary) and
multi-label classification. Furthermore, we present our approach to preprocessing
and feature grouping on the datasets. Subsequently, the models are evaluated
(their accuracy) and then attacks on those models, to compare their vulnerability
(robustness) against the adversarial examples, are performed.

5.1 Datasets and Preprocessing
In our experiments, we use two publicly available IDS datasets: (i) NSL-KDD [22],

a relatively old but still widely-used benchmark dataset; and (i) CICIDS2017 [19],
which is a more recent network flow-based dataset.
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Datasets The NSL-KDD dataset is a refined version of the well-known KDD
CUP 99 dataset that was developed by DARPA. The dataset includes informa-
tion that has been extracted from network traffic (e.g. TCP connections), as
well as high-level features (e.g. the number of failed logins). The data records
are attributed with 41 features (intrinsic, content, time-based and host-based).
The dataset contains 49 different labels that are grouped into five categories:
Normal, Denial of Service (DoS), Probing, User to Root (U2R) and Remote to
Local (R2L) attack. The NSL-KDD dataset is divided into training and testing
sets. The distribution of the attacks in each of the subsets are presented in Fig. 1.

80000 A
Emm NSL-KDD Train
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Fig. 1. The distribution of samples in the NSL-KDD dataset

A challenge when using the NSL-KDD dataset is the high diversity of testing
samples — the testing set contains labels that are not included in the training set.
In addition, for U2R and R2L attacks, the training set is smaller than the testing
set, which can have a negative impact on the accuracy of trained classifiers. To
address this issue, Rezvy et al. [18] defined their own training and testing subsets
(further referred to as NSL-KDD*) to train their classifier with more samples of
U2R and R2L attacks (see Fig. 1). In our experiments, we aim to reproduce the
results of the Rezvy et al. DNN model; therefore, we use both variants of the
NSL-KDD dataset.

The second dataset (CICIDS2017) [19] contains five days of network traf-
fic that were recorded in an emulated environment with 25 hosts. The data is
provided as network packets and bidirectional network flows. In total, this set
contains about 2.8 million records, which are described with 80 features and
grouped into 15 label categories (14 attacks plus benign). The dataset is quite
imbalanced — some attacks are very sparse, e.g. the Heartbleed attack appears
only eleven times in the whole dataset, whereas almost 84% of labels are normal
samples. In our experiments, we used a subset of the CICIDS2017 dataset (due
to computational constraints). We used an 80/20 random split to create training
and testing sets. For multi-label classification, we utilized an oversampling tech-
nique for the training phase, by adding redundant data to low-frequency labels.
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We also removed random samples from the benign label (undersampling). For the
anomaly-based detection, we kept the original distribution of the CICIDS2017
dataset, as the benign and total attack samples are sufficiently balanced.

Data Preprocessing Similar to Gao et al. [6], we have applied three prepro-
cessing methods; these are necessary for the datasets to be used as input to
machine learning models. First, we have performed one-hot-encoding to map
categorical features to numerical values. For instance, the ‘Protocol’ feature can
be of three distinct categories, namely ‘TCP’, ‘UDP’ or ‘ICMP’. In one-hot-
encoding, this feature is represented by a 3x1 vector, in which the value ‘TCP’
protocol translates to [1, 0, 0], ‘UDP’ to [0, 1, 0], etc. This procedure has been
applied to the NSL-KDD dataset, encoding 41 categorical features as 122 numer-
ical features. This step was not necessary for the CICIDS2017 dataset, as it does
not include categorical features. Second, since the range of the features in the
IDS datasets may vary significantly (e.g. some packet-size related features range
from 0 to 108, others from 0 to 10%), we apply the following log-transformation
to all features: z;: z; = log(1 + z;). Consequently, a value x; € [0,10%] is trans-
formed to x; € [0, 18]. This approach was applied by Hawkins et al. [10]. Finally,
we normalize the data using a min-mazx transform, such that the range of all the
features is set to [0,1]. Without the log-transformation that is performed in the
previous step, outliers would cause the majority of features to be set to zero.

Feature Groups The features in the datasets were arranged into groups, as
discussed in Sect. 4.1. For the CICIDS2017 dataset, we assigned all the flows in
a backward direction to GO, along with features that relate to both backward
and forward directions (total flow bytes/s). Groups 1, 2 and 3 are features in
the forward direction. The independent features are placed in G1, those that
are used to derive other features are placed in G2, and derived features in G3.
Additionally ‘hard to access’ features and those with physical limitations (IAT
features) are placed into G3. Meanwhile, for the NSL-KDD dataset, we put
all the categorical and binary features (flags) into GO. Content-based features
that are based on flows in the forward direction are located in G1, alongside
(independent) counters. Group 2 contains counters that are used to derive other
features. Finally, frequency-based features (e.g. error rates) are placed into G3.
We consider 30 out of 122 (25%) features for the NSL-KDD set and 32 out of
78 (41%) for the CICIDS2017 as accessible features, i.e. features that could be
manipulated by an adversary. Therefore, the maximum number of f = 1in Eq. 5
can only be achieved by using all 30 and 32 accessible features for NSL-KDD
and CICIDS2017 datasets, respectively.

5.2 NIDS Model Evaluation

We start our experiments by establishing the baseline performance of the con-
sidered algorithms for network intrusion detection (described in Sect. 3.2). We
evaluate both variants of NIDS models: attack detection (multi-label classifica-
tion models) and anomaly detection (binary classification models).
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Fig. 2. The confusion matrix for the multi-class models

Attack Detection (Multi-Class Models) Two classifiers have been trained
and tested: a Deep Neural Network (DNN) [18] and a Deep Belief Network
(DBN) [6]. The architecture and training parameters were chosen to be similar
to the proposed models, with slight modifications to optimize the performance.
Table 2 shows the performance of the models in terms of overall Accuracy, Recall,
Precision and Fl-score. The performance of both of the models are acceptable
and aligned with the original papers [6, 18]. It can also be noted that, as expected,
both models achieve significantly better accuracy on the NSL-KDD* dataset
than NSL-KDD.

Table 2. The results of the attack detection models

Model| Dataset |Accuracy|Precision|Recall| F1
CICIDS2017| 0.979 0.933 0.983 ]0.957

DNN | NSL-KDD 0.742 0.914 0.603 |0.777
NSL-KDD* 0.973 0.982 0.971 10.976
CICIDS2017| 0.991 0.969 0.996 ]0.982

DBN | NSL-KDD 0.762 0.929 0.630 [0.751

NSL-KDD* 0.938 0.983 0.908 10.944
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Figure 2 depicts the confusion matrix of the multi-label classification models.
For the NSL-KDD* dataset, both classifiers show poor performance for the U2R
instances, most likely due to the low frequency of that attack. The majority of
the other labels yield high numbers of true positives. The confusion matrix for
CICIDS2017 includes details for the most frequent labels (i.e. Benign, DDos, DoS
Hulk and PortScan) and summarizes the rest as ‘Other’. Both models appear to
perform best on the DDoS and PortScan attacks.

Anomaly Detection (Binary Models) For anomaly detection, the DNN
model [18] was used again. However, in this case, it was trained for binary clas-
sification, i.e. there are only two output classes: benign or attack. The DNN was
trained on the NSL-KDD, NSL-KDD* and original subset of the CICIDS2017
(without oversampling) datasets. Table 3 compares the semi-supervised DNN
anomaly detection with the unsupervised AutoEncoder (AE) model, which was
trained only on the set of benign samples from NSL-KDD and CICIDS2017. The
AE threshold was set to 80%.

The binary DNN achieves slightly better results than the multi-class DNN for
all of the datasets. The improvement is especially visible for the original split of
the NSL-KDD dataset, which demonstrates that supervised classification is very
sensitive to the distribution of labels in the training set. The AE model achieves
surprisingly good results for the NSL-KDD data, with precision and recall above
0.88; however, its accuracy on the CICIDS2017 data is drastically lower. The
recall of attack detection is just slightly above 50% and low precision indicates
a high number of false positives. The reconstruction error of the anomalous
instances seems to be insufficient to efficiently differentiate attacks from benign
samples. In our evaluation of the adversarial example attacks, we focus only on
sufficiently accurate models; hence, we will not consider the AutoEncoder (AE)
trained on the CICIDS2017 dataset.

Table 3. The results of the anomaly detection models

Model| Dataset |Accuracy|Precision|Recall| F1
CICIDS2017| 0.990 0.965 0.996 [0.980

DNN | NSL-KDD 0.794 0.921 0.698 10.798
NSL-KDD* 0.975 0.984 0.971 10.978

AE NSL-KDD 0.870 0.890 0.880 [0.885
CICIDS2017| 0.628 0.273 0.548 10.365

Our goal with these models is to reproduce a representation of the established
deep learning algorithms and test their robustness against adversarial samples.
The accuracy and Fl-score in Tables 2 and 3 demonstrate that the classifiers
are reliable. In further experiments, we will use the strongest variants of the
classifiers — for the DNN and DBN models, we choose those trained on the
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CICIDS2017 and NSL-KDD* datasets (as they yield higher accuracy than the
ones trained on the original NSL-KDD dataset).

5.3 Attack Evaluation

In this section, we evaluate the proposed algorithm for crafting adversarial ex-
amples. As mentioned in Sect. 3.1, our threat model assumes a white-box at-
tack, i.e. the architecture and parameters of the NIDS model are known. The
attacker’s goal is to launch a stealthy attack through the use of adversarial
examples. The idea is to modify the attack sample in such way that a NIDS
classifies it as benign. For the multi-label classifiers, we chose the top two at-
tacks (labels with the highest accuracy), as indicated in Fig. 2. The best accu-
racy of the DNN and DBN models was reported for DoS (99.6%/99.6%) and
Probe (99.4%/99.1%) attacks from the NSL-KDD dataset, and Distributed De-
nial of Service (DDoS) (99.1%/99.6%) and PortScan (99.8%/99.0%) from the
CICIDS2017 dataset. These four labels are considered for crafting adversarial
examples. For anomaly detection, we selected a random subset of the NSL-KDD
attack samples. Some assumptions were made in the evaluation of the proposed
adversarial example attacks:

— Adversarial examples are only crafted for inputs that are correctly classified
with at least 80% confidence.

— The parameter ¢ in Eq. 3, which is the trade-off between minimizing the
perturbation (distance) and maximizing the loss function, is set using a
binary search (see [3]).

— We always list the worst-case attack, thus if not stated explicitly, the pa-
rameters are always set to maximise the success rate.

— The perturbation constraint d,,q, should be understood as the average dis-
tance per feature; therefore, the actual perturbation § must be smaller than
Omaz - |mask|;.

— The list of considered features, formally defined by mask, specifies which
features can be modified by the adversarial crafting algorithm. The mask
is created by randomly adding features from groups in the order of their
weights (starting with G1 up to G3), until the budget is reached.

— If all features of G1 to G3 are considered then f = 1, whereas f = 0 indicates
that only a few features from G1 were selected. For all of the classifiers, we
used the same mask to get comparable results.

In the following, we experimentally evaluate the strength of the adversar-
ial example attacks for the considered deep learning algorithms under a given
budget, expressed in terms of feature space constraints (f) and perturbation
magnitude (Omaz)-

Attacks on Multi-Class Models We measure the success rate (see Eq. 6) of
the adversarial examples that are crafted by the proposed algorithm, using dif-
ferent combinations of attack parameters. Figure 3 depicts the highest achieved
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Fig. 3. Evaluation of the attack parameters for multi-class models

success rate for the DNN and DBN models for d,,,, = {0.05,0.1,0.25} against
varying f = {0.1,0.25,0.5,0.75,1}. The overall success rate is still quite high,
given the fact that we consider only 41% of the features in the CICIDS2017
dataset as accessible and 25% of the NSL-KDD dataset (see Sect. 5.1). The
results indicate that it is more difficult to craft adversarial examples for DoS
attacks. Surprisingly, the DBN model seems to be less vulnerable for low bud-
get attacks than the DNN model for the NSL-KDD* set, even though the DNN
model outperforms the former in detection (see Table 2). As expected, the suc-
cess rate increases with higher values of f — the attacks are more effective if an
adversary is allowed to manipulate more features. The plots (Fig. 3) reveal some
intuition about a trade-off between the attack parameters. We can analyse for
which 6,4 an attacker can reach the optimum success rate with a small fea-
ture budget. For instance, the most successful attacks can be noted for PortScan
against both the DNN and DBN models with §,,4, = 0.25. Furthermore, we can
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observe that the success rate of the attack is more sensitive to changes of ;44
rather than f. Sometimes we can observe that with sufficient d,,,,, adding more
features does not improve the success rate (e.g. for Probe and PortScan, the op-
timal feature budget can be found below 0.5). Analogically, for DoS and DDoS
attacks, reasonable success rates can only be achieved for the highest 6,4, value.
For the majority of attacks, the optimal feature budget can be found below 0.5;
afterwards there is only a gradual, small increase in success rate.
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Fig. 4. The success rate of attacks against the DNN and DBN models for different
values of d;mqz parameter

We have investigated different values of perturbation budget d,,4, for f =
0.25 and f = 0.5. Figure 4 visualizes the influence of §,,4, on the success rate.
We observe that for most graphs there exists a certain threshold after which the
success rate stays constant. For the DBN model, the optimal value of pertur-
bation budget is reached around 0,4, = 0.3, whereas for DNN it is on average
slightly higher 0,4, = 0.5. Overall, this threshold appears to be slightly higher
for the NSL-KDD dataset. This is due to the fact that the relative amount of
features we consider is larger for the CICIDS2017 dataset. Therefore, a smaller
perturbation-per-feature is necessary to reach the adversarial goal. An average
perturbation above 0.3 seems rather extensive; however, we managed to achieve
considerable success rates for 0,4, below this value with f = 0.5. This budget for
the NSL-KDD* dataset, for example, means that we only perturb around 10%
of the features by ~ 0.1 and still find adversarial examples for many instances.

Attacks on Anomaly-based (Binary) Models We performed a similar pa-
rameter analysis for adversarial example attacks against binary models. We
recorded the highest achieved success rate for given perturbation restrictions.
The results are depicted in Fig. 5.
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Fig. 5. Evaluation of the attack parameters for binary models

The AE model treats anomalies as outliers and detects them by measuring
the reconstruction error (see Sect. 3.2). As Fig. 5a suggests, a rather high bud-
get is necessary to achieve the adversarial goal. Surprisingly, the feature budget
(f) seems to have more influence on the success rate than perturbation budget
(0maz ). Even though the AE achieves lower accuracy than the other (supervised)
models, it has a significant advantage of being more robust to adversarial ex-
amples. In Fig. 5b the success rates of adversarial example attacks against the
binary DNN model are presented. We can clearly observe that attacks using
NSL-KDD* dataset show better performance than CICIDS2017. Furthermore,
for the CICIDS2017 dataset it is possible to craft strong attacks even with a
small feature budget and relatively small §,,4,. This might indicate that the
distance between benign and anomalous samples is rather low for that dataset,
making it challenging for outlier-based anomaly detection. This is why the AE
model performed so poorly on the CICIDS2017 dataset (as shown in Table 3).

Vulnerability Analysis In Fig. 6, we compare the algorithms in terms of their
vulnerability to adversarial examples. The vulnerability score vs (see Eq. 7) is
listed per attack against each model. The experiments were performed for three
different values of d,,,4z-

We can observe that vs confirms our findings from the previous experiments.
The classification models are relatively robust against the DoS attack of the
NSL-KDD dataset, but rather vulnerable to the Probe and PortScan attacks.
The low vs for the DoS attack may be explained by the fact that the most
discriminative features for this type of attack are the IAT and frequency-based
features. However, these features are assigned to G3 in the proposed grouping,
thus considered hard to access and modify by an attacker. Considering features
with high weights to craft successful adversarial examples targeted towards DoS
attacks would increase the overall feature budget f and, therefore, decrease the
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Fig. 6. The vulnerability score of all the models for both datasets

vulnerability score. As previously shown, the AE model is robust against low-
budget adversarial attacks. This is reflected by vs < 1 for all values of §,,,44-

5.4 Feature Perturbation Analysis

To show the impact of the feature weights in the proposed algorithm (see Eq. 3),
we performed a feature perturbation analysis. For this experiment, we used the
DNN classifier trained on the CICIDS2017 dataset and crafted adversarial ex-
amples for the DDoS label. We compare the proposed crafting algorithm with
the original C&W [4] and iterative Fast Gradient Sign Method (iFGSM) [13]
attacks. The latter attack performs iterative FGSM [7], which maximises the
loss using gradient sign. This algorithm terminates when either the desired label
is reached or the limit of maximum iterations is exceeded; hence, it does not
perform any distance (perturbation) minimisation. Therefore, we neglect the re-
striction on perturbation budget (maximum distance constraint) in the C&W
and our method, since this restriction is not directly relevant for the analysis.
As considered features, four features of each group have been chosen arbitrarily.
The resulting feature budget sums up to f = 0.31. We measure the average
perturbation per each feature for the successfully created adversarial examples.
The results are depicted in Fig. 7.

As expected, the average perturbation for iFGSM and C&W does not de-
pend on the feature group but feature importance with respect to the classifier.
Furthermore, for C&W and our proposed extension, we compare the average per-
turbation per feature using two different values of the hyperparameter ¢, which
controls the impact between distance and target function minimisation. A low
value of ¢ = 0.1, assigns less importance to target function minimisation and
enforces a small distance over desired attack, hence the weights of the extended
C&W algorithm strongly influence the results. As can be observed in Fig. 7
(left), our algorithm favours features from G1 over the other groups. This effect
is less visible with higher ¢ = 10, in which adversarial examples are optimised
mostly with respect to target function. The success rate of the iFGSM in Fig. 7
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Fig. 7. The average distortion per feature for the DDoS attack label — feature group
numbers are shown in parentheses

was 73.3% (left and right). With emphasis on the distance minimization (left,
¢ = 0.1) our proposed algorithm reached a success rate of 50.8 %, the original
C&W 55.6%, even though the proposed algorithm applied only a perturbation
close to 0 to the G3 features. By increasing ¢ to 10, we achieved 87% for the
proposed method and 87.7% for the C&W.

For an adversary that intends to attack a NIDS through adversarial examples
it is vital to account for not only the feature space constraints (e.g. only a subset
of features might be accessible) but also perturbation restrictions that are specific
for some features. We demonstrate that using our weighted C&W approach, we
are able to control the amount of perturbation per group of features. Our results
show that the proposed method kept the perturbation of IAT features (G3) as
low as possible, since these features are important for maintaining the goal of
the DDoS attacks. In our experiments, we assigned weight values to v = {1, 2, 3}
for Group 1,2 and 3, respectively. However, the impact of weighted perturbation
could be amplified by using different weight ratios.

6 Conclusions

In this paper, we have proposed a novel approach to crafting adversarial examples
that accounts for domain-specific constraints in the feature space. Features are
assigned weights to reflect the difficulty of their modification. To achieve this,
we have extended a well-established C&W attack [3] to perform optimisation
with respect to feature weights and perturbation constraints. To express the
difficulty of an attack, we consider two types of constraints: feature budget and
perturbation budget. We have presented different methods to analyse the impact
of attack budget on the strength of adversarial attacks against considered DL
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models. We demonstrate that by modifying only a few features by less than an
average of 0.2, we can achieve considerable success rates for adversarial example
attacks. Our weighted crafting algorithm is able to restrict the perturbation
mostly to independent and easy to access features, which increases the chance
of creating a valid adversarial flow instance. We introduced a vulnerability score
to provide an empirical, yet realistic, measure of robustness of network intrusion
detection models against attacks of a given perturbation budget. The measure
gives an intuition about the difficulty of the attacks that are required to achieve
considerable success rates. Our results indicate that DNN and DBN models
are more robust to adversarial examples that are targeted to hide DoS attacks
than Probe or PortScan attacks. Furthermore, an AutoEncoder (AE) model,
even though it achieves slightly worse accuracy in anomaly detection than other
methods, seem to be the least vulnerable to adversarial examples. In future
work, we will explore different threat models, investigate the transferability of
adversarial examples [17] and test the feasibility of black box attacks, given a
more restrictive validity constraints in the NIDS domain.
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