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Abstract. Single image super-resolution is a ill-posed problem which
aims to characterize the texture pattern given a blurry and low-resolution
image sample. Convolution neural network recently are introduced into
super resolution to tackle this problem and further bringing forward
progress in this field. Although state-of-the-art studies have obtain excel-
lent performance by designing the structure and the way of connection
in the convolution neural network, they ignore the use of high-order data
to train more power model. In this paper, we propose a non-local second-
order attention network for single image super resolution, which make
the full use of the training data and further improve performance by non-
local second-order attention. This attention scheme does not only pro-
vide a guideline to design the network, but also interpretable for super-
resolution task. Extensive experiments and analyses have demonstrated
our model exceed the state-of-the-arts models with similar parameters.

Keywords: Super resolution · Deep neural network · Deep learning.

1 Introduction

Because the rapid growth of the video and image data, super-resolution (SR) has
enjoyed the current advances in deep learning and has attracted more attention
in recent years. In real life, super-resolution techniques can be applied to many
applications such as satellite and medical image processing [16], facial image
improvement [2] and aerial imaging [33], etc. Obtaining high-resolution images
given low-resolution images can be an ill-posed problem, but convolution neural
network had a huge impact in this field, making the result images detailed and
natural. In this work, we mainly tackle single image super-resolution task.

Considering the successful experience of convolutional neural network (CNN)
in high-level vision tasks such as images segmentation, Dong et al. [7] proposed
CNN based SR algorithm namely SRCNN. So from then on CNN have attract
more attention for researchers to tackle super-resolution tasks [8, 18, 19, 22, 25,
30]. Although the performance is largely improved, exist some problems. Firstly,
and most importantly, previous researches focus on introducing deeper convo-
lutional neural network to improve performance and ignore the computation
overhead. A large number of calculations make the algorithm difficult to be
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applied in practice. Secondly, with the depth of network increasing, the train-
ing procedure will become more unstable [22, 24], which means that need more
training tricks to train network for improving performance. Thirdly, most of
the previous methods did not make full use of the training data to reconstruct
the super-resolution image. Practically, we have some train data did not use in
training.

To tackle the above problems, we propose applying non-local second-order
attention mechanism to super-resolution network designs. First, we focus on
the non-local block to make the network to learn self-attention by capturing
long-range dependency. Second, we develop the network to make full use of
the training data for reconstructing super-resolution image. To the best of our
knowledge, this is the first proposed non-local second-order training strategy into
single image super-resolution network design, providing a special viewpoint of
the data enhancement for deep learning and a extraordinary guidance on network
design. In this work, we propose a both lightweight and efficient networks using
the proposed schemes to design. Experimental results on benchmark datasets
demonstrate our methods is superior most of state of the art models.

2 Related work

2.1 Single image super-resolution

Single image super resolution is a low-level computer vision task. The popular
method in our literatures is learning the mapping function from low-resolution
images to high-resolution images to reconstruct. Traditional machine learning
techniques are widely applied in super-resolution, including kernel method[4],
PCA [3], sparse-coding [29], learning embedding [5], etc. There are a powerful
method take full sue of the image self-similarity without extra data. In order
to obtain a super-resolution image, [11] use the patch redundancy to produce.
Freedam et al. [9] further develop a localized searching method. [13] extend this
algorithm to guide the patch search through using detected perspective geometry.

Current advances in SISR make full use of the powerful representation ca-
pability of convolution neural network. Dong et al. [7] first proposed SRCNN to
recovery high-resolution image. They interpret the architecture in CNN as ex-
traction layer, non-linear mapping layer, and reconstruction layer, corresponding
these steps in sparse coding [29]. DRCN [18] further these steps through firstly
interpolating the low-resolution image to the desired size so that suffers from the
huge computational complexity and some detail lost. Kim el al. [17, 18] adopt
the deep residual convolutional neural network to achieve better performance,
which use the bicubic interpolation to upsample the low-resolution image to the
desired size and then fed in network to output super-resolution image. Since
then, the deeper CNN-based super resolution models is a trend to obtain supe-
rior performance, such as LapSRN [19], DRRN [25], SRResNet [20], EDSR [22]
and RCAN [30].

Nevertheless, the depth of the network bring a huge amount of the compu-
tation and increase the process time. In order to solve this problem, Dong et
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al. adopt smaller filter sizes and a deeper network namely FSRCNN [8], which
remove the bicubic interpolation layer in SRCNN and embedding the decon-
volution layer at the tail of the FSRCNN. To reduce parameters, DRRN [25]
proposed the combination of the residual skip connection and the recursive so
that compromise the runtime speed. Currently, CARN [1] exploit the multiple
shortcut connections and multiple -level representation to obtain a cascading
mechanism upon a residual network. In order to utilize the multi-scale feature,
[21] proposed MSRN model to capture the multi-scale feature at different scale
size. In order to improve the performance, Dai et al. proposed SAN [6] and He
et al proposed ODE-inspired network [?], which both introduced high-order fea-
ture extractor to capture high-order statistic, but they ignored the operate of
the convolution layer is local so we combined both the non-local operate and
high-order statistic extractor to improve our network.

Although most of the CNN-based super-resolution methods strongly promote
progress in this field, most of the advanced model blindly increase the depth and
parameters of the network and they ignore the operate of the convolution is
local. It is clear that these method increase the running time and not necessarily
improve accuracy .

2.2 Attention model

To human perception, attention generally means human visual systems focus on
salient areas [15] and adaptively process visual information. Currently, several
study have proposed embedding attention mechanism processing to improve the
performance of CNNs for different tasks, such as image segmentation, image and
video classification [12, 28]. Wang et al. proposed non-local neural network [28]
for video classification, which incorporate non-local process to spatially attention
long range feature. Hu et al. proposed SENet [12] to capture channel-wise feature
relationships to obtain better performance for image classification. Li et al. pro-
posed expectation-maximization attention network for semantic segmentation,
which borrowed EM algorithm to iteratively optimize parameters and decrease
the complex of the operation in non-local block. Huang et al. proposed criss-cross
attention [14] for semantic segmentation, which can efficiently capture contextual
pattern from long-range dependencies. Fu et al. proposed a dual attention net-
work (DANet) [10], which mainly consists of the position attention module and
the channel attention module. They use position attention module to learn the
spatial interdependencies. The channel attention module is designed to model
channel interdependencies. It largely improves the segmentation results through
capturing rich contextual dependencies. Zhang et al. proposed residual channel
attention network (RCAN) [30] for single image super resolution, which adopt
channel attention (CA) mechanism to adaptively capture channel-wise pattern
information through considering interdependencies among channels. Zhang et al.
is first introduce non-local block in single image super resolution. They proposed
residual non-local attention learning [31] to capture more detailed information
through preserving more low-level features, being more suitable for super resolu-
tion image reconstruction. The network pursue better network representational
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ability and achieve high-quality image reconstruction results. Dai et al. proposed
non-locally enhanced residual group (NLRG) [6] to capture spatial contextual
information so that hugely improve the performance of the model.

3 Non-local Second-order Attention Network

3.1 Network framework

As show in Figure 1, our NSAN mainly consists of four parts: shallow feature
extractor, high-order enhanced group (HEG) based deep feature extraction, up-
scale layer and reconstruction layer. Give ILR and ISR as the input and output
of our NSAN. Following the [22, 6], we apply one convolution layer to capture
the shallow feature F0 from the LR input

F0 = HSF (ILR) (1)

where HSF represents the convolution operation. Then the shallow feature F0

fed in HEG based deep feature extraction, which thus obtains the deep feature
as

FDF = HHEG(I0) (2)

where HHEG stands for the HEG based non-local enhanced feature extraction
module, which consists of two RL-NL modules to capture the long-range infor-
mation and G residual channel attention groups. So our proposed HEG achieve
very deep depth and can capture more information. Then the extracted deep
feature FDF is upsample through the upsacale module via

F↑ = H↑(ILR) (3)

where H↑ and F↑ are a upsample layer and upsampled feature respectively. In
the previous works, there are several choices to perform as upscale part, such
as transposed convolution [8], ESPCN [23]. Embedding upscaling feature in the
last few layers achieve a good trade off between performance and computational
burden, thus is preferable in recent SR models [8, 6, 22]. Then upscaled feature
is through one convolution layer

ISR = HR(F↑) = HNSAN (ILR) (4)

where HR, H↑ and HNSAN are the reconstruction layer, upsample layer and the
function of NSAN, respectively.

Then NSAN will be optimized with a loss function. Some loss functions have
been widely used, such as L2, L1, perceptual losses. In order to verify the effec-
tiveness of our NSAN, we adopt the L1 loss functions followed previous works.
Given a training set with N low-resolution images and high-resolution images
denoted by {IHR, IHR}N , the purpose of the NSAN is to optimize the loss func-
tion:

L(Θ) =
1

N

N∑
i=1

||IHR − ISR||1 (5)

where θ represents the parameter set of NSAN. We choose Adam algorithm to
optimize the loss function.
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Fig. 1. Framework of the proposed non-local second-order attention network (NSAN).
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Fig. 2. Framework of the proposed non-local second-order attention module (NSA).



6 J. Lyn et al.

3.2 High-order Enhanced Group (HEG)

We now describe our edge enhanced (HEG) (see Figure. 1), which can be divided
into the main branch and the edge enhanced branch. The main branch consists of
two region-level non-local (RL-NL) modules [6] and G non-local residual channel
attention groups (NRCAG) structure. The RL-NL can capture the long-range
information. Each NRCAG further contains M simplified residual channel blocks
with local skip connection, followed by a non-local channel attention (NCA)
module to exploit feature interdependencies. The edge enhanced branch consists
of the padding module and V NRCAG, which can make full use of the edge
information and use edge information to enhance channel feature attention.

Stacking residual blocks has been verified that is helpful way to form a deep
network in [22, 21, 6]. Nevertheless, deeper network built in such way would lead
in performance bottleneck and training difficulty during the problem of gradient
vanishing and exploding in deep network. It is known simply stacking repeated
block may not to obtain better performance. In order to address this issue, we
introduce the NHAG to not only to bypass abundant low-frequency information
from LR images, but also facilitate the training of our deep network. Then a
HEG in the g-th group is represented as:

Fg = Hg(Fg−1) (6)

where Fg, Fg−1 denote the output and input of the g-th HEG. The bias term
is omitted for simplicity. Hg is the function of the g-th HEG.

Then deep feature is obtained as:

FDF = F0 + FG (7)

3.3 Non-local Second-order Attention

Most previous CNN-based SR models ignore the feature interdependencies. In
order to take full use of these information, SENet [12] introduced CNNs to rescale
the channel-wise features for image SR. Nevertheless, SENet only exploits first-
order statistics features through global average pooling, while ignoring non-local
statistics more rich than local, thus hindering the discriminative ability of the
network.

Inspired by the above works, we propose a non-local second-order attention
(NSA) module (see Figure 2) to capture high-order feature interdependencies
through considiering non-local features. Now we will describe how to exploit
such non-local information. We reshape the feature map F = [f1, · · · , fC ] with
C feature maps with size of H×W to a feature matrix X with s = WH features
of C-dimension. Then compute the sample covariance matrix as

Σ = XIXT

where I =
1

s
(I − 1

s
1) , I and 1 are the s × s identity matrix and manix of all

ones, respectively.
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It is shown that covariance normalization plays a critical role for more dis-
criminative representations. For this reason, we first perform covariance nor-
malization for the obtained covariance matrix Σ, which is symmenic positive
semi-definite and thus has eigenvalue decomposition (EIG) as follows

Σ = UΛUT

where U is an orthogonal matrix and Λ = diag(λ1, · · · , λC) is diagonal matrix
with eigenvalues in non-increasing order. Then convariance normalization can
be converted to the power of eigenvalues:

Ŷ = Σα = UΛαUT

where α is a positive real number, and Λα = diag(λα1 , · · · , λαC) . When α = 1,
there is no normalization; when α < 1, it nonlinearly shrinks the eigenvalues
larger than 1.0 and streches those less than 1.0. As explored in [?], α = 1/2
works well for more discriminative representations. Thus, we set α = 1/2 in the
following.

The normalized covariance manix characterizes the correlations of channel-
wise features. We then take such normalized covariance matrix as a channel de-
scriptor by global covariance pooling. As illustrated in Fig. 2, let Ŷ = [y1, · · · , yC ],
the channel-wise statistics z ∈ RC×1 can be obtained by shrinking Ŷ. Then the
c-th dimension of z is computed as

zc = HGCP (yc) =
1

C

C∑
i

yc(i)

where HGCP denotes the global covariance pooling function. Compared with
the commonly used first-order pooling (e.g., global average pooling), our global
covariance pooling explores the feature distribution and captures the feature
statistics higher than first-order for more discriminative representations.

To fully exploit feature interdependencies from the aggregated information
by global covariance pooling, we also introduce non-local block to capture long
range pattern. Inspire [10], which proposed non-local channel attention block
to extract more useful feature, but it do not use second-order feature. In our
network, we combine the second order extractor and non-local attention, which
can extract second-order feature and then obtain non-local attention map

X
′

= HNSB(z)

where HNSB denote the non-local second-order block. The detail of the second-
order block can see figure 2.

4 Experiments

4.1 Setup

Following [22, 31], we train on 800 training images in DIV2K dataset [27]. In
order to verify the effectiveness of our network, we choose 5 benchmark datasets:
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Set5, Set14, BSD100, Urban100 and Manga109. For the degradation model, we
adopt Matlab resize function with bicubic operation. For the metrics, we use
PSNR and SSIM to evaluate SR result.

For the training, the low-resolution images are augmented through horizon-
tally flipping and randomly rotating 90◦, 180◦, 270◦. For the each min-batch, we
set 16 low resolution image patches with size 48× 48 as inputs. We use ADAM
algorithm to optimize our model with β1 = 0.9, β2 = 0.99, and ε = 10−8 and
initialize learning rate as 10−4 and then reduced to half every 200 epochs. We
use Pytorch framework to train our proposed NSAN on an Nvidia 1080Ti GPU.

4.2 Ablation Study

As show in Figure 1, our NSAN contains two main components, including High-
order Enhanced Group (HEG) and non-local second-order attention module
(NSA). In order to test the effectiveness of the various modules, we train and test
NSAN with its variants on the Set5 dataset for comparison. Specific performance
is shown in Table 1.

We set RBASE as a basic baseline, which only contains the convolutional
layer containing 20 NHAG and 10 remaining blocks in each NHAG. Following
the [32], we also added long skip and short skip connections to the base model.
Ra and Rb mean embedding second-order feature extractor and non-local block
in base structure, respectively. Rc means that the result of combining second-
order feature extractor and non-local block. It can be found that both of Rc
obtain better performance than methods of Ra to Rb.

Table 1. Effect of different module. We report the result in Set5 dataset on 200 epoch

Base Ra Rb Rc

Second-order Feature True

Non-local Block True

Non-local Block with Non-local Block True

PSNR 31.97 32.04 32.08 32.23

4.3 Results with Bicubic Degradation (BI)

We set up a comparison test with model 12 state-of-the-art CNN-based SR
methods: SRCNN [7], FSRCNN [8], VDSR [17], LapSRN [19], MemNet [26],
EDSR [22], RDN [32] and RCAN [30] for verifying the effectiveness of the NSAN.
The quantitative results of each scale factor are shown in Figure 3. Compared to
other methods, our NSAN performed best on all datasets, with different scaling
factors. Without self-integration, NSAN and SAN can achieve very similar results
and are superior to other approaches. This is mainly because both of them use
high-order feature to learn the interdependence between features, which makes
the network pay more attention to information features.
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Fig. 3. Quantitative results with BI degradation model.

Fig. 4. Computational and parameter comparison (2X) Set5).
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Fig. 5. Visual comparison for 4x SR with BI model on Urban100 dataset.

Compared to RCAN, our NSAN got satisfactory performance for data sets
with rich texture information, such as Set5, Set14, and BSD100, and slightly
worse results for data sets, such as Manga109 and BSD100 with rich reprocess-
ing edge information. As we all know, texture is a higher-order pattern with
more complex statistical properties, while edge is a first-order pattern that can
be extracted by a first-order operator. Therefore, our NSA based on second-
order feature statistics and non-local operator works better on images with more
higher-order information like texture.

We also show the visual results of different methods as shown in Figure 2. We
find that most SR models cannot accurately reconstruct the lattices and have
severe fuzzy artifacts. On the contrary, our NSAN achieve clearer results and
reconstruct more high-frequency details such as high contrast and sharp edges.
In the case of ”img011”, most of the comparison methods output heavily fuzzy
artifacts. The early developments of bicubic, SRCNN, FSRCNN and LapSRN
even lost their main structures.

Compared with the ground-truth, NSAN gets more reliable results and re-
stores more image detail. Although reconstructing high frequency information is
hard during the limited input information of LR, our NSAN can still take full ad-
vantage of the limited LR information through second-order non-local attention,
while taking advantage of the spatial feature of both high-order characteristics
associated with more powerful pattern representation, resulting in more refined
results.

4.4 Model Size Analyses

The Figure 4 shows the model size and performance of current CNN SR models.
In these methods, MemNet and NLRG contain far fewer parameters for the
cost of performance degradation. Not only NSAN had fewer parameters than
RDN, RCAN and SAN, but also achieved better performance, which means
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NSAN could have a great performance trade-off between model complexity and
performance.

5 Conclusions

We propose a deep non-local second-order attention network (NSAN) for SISR.
Specifically, the high-order enhanced group allows NSAN to capture the struc-
tural information and long-range dependencies through embedding non-local op-
erations. Meanwhile, NHAG allows abundant low-frequency information from
the LR images to be bypassed through local skip connections. Not only NSAN
exploiting the spatial feature correlations, but also learn high-order feature in-
terdependencies by global covariance pooling for more discriminative represen-
tations through second-order non-local attention (NSA) module. Extensive ex-
periment on SR with BI demonstrate the effectiveness of our NSAN in terms of
quantitative and visual results.
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