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Abstract

We consider the problem of online linear regression in the stochastic setting. We
derive high probability regret bounds for online ridge regression and the forward
algorithm. This enables us to compare online regression algorithms more accurately
and eliminate assumptions of bounded observations and predictions. Our study
advocates for the use of the forward algorithm in lieu of ridge due to its enhanced
bounds and robustness to the regularization parameter. Moreover, we explain how
to integrate it in algorithms involving linear function approximation to remove a
boundedness assumption without deteriorating theoretical bounds. We showcase
this modification in linear bandit settings where it yields improved regret bounds.
Last, we provide numerical experiments to illustrate our results and endorse our
intuitions.

1 Introduction and preliminaries

The forward regression algorithm, popularized in [24, 3], shows competitive performance bounds
in the challenging setup of online regression with adversarial bounded observations. We revisit the
analysis of this strategy in the practically relevant alternative situation of stochastic linear regression
with sub-Gaussian noise, hence possibly unbounded observations. When compared to the classical
ridge regression strategy - its natural competitor - the existing analysis in the adversarial bounded
case suggests the forward algorithm has higher performances. It is then natural to ask whether
this conclusion holds for the stochastic setup. However, we show that in the stochastic setup, the
existing adversarial analysis does not seem sufficient to draw conclusions, as it does not capture some
important phenomena, such as the concentration of the parameter estimate around the regression
parameter. It may further lead the practitioner to use an improper tuning of the regularization
parameter. In order to overcome these issues, we revisit the analysis of the forward algorithm in the
case of unbounded sub-Gaussian linear regression and provide a high probability regret bound on
the performance of the forward and ridge regression strategies. Owing to this refined analysis, we
show that the forward algorithm is superior in this scenario as well, but for different reasons than
what is suggested by the adversarial analysis. We discuss the implications of this result in a practical
application: stochastic linear bandits, both from theoretical and experimental perspectives.

Setup: In the classical setting of online regression with the square loss, an environment initially
chooses a sequence of feature vectors {z; }; € R? together with corresponding observations {y; }; €
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R. Then, at each decision step ¢, the learner receives feature vector z; and must output a prediction
y: € R. Afterwards, the environment reveals the true label y; and iteration ¢ + 1 begins. In this
article, we focus on the case when the data generating process is a stochastic linear model:

30, € R%such that Vt € N*: gy, =2, 0, + ¢,

where {¢;}; is a noise sequence. At iteration ¢, strategy A computes a parameter 67 ; to predict

g/ = 2] 04 |. In the sequel, we omit the subscript .A when the algorithm is clear from context. The

S f N .
learner’s prediction incurs the loss: £/ Ly (x] 0;_1,y:) = (§: — y¢)?, the learner then updates its
prediction 6;_; to 8; and so on. The total cumulative loss at horizon 7" is denoted LA = 23:1 Eg“.

We also let £4(0) = £(z] 0,y;) (resp. L7(0) = Zle £:(6)) be the instantaneous (resp. cumulative)
loss incurred by predicting 6 at time ¢ (resp. V¢ = 1,...,T). Online regression algorithms are
evaluated using different regret definitions, in the form of a relative cumulative loss to a batch loss;
The quantity of interest in this paper is:

R :Lf‘—m‘ginLT(G). (1)

From the perspective of online learning theory, online regression algorithms are usually designed for
an adversarial setting, assuming an arbitrary bounded response variable |y;| < Y at each time step.
While the mere existence of algorithms with tight guarantees in this general setting is remarkable, a
practitioner may also consider alternative settings, in which analysis for the adversarial setup may
be overly conservative. For illustration, we focus on the practical setting of bounded parameter
|0.]]2 < S and i.i.d zero-mean o-sub-Gaussian noise sequences:

Vt>1,yeR: El[exp(ye)] < exp(o?y?/2).
We emphasize that while previous results in literature are valid for the adversarial bounded setting, we
will still shed new light on the performance of these strategies in a stochastic unbounded setup, which

is neither more general nor more restrictive than the adversarial one, and discuss their implications
for the practitioner. Let us recall the two popular online regression algorithms considered.

Online ridge regression [Algorithm[I]: This folklore algorithm is defined in the online setting as
the greedy version of batch ridge regression:

07 € argmin L,(0) + \||0]]3, @)
9

where )\ is a parameter and \||f||3 is a regularization used to penalize model complexity.

Algorithm 1: Online ridge regression

Given 6, € R?
fort=1,...,Tdo
observe x; € R? and predict §; = x 67_; € R
observe y; and incur loss /; € R
update parameter: 07 € argming L;(0) + \||0]|3
end

A solution to the quadratic optimization problem of Eq. is given in closed form, by 07 = G (\) ™ 1b,,
where G¢(\) = M\ + 22:1 zqx, and by = 22:1 xqYq. We may further denote G instead of G ()
when A is clear from context.

The forward algorithm [Algorithm[2Z]]: A subtle change to the ridge regression takes advantage
of the next feature x4 to better adapt to the next loss:

6; € arg min Ly(6) + (2410) + All6]13- 3)



Algorithm 2: The forward algorithm

Given 6, € R?
fort=1,...,T do
observe x; € R¢
update parameter: 6, € argming L;_1(6) + (2, 0)% + \||0]|3
predict §; = 2/ 0f_, € R
observe y; and incur loss ¢; € R
end

Equivalently, the update step can be written: 6f = G +11 b, where G is still defined same as before.

Intuitively, the term (z. +19)2 in Eq. [3|is a “predictive loss”, a penalty on the parameter 6 in the
direction of the new feature vector z;, 1. This approach can be linked to transductive methods for
regression [8) 22]]. [22] describe two algorithms for linear prediction in supervised settings, and
leverage the knowledge of the next test point to improve the prediction accuracy. However, these
algorithms have significant computational complexities and are not adapted to online settings.

Related work Linear regression is perhaps one of the most known algorithms in machine learning,
due to is simplicity and explicit solution. In contrast with the batch setting (when all observations are
provided), online linear regression started receiving interest relatively recently. The first theoretical
analyses date back to [9, |14, [7, [13]]. Under the assumption that the response variable is bounded
lys| <Y, it has been shown that the forward algorithm [24} 3] achieves a relative cumulative online
error of dY? log(T') compared to the best batch regression strategy. This bound holds uniformly over
bounded response variables and competitor vectors, and is 4 times better than the corresponding
bound derived for online ridge regression.

Bartlett et al. [4] studied minimax regret bounds for online regression, and ingeniously removed a
dependence on the scale of features in existing bounds by considering the beforehand-known features
setting, where all feature points {CEt}lgtST are known before the learning starts. Moreover, they
derive a "backward algorithm" that is optimal under certain intricate assumptions on observations
and features. Later on, [16] were able to prove that under new (tricky) assumptions on observed
features and labels the backward algorithm is not only optimal but applicable in sequential settings as
well. More recently, [[11] provided an optimal algorithm in the setting of beforehand known features
without imposing stringent conditions as in [4}[16]]. They show that the forward algorithm with A = 0
yields a first-order optimal asymptotic regret bound uniform over bounded observations. However,
due to the lack of regularization, their bound (c¢f. Theorem 11 in [11]) may blow up if the design
matrix G¢(0) is not full rank. It is hence not uniform over all bounded feature sequences {x; }+.

Paper outline and contributions: In this paper, we continue the line of work initiated on the
forward algorithm and advocate for its use in the stochastic setting with possibly unbounded response
variables, in replacement for the ridge regression (whenever possible). To this end, we consider an
online stochastic linear regression setup where the noise is assumed to be i.i.d o-sub-Gaussian.

In Section[2] we recall the online performance bounds established for ridge regression and the forward
algorithm in the adversarial case with bounded observations. Next, in subsection [2.3] we discuss
some limitations of the adversarial results when comparing regression algorithms in the stochastic
setting. For instance, these bounds compare the cumulative loss of a strategy to the value of the
batch optimization problem, which may not be indicative of the real performance of the strategy (cf.
Corollary [2.3.T)) and may encourage a sub-optimal tuning of the regularization parameter.

In Section [3] we study the performance of these algorithms using the cumulative regret with respect
to the true parameter (cf. Eq. [6), which we believe is more practitioner-friendly than comparing to the
batch optimization problem. We show in Theorem [3.T|how these two measures of performance are
related. We provide in Theorems [3.2] and [3.3]a novel analysis of online regression algorithms without
assuming bounded observations. This key result is made possible by considering high probability
bounds instead of bounded individual sequences. We show that the regret upper-bound for ridge
regression is inversely proportional to the regularization parameter. Consequently, we argue that
following these results, forward regression should be used in lieu of ridge regression.

In Section[d] we revisit the linear bandit setup previously analyzed assuming bounded rewards: we
relax this assumption and provide an -optimism in the face of uncertainty- style algorithm with the



forward algorithm instead of ridge, which is especially well-suited for the bandit setup, and provide
novel regret analysis in Theorem .1} We proceed similarly in Appendix [F revisiting a setup of
non-stationary (abruptly changing) linear bandits.

2 Adversarial bounds and limitations

In this section, we recall existing results regarding the aforementioned ridge and forward algorithms.
We then discuss their limits and benefits when considered from a stochastic perspective.

2.1 Adpversarial regret bounds (existing results)

One of the first theoretical analyses of online regression dates back to [24]] and [3]], and is recalled in
the theorem below. It is stated in the form of an “online-to-offline conversion” performance bound.

Theorem 2.1. (Theorem 4.41_-] of [3|]) The online ridge regression algorithm satisfies:

T : 2 ™2 TX2
Ly —min (Lr(6) + A9]13) < 4(Y")?dlog (1+5— .

— _ T
where X = max llzt|l2, and YT = max {lyel, |2 61|}

1<t<
The reader should note that this result compares the learner’s online cumulative loss to the regularized
batch ridge regression loss. As such, it is an online-to-offline conversion regret. This is different from
the sequential regret that would compare to the minimum achievable loss. This theorem highlights a

dependence on the range of predictions of the algorithm, as Y* > max |mtT 0,1 ’
1<t<

Remark 1. (Small losses) The regret bound for ridge regression can be improved if the learner knows
that the loss is small for the best expert, see Orabona et al. [18]. Note however that such techniques
require prior knowledge of all the best expert loss L., their optimal bound is ~ O(\/L%.1ogT').

The forward algorithm has an enhanced performance in this setup according to this next result.
Theorem 2.2. (Theorem 5.6 of [I3]]) The forward algorithm satisﬁesﬂ'

F 9 12 TX?2
L — min (L7 (0) + MOI3) < (v)?dlog (14— ),

where X = max ||z¢||2, and Y/ = max |y.|.

1<4<T 1<4<T
Notice that in this result Y is different than in Theorem [2.1|and is independent from the algorithm’s
predictions. Moreover, Theorem [2.2] exhibits a bound that is at least 4 times better than Theorem [2.1}
More precisely, Theorem [2.1] suggests that, in order to compare the two bounds, prior knowledge of
Y* is required to further clip the predictions of online ridge regression in [—Y*, Y¥]; and that even
with such knowledge the forward algorithm may be 4-times better than ridge regression. We believe

that this unfortunately led researchers to turn away from analyzing more deeply what may happen.

2.2 Limitation in the adversarial setup: rigid regularization

To evaluate online regression strategies, a tight lower bound was derived in [11]]. The latter studied
uniform minimax lower bounds in the setting of beforehand-known features (that is when (x;)1<i<7
known in advance), which is very challenging for a lower bound. They show that, the minimax
uniform regret bound is controlled as follows.

Theorem 2.3. (Gaillard et al. [[11]) ForallT > 8,Y > 0 we have:
Ri_yy) = dY?(log(T) — (3 + log(d)) — log(log(d))) -

def . T ~ . T
where RY, (_yyq =inf  sup sup ¢ S (ye — 97Y)? — infuepa >y (yr — 2 u)?
T A T€[0,1)¢ |y:|<Y

,,,,,

! Note that there are typos in the statement of this theorem in original paper: compare Lemma 4.2 with
Theorems 4.6 and 5.6 therein to see this. Reported theorems are accurate.
2See footnote



We will use this result to evaluate the optimality of ridge and forward regressions. First, we need to
convert Theorems [2.1]and [2.2]to sequential regret bounds. Indeed, in their current form, they compare
the cumulative loss of the learner to the value of a regularized batch optimization. This next result
transforms them, and is a corollary of Theorems 11.7 and 11.8 of Cesa-Bianchi & Lugosi [6].

Corollary 2.3.1. (Of Theorems 11.7 and 11.8 of [6]]) For all T > 1, (x;)1<i<T € R, (ye)i<e<T €
[-Y, Y] such that ||z+]|2 < X,

TX? A (Y42 T
¥ ) TN @)

where rp = rank(Gr(0)) and A, is its smallest positive eigenvalue, ¢™ = 4 and ¢/ = 1.

for Ae{r f} R < MY *)2dlog (1 +

See proof in Appendix|Al This bound suggests that to obtain a log(7") bound, X should not be chosen
larger than about log(7") /T, due to the second term, this is the stringent regularization limitation.

Choosing A = 1/7T yields a first order regret of 2dY? for the forward algorithm and 8dY? for ridge
regression (with clipping and prior knowledge of Y), which is at best twice the first order term from
the lower bound. This suggests the presence of an optimality gap. Strikingly, Gaillard et al. [11]
show that a non-regularized version of the forward algorithm achieves the optimal first order of
dY 2. However, it also suffers from an important weakness: Indeed, the (Y4)2/\,...(G1(0)) term in
Corollary [2.3.1]is not uniformly bounded over feature sequences, but only on specific "well-behaved"
features. In fact, double uniformity over features and observations is still an open question (see [L1]).

2.3 Limitations in the stochastic setting

Now that we have recalled the main properties of the forward and ridge algorithms in the adversarial
setup, we advocate for the need of a complementary analysis of the previous algorithms in the
stochastic unbounded setting by unveiling some key limitations.

Too unconstrained The existing analysis being for a different setting, it naturally ignores crucial

aspects of the stochastic setup. For instance, the quantity Y is uninformative and may be substantial.

Let us look at how the term Y appears in the proofs of Azoury & Warmuth [3]]. For ridge regression,

the penultimate step to prove Theorem [2.T] writes:
T

Ly — min (Lr(®) + MOI3) <D (2] 01 — ) 2] Gyl < A(YT) Qth Gile. (4

t=1

!

first term

In an adversarial setting, the “first term” cannot be controlled without assuming bounded predictions
2 .
< 4(YT)2. In a stochastic setup
2 - 2
however, we expect the term (z; 6,_1 — ;)" to reduce and stabilize around (z, 6, — y;)~, owing to

the convergence properties of the estimate towards 0...
For the forward algorithm, the final step in the proof of Theorem [2.2] writes:

|z 6,—1] < Y7, and doing so yields a bound (z 6;,_1 — y;)

T-1
L% —nbin (L7 (6) + A[|0]13) ny Gy lw, — ZthG Tiy1 (:Bt+10t> . (5)
ﬁrst term t=1 second term

Then, the analysis uses that |y;| < Yt and dis-
regards the negative contribution of the “second
term”. [llustrative example: Let us analyze these
terms in an practice: consider d = 5, 0, € R5,
we sample 200 features uniformly in [0, 1]® and
Gaussian noises (o = 0.1). Fig.[I|displays the
instantaneous first regret term of both algorithms
(with A = 1) and the second regret term of the
forward algorithm, averaged over 100 replicates. 107 -
We remark that the first terms vanish quickly

for ridge regression and are quite stable for the 0 25 50 75 100 125 150 175 200
forward algorithm. On the other hand, they are #Observations

essentially cancelled out by the second term.  Figure 1: Online regret. y-axis is logarithmic.
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Overall, the two strategies perform on par on this example. This suggests that Theorems [2.1] andzg]
can be misleading in this stochastic setup: for ridge regression they introduce a conservative 4(Y
bound on (] (6;_1 — 6.))2, while in practice we observe that this term decreases rapidly to zero; for
the forward algorithm, the bound ignores the effect of a negative term, which, as we see in Fig. |1} is
essential to explain why this algorithm may outperform ridge regression.

Time dependence: In the stochastic setup, it can be confusing to introduce Y because this hides
a significant dependence on time. Indeed, for the forward algorithm Y* = maxi<¢(<T |ac;r 0, + €.
Considering the tractable setting of Gaussian i.i.d noise with variance o2, by classical Sudakov
minoration from [20], we deduce that there exists C' > 0 such that:

VT >1:E[Yf]>E [ max et} X||0s||2 > cC+/21log(T) — X||04]2-

Since (Y'*)? appears in the previous performance bounds, this suggests that Y'f actually increases the
order of the regret bound to log(7")? in this setting.

By focusing on the unbounded stochastic scenario, we hope in this paper to shed novel light on the
practical performance of these strategies and better explain these phenomena.

3 High probability bounds

In this section, we analyze online ridge regression and the forward algorithm in the stochastic setting.
We present our results in terms of the following intuitive regret definition:
Rf = Lf — Lr(6.). 6)

This regret directly compares the cumulative loss of the learner to the cumulative loss of the oracle
knowing the true parameter 6,.. This contrasts with the online-to-batch conversion result that
compares the loss of the learner to the value of a batch regularized optimization problem. Since
we are in a stochastic setup, we further state results in high probability. More precisely, we state
Theorems [3.1]3.2] [3.3|below holding with high probability uniformly over all 7', and not simply for
each T'. As a first step, we prove that for 7' great enough, we can choose this definition instead of R
defined in Eq. 1| without altering the bounds.

Theorem 3.1. (Regret equivalence) In the stochastic setting with sub-Gaussian noise, for all § > 0
with probability at least 1 — 6, for all T > 0, (z4)1<t<1 € R such that ||z¢||2 < X, |Gr(0)| > 0

. _ 2
Lz(9+) — min Lr(6) = o (log(T)*) ,
in particular, it comes B
R} = Rf + o (log(T)?)
We detail the proof in Append1xl Bl Theorem|3.1] - justifies choosing R7 to provide first order guarantees
Indeed, in the following sections we prove high probability upper bounds of order O(log(T)?).

3.1 Online ridge regression

We start our results by stating a new high probability regret bound for online ridge regression.

Theorem 3.2. In the stochastic setting with sub-Gaussian noise, for all 6 > 0 with probability at
least 1 — 9, forall T > 0:

_ 2do? X? (1+TX2/\d)4/?
<" log (1 +TX? 1 log(T)?
B < Sqoat s xzpy o8 (L TXE/Ad) °g< 5/ >+0(0g( %),

where X = maxy<i<r ||T¢||2-

We refer to Appendix [C| for the proof and for the full regret expression. This result is interesting
because the ranges of both predictions and observations do not appear, hence predictions clipping
and/or a prior knowledge assumption on Y* are not required. On the other hand, a factor 1/ appears
in the worst case of a singular design matrix. This seems to be the price for no longer assuming
bounded predictions. Another notable improvement is that this bound no longer involves A||6]|3
terms. In particular, it is uniform over bounded sequences of observations.



Remark 2. (Regularization in ridge) Note that the bound holds with high probability, uniformly
over T, and not only for each individual time horizon. In the proof of this result, 1/\ emerges from
bounding \p,in(G¢(0)) in the worst case. When the collected features ensure the design matrix G¢(0)
is invertible, 1/ virtually disappears. We highlight this experimentally in Section

3.2 The forward algorithm

We now derive a high probability regret bound for the forward algorithm using similar techniques.

Theorem 3.3. Assuming sub-Gaussian noise, with probability at least 1 — 6, for all T > 0:

_ 2 d/2
R}, < 2do?log (1 4+ TX?/\d) log <(1 + T;(/;Ad) ) + o(log(T)?),

where X = maxi<i<r ||x¢]|2 and the o(log(T)?) depends on \ (see Appendix@).

Proof. (sketch) We refer to Appendix [D]for the full proof and outline here the main steps leading
to this bound. First, the instantaneous regret writes 7y = £;(0;—1) — £:(0x) = ((9t_1 —0,)Tz)? +
2€(0p—1 — 9*)Txt. To control the term involving the noise ¢;, we derive ad-hoc self-normalized
tail inequalities in the same style of Theorem 1 in [1], which are of independent interest. Such an
adaptation is required due to the forward algorithm. We then focus on controlling the first term. We
construct confidence intervals for 8, and resort to standard technical tools. O

Theorem. [3.3]exhibits a better bound than Theorem. In fact, the coefficient of the first order term
for the forward algorithm only depends on the dimensionality and the noise variance, whilst for ridge
regression, it also depends on the features’ scale and on the regularization parameter .

Remark 3. (Unrestrained regularization) Compared to existing results, this analysis lifts the “strin-
gent regularization” that requires \ = 1/T or data-dependent regularization (cf. [l16]]) to obtain
uniform bounds. Therefore, Theorems and are not a mere consequence of bounding Y?
with high probability in previous deterministic theorems. For completeness, we also derive a high
probability regret bound for a non-regularized version of the forward algorithm in Appendix|E}: this
algorithm was proven to be asymptotically first order minimax optimal in the adversarial bounded
setting [U1].

3.3 Tightness of the bounds

Here we clarify the impact of a tighter confidence width for regularized least squares that was proved
concurrently with the writing of this paper. First we state the result then we discuss its implications.

Theorem 3.4. (Theorem 1 of Tirinzoni et al. [21]]) Let § € (0,1),n > 3, and 9, be a regularized
least-square estimator obtained using t € [n] samples collected using an arbitrary bandit strategy
7= {m};~q - Then,

p{ate[n]:H@—e* , zm}sa

where ¢y, s is of order O(log(1/6) + dloglogn).

This has important implications for Theorem [3.1] Theorem [3.2and Theorem[3.3} in short it re-scales
their regret upper-bounds from Ry = O ((do)*log(T)?) to Ry = O (do? log(T) loglog(T)).
The first order (do)? log(T)? in our results is the product of 1) dlog T from the elliptical lemma,
for bounding the sum of feature norms and 2) o log(7%/5) the confidence ellipsoid width in the
estimation of the regression parameter. It is the second term that is altered following the new
result from Tirinzoni et al. [21]]. These tighter confidence intervals change the upper bounds to
O(do?1og(T) loglog(T)). The latter matches the popular lower bounds in excess risk literature
(see e.g. Theorem 1 in Mourtada [[17]) up to sub-logarithmic terms suggesting the optimality of the
forward algorithm in the stochastic setting.



3.4 Experiment

We provide experimental evidence supporting the fact that our novel high probability analysis better
reflects the influence of regularization than results its adversarial counterpart.

— 0.001 — 0.001
108 - 0.14476482730108395 10 0.14476482730108395

— 1 — i
106 - 10 10% 10
104 -

102 -

Online Regret
Online Regret

100 -

102 -

00 1t 102100 10° 10! 102 10°
#0Observations #0Observations
(a) Ridge regression (b) The forward algorithm

Figure 2: Online regret’s (Instantaneous loss difference) dependence on A. All axes are logarithmic.
Lines are averages over 100 repetitions and shaded areas represent one standard deviation.

In Figures [2a) and [2b] we observe the effect of regularization on the performance of ridge and forward
regressions in a 5-dimensional regression setting, we vary A € {1/T,1/log(T), 1,10}, sample a
zero mean Gaussian noise with o = 0.1 and draw features uniformly from the unit ball. The results
clearly highlight the robustness of the forward algorithm to A, contrarily to ridge. In particular, for
ridge regression, we observe the exact dependence on \ described by Theorem [3.2]in the first rounds
of learning; as explained in Remark [2] once the collected features are enough for the design matrix
G+(0) to become non-singular, the 1/ virtually disappears from the first order regret bound and is
replaced by the smallest eigenvalue of G(0), making the regret significantly more stable.

4 Application: linear bandits

The proposed analysis of forward regression in the stochastic setting suggests that using it could be
useful for revisiting several popular setups that include linear function approximation. We apply this
change for stochastic linear bandits hereafter and derive the novel regret bound obtained when using
forward regression instead of the standard ridge regression.

Consider the setting of stochastic linear bandits, where at round ¢ the reward of an action x; (from
the action space X C RY) is Yyt = (x4, 04) + €1, where 6, € R? is an unknown parameter and ¢, is,
conditionally on the past, a o-sub-Gaussian noise. An upper bound S on the unknown parameter’s
norm is provided: ||0.||2 < S. The (pseudo) regret in this setting is defined:

T

T T
Ry =Y (a7,0.) = Y (w1,0.) = > (] —x1,0.), (7)

t=1 t=1 t=1

where z; = arg max, ¢ y (z, 0). Traditionally, the following additional assumption is made.
Assumption 1. forall x; € X (x4,0.) € [-1,1].

The “optimism in the face of uncertainty linear bandit" (OFUL) algorithm was introduced in [1]].
OFUL resorts to ridge regression, constructs a confidence ellipsoid for the parameter estimate, and

chooses the action that maximizes the upper-confidence bound on the reward. Under Assumption [T}
[1]] prove that the cumulative regret of OFUL satisfies, for § > 0 with probability at least 1 —

5,YT >0 RE < 4,/Tdlog(X + TX2/d) </\1/25 + 0/21og(1/6) + dlog(1 + TX2/(Ad))>,

where X = max;<;<7 ||z¢]2-



Forward variant [Algorithm|3]: In a second phase, we propose the variant OFUL? in which we
replace ridge regression by the forward algorithm. What this means is that the parameter estimate is a
function of actions:
t
07 () = argmin } _(ys — (2, 60))* + A0]15 + (2, 0)*.
[1S:C—

This fits perfectly because the new action can be chosen. Implementation details are in Algorithm 3]

Algorithm 3: OFUL? algorithm

Given \,6,5 >0
fort=1,...,T do

2 = argmax,e (e, 0 () + 2]l g (VA |x||2>s+a¢21og (Cextmpary,

,x

where X, (z) = max{||z||2, maxi<s<i—1 ||s]|2}, Gi—1,0 = Gi—1 + xzx | and
. -1
0 (x) = arg mingera > o2y (ys — (25,60))% + A3 + (2, 6)°
play z; and observe y;.
end

Note that OFUL? only requires an upper bound S on ||0,||2. We prove that OFUL® enjoys the same
regret bound as OFUL and doesn’t require Assumption [I] In stark contrast, we cannot show a similar
bound for the standard OFUL without said assumption, it actually suffers a A-dependent scaling
factor in this case.

Theorem 4.1. (Bandits with unbounded rewards) Without Assumption (I} for all 6 > 0, OFUL"
achieves with probability at least 1 — 6, forall T > 1,

Ry < 4\/)‘10g(1)iX2//\)Td log(A + TX2/d) ()\1/ 2S+0v/21og(1/6) + dlog(1 + T X2 /(Ad))) ,

also, we show that for all § > 0, OFULY achieves with probability at least 1 — 8, for all T > 1:

RS, < 4\/Tdlog(\ + TX?/d) ((A1/2 + X)S + 0/2log(1/6) + dlog(1 + TXQ/()\d))> .

Remark 4. we can drop the dependence on X and S by bounding the second term in the index of
OFUL and OFUL/ (see line 285) by X S(1 + X/\/X) and then dropping this -constant- term at the
expense of a looser index. Therefore, knowing the bounds x and S is not crucial. Furthermore, while
we choose to adopt the pseudo-regret definition like in [l], we could also derive similar bounds for
the regret involving rewards y, = (x4, 0.) instead of their expected value, (y;)¢>1 are unbounded.

Experiment We provide experimental evi-
dence that the OFUL? variant improves OFUL 10° -
for linear bandits; we find that it is generally
as good as the standard OFUL*, and in some
cases it can prove to be significantly more ro-
bust to aberrant regularization parameters. We
consider a 100-dimensional linear bandit with
10 arms, the parameter vector is drawn from
the unit ball, actions are such that ||| < 200.

Noise & = N(0,10"1), A = 1072, 6 = 10-3. "

In Fig.[3] lines are average regret over 100 repeti- 0 20000 40000 60000 80000 100000
tions and shaded areas cover the region between round t

dashed-lines that are the first and third quartiles. Figure 3: Cumulative regret. y-axis is logarithmic.
We observe that -as predicted by Theorem 4. 1

OFUL? is particularly robust and choosing A = 1/T incurs substantial regret for OFUL. Because
of this phenomena, and for the same observations in the online stochastic regression setting, we
advocate for the use of the forward algorithm instead of ridge regression whenever possible, to take
advantage of its increased robustness to .

Cumulative Bandit regret



Remark 5. Regarding the choice \ = 1/T': we use this specific regularization for two reasons: 1) to
demonstrate the benefits of our stochastic analysis, since previous deterministic bounds suggest this
X is best, 2) to showcase the increased robustness of OFULT compared to OFUL. In fact, more often
than not, OFUL performs as good as OFUL, except when X is small or X is large.

5 Conclusion

We revisited the analysis of online linear regression algorithms in the setup of stochastic, possibly
unbounded observations. We proved high probability regret bounds for three popular online regression
algorithms (c¢f. Theorems and [E.T). These bounds provide novel understanding of online
regression. In particular, Theorem [3.2] seems to be the first regret bound for ridge regression that
does not require bounded predictions or prior knowledge of a bound on observations. Our novel
bounds seem to correctly capture the nature of dependence with regularization, as indicated by Fig. 2}
Moreover, a new results from Tirinzoni et al. [21] can be incorporated in the proof mechanism to
bring the high probability upper bounds to O(do? log(T') loglog(T')), which matches the optimal
achievable bounds from the excess risk literature up to sub-logarithmic factors.

Furthermore, we argue that replacing ridge regression by the forward algorithm whenever possible in
algorithms that require linear approximations can be beneficial, we depict this in a case study involving
linear bandits: First from a theoretical standpoint our results show that the OFUL? algorithm enjoys
the classic first order regret bound while dropping Assumption [T} Second, we find that empirically,
implementing OFUL with the forward algorithm makes the algorithm significantly more robust to
extreme values of regularization, which is of practical interest.

More broadly, we believe that the improvement resulting from replacing ridge regression with the
forward algorithm could be extended to several other settings: For instance, we also provide a similar
analysis for non-stationary linear bandits in Appendix [F} Graph bandits are of interest as well: they
consider linear function approximations using ridge regression, and make Assumption [I] see for
example Theorem 1 of [23]]; Meta-learning with linear bandits can also be enhanced using forward
regression: see for example Lemma 1 and consequent results in [3]].

Societal impact While our findings are purely theoretical, they can be taken advantage of for
activities with negative societal impact. For instance, bandit algorithms are mainly used nowadays
for advertising which can sometimes be linked with invasion of privacy. We insist however that linear
regression in its generality is a very valuable technique, its use is ubiquitous is scientific domains,
and improving our understanding of it even slightly is beneficial.
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A Deterministic regret upper bound

In this section, we prove Corollary [2.3.1]in which we provide the explicit regret bounds for online
ridge regression and forward regression in the adversarial case. First, recall the following result.

Theorem. (Theorem 11.8 of Cesa-Bianchi & Lugosi [6]) For all T > 1,(z¢)1<i<7 € RY,
(ye)1<i<r € [-Y, Y] such that ||z|2 < X,

2

_ TX
for A€ {r, f} R# < cAMY*M2%dIn (1 + g > + \|6z|)3,

where ™ = 4,¢f = 1,Y" = max{Y, maxi<;<7 |2, 07_1|},Y? =Y and 07 = argmin, L7 (0).

We can now derive the explicit regret bound we seek by bounding the norm of the parameter 6.

Corollary. (Corollary-) Forall T > 1,(z¢)1<i<t € RY (y)1<i<r € [-Y,Y] such that
ez < X,

2 A2
for A e {r f} R < cA(Y4)’dIn <1 + = ) AYS)T

Ad Arr (G7(0))

where rp = rank(G(0)) and )., is its smallest positive eigenvalue, c™ = 4,¢f = 1,Y" =
max{Y, maxj<;<7 |2, 07_,|}, YT =Y.

Proof. Consider (w.l.0.g) ridge regression, denote X the design matrix and yr the labels, then:

Yr X1 Gr(0) Xryr
)\7'T (GT)

672 = ||Gr(0) TbTHQ \/y—TrXTGT( 0)fGr(0)f Xryr <\/

where G (0)' is the pseudo-inverse of G(0), the last inequality is because X G7(0)f X7 is an
orthogonal projection on Im(X ). Injecting in the previous theorem finishes the proof, these bounds

hold for arbitrary bounded sequences. The proof for the forward algorithm proceeds in the same way
by replacing Gt by G741 and Y™ by Y*. O

B Regret definition

In this section, we prove that with high probability, R; and Ry yield the same first order high
probability bounds for online regression algorithms.

Theorem. (Regret equivalence) For all 6 > 0, with probability at least 1 — 6, for T > O such that
ZZ:l xsx) is non-singular:
Ry = Ry + o(log(T)?)

Note that this is enough to prove that 27 and Ry are equal in first order because the upper bound on
Ry is of order log(T)?.
Denote VT > 1 : fp = arg mingcga L7 (6), then:

T

T

= 2

RTfRT = LT(Q ) LT(QT =2 E Et 9T - 0 E 9T — 9 ) . (8)
t=1 t=1

Denote S = Z?:l (0 — 0.) "y, Ap = Zthl ((0r — 9*)th)2, we prove that ST = o( Ar).
Lemma B.1. (Tail inequality) For all § > 0,0’ > 0, with probability at least 1 — 5, for all T > 0:

oy
1S7| < \/2(AT +1/0"2)log <UAT+1>

)

13



Proof. We use the method of mixtures, denote
2

A
Mg‘ = exp ()\Et(aT — 9*)T$t — ? ((GT - 6*)Tl’t)2> .

Without loss of generality, we can assume that (€5)s>1 is 1-sub-Gaussian (this can be achieved by
scaling features appropriately), then E[M}] < 1.

Let A ~ N(0, 0'?) be a Gaussian random variable and define M; = E[M}|F>]. We have E[M;] =
E[E[M}|A]] < 1. By making explicit M; and using Markov’s inequality we get that for any stopping
time 7, for all § > 0, with probability at least 1 — 4:

1S, |? 9 V1+0o2A,
S Gl N W Sy G iy
1/0%2 + A, )

We conclude using the same stopping time construction in Proof. [C| O

From Lemma. and equation. (8) we get that for all ¢’, 6 > 0 with probability at least 1 — §:

_ [ ~12
Ry — Ry < \/2(AT +1/0")log <‘“§T“> — Ar

< V/(Ar +1/07) (log(c A7 + 1) + 21og(1/8)) — Ar
< A7 + 1)o7 <\/log(a’2AT T1) 42 log(1/5)> .

1
< + V2 + 1) T0g(1/0) ©)

The next step is to the use confidence intervals of Maillard [[15] which hold once the design matrix is
singular.

Theorem. (Theorem 3.3 of [15)]) (Ordinary Least-squares) Assume that N is a stopping time adapted
to the filtration of the past. Then in the sub-Gaussian streaming regression model, for any § > 0, with
probability at least 1 — 0,YT > 1if |Gr(0)] > 0:

2
16— 61l o) < 201+ R)(1-+ )0 log " Amex(GT)

where kq(z) is function of k and o, kq(z) = 272 log(z/e)? [log;z)_‘ [(12(61 +1)Vd)dzd + d} for

k=oa=1

For bounded features ||z| < X, we bound A4, (Gr(0)) < TX?. Denote Ty = inf;>1{|G;| > 0},

)
and fort > Tp : B, = 2(1 + K)(1 + a)o? log w, then for all § > 0 with probability at
least 1 — 9:

T T
2 2
Ar = Z (67 — 9*)T$t) < Ar + Z (67 — 9*)T33t)
t=1 t=To
T T
< Ar, + Z BillzdlE, o)1 < Az, + Br Z 2lIZ:, )1 (10)
=T, =T,

Then we bound the sum of features.

Lemma B.2. (Technical inequality) For all sequences {x;}; € R such that Vt, ||z||2 < X, for all
AeR,, Ty, T eN

T
D lalf- < dlog (1 + TX2/)\mm(GTO)d>
t=Ty

where Gy = G(X).
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|Gi—1]

Proof. Using the Weinstein—Aronszajn identity: thHé,l =1- , and that z — 1 > log(z)
t

|G|
leads to:
T T
e |G|
a2 <3 —log 11l Z 1o, |
25 Imllar = 2 =g =y

Since ||z¢]|2 < X, using the AM-GM inequality:

T
> log (1 + [zl ) < dlog <1 + TXZ//\,,W,,(GTU)d>.

t=Top

O

From equation @), using A7 < S, 07 — 0., lleel, . < S, 107 — 0.2, a2, then

injecting Lemma|[B.2] with A = 0, we find that for all § > 0, with probability at least 1 — 4:

Ar < Ag, + Brdlog (1 X A (G <o>>d)

Then injecting this last inequality in equation (8] gives, for all 4,0’ > 0, with probability at least
1-9:

- 1

We also know -by definition- that Rz > Rr. This concludes the proof for the equivalence of the two
regret definitions.

C Ridge regression analysis

Here we prove a high probability time-uniform upper bound for online ridge regression. Let’s recall
the statement of the theorem that we prove.

Theorem. (Theorem[3.2)) For any § > 0, with probability at least 1 — 6, for all T' > 0:
XZ/\ 1 (1+TX2/)\d
0

R < (o) T X 5/2

) log (1 + TX2/Ad) + o(log(T)?)

See Eq.[14]for an explicit bound. In particular, the o(log(T)?) term is O(log(T))%/?).

Let’s write the instantaneous regret:

T = Le(0r—1) — £(04) = (9;_13% - Q*Txt)Q + 2€t(9tT—1$t - G*Txt) (11)

The proof proceeds in three steps, that we detail hereafter and then we explain how to combine them
for the final result.

First step: Confidence bound to control the concentration of #;_; around 6. For this we use the
confidence ellipsoid from Abbasi-Yadkori et al. [1]].

Theorem. (Confidence ellipsoid for ridge regression) For any d > 0, with probability at least 1 — 9,
forallt > 0:

1+tX2
167 — Q*HGt <V Bi(6) =0y /dlog <+t5/)\d) +A\/2g.

It comes, with probability at least 1 — 4:

01— 00 a0 < Nl 1001 = Oulla, < VB Ol
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Then, since J; is non-decreasing:

T

Ly— L} < Br- 1Z||xt|\ml Z (011 — 0.) T2y (12)

Second step: Next we bound the sum of feature norms. The main idea here is to use linear algebra

techniques to obtain a telescopic sum.

Lemma B.2|doesn’t apply here because we have ||z¢||,—1 instead of ||z;||,-1. We derive a similar
t—1 t

lemma Jor this sum of feature norms.

Lemma C.1. (Technical inequality) For all sequences {x}; € R such that Vt, ||z||2 < X, for all

AeR,,TeN
T

S ez < A iog (147X
ey = log(1+ X2/X)

t=1

Proof. We use the Weinstein—Aronszajn identity: ||xt||2G,1 = IClicjt‘ll
t—1 o

T a
Z 2 _ T
=1 o (1 - |xt||thl> =log (Go) .

Then since ||2:||2 < X and using the AM-GM inequality:

T
> log (1 + lzel|2 - ) < dlog (1 + TXQ/)\d).
t=1 o

This next part is what differs from Lemma , using |[z||?, - < Amasx (G )| |2z¢] |3 < X2/ and
t—1

— 1, which leads to:

the concavity of the function log we find:
X2/ >
§ ol § > fogtr ey o8 (1 el

The last inequality can also be proved by noting that x — x/log(1 + z) is non-decreasing which can
be used to bound every feature norm. O

Third step: To control the second term in the r.h.s of Eq.|l I} we use Martingale inequalities similar to
the ones used for the confidence intervals to derive a uniform high probability bound.

Lemma C.2. (Tail inequality, see Corollary 8 of [2l]) Define S; = ZS 1€s(0s—1 — 0.) "z, and
let (Fy)i>0 be a filtration such that x, is Fy_1 measurable and €, is Iy measurable. Then Sy is a
martingale with respect to Fy and for any § > 0,0’ > 0, with probability at least 1 — 6, for all t > 0:

2) \/1 + 0" Zi:l ((Or—1 — 0:) Tay)?
log 5

|St| S g 2(1/0/2+Z((9t_1 —9*)Tl‘t)

s=1

Proof. The proof of this result follows the same line in the proof of Theorem 1 of Abbasi-Yadkori

et al. [, first we define for A\ € Rt > 0 : M} = exp (Zi_l [es)\(et_l —0)Tx —

A2 (-1 — 0.)T2)” /2})

Without loss of generality, we can assume that (e5)s>1 is 1-sub-Gaussian (this can be achieved
by scaling features). Let 7 be a stopping time with respect to the filtration { Ft}fi o- Then M. Xis
well-defined almost surely and

E[M} < 1.
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Let A ~ N(0, o’ ) be a Gaussian random variable and define M; = E[M}|F>°]. We have E[M;] =
E[E[M}|A]] < 1. By expliciting M; and using Markov’s inequality we get that for § > 0, with
probability 1 — 4:

- T+ o S (6 — 62)Ta0)?
|S-? <<1/0/ +Z((9t—1 —9*)T$t)2>20210g \/ i (G :
=1

0
13)

Next we use a stopping time construction from Freedman [10]]: Define the bad event:

Jitor st (00200722 }

Bi(6) =quweQ: EA < 99210 -
0) { 107243, ((95,179*)7%)2 g -

We are interested in bounding the probability that | J,- , B:(d) happens. Define 7(w) = min{t >
0:w € B(d)}, with the convention that min ) = co. Then, T is a stopping time. Further,

U Bi(0) = {w: 7(w) < o0}
t>0
Thus, by Eq.[13}

UBt Pr[r < oo] = Pr[B;(0),7 < 00] < Pr[B.(d)] <o

O

This proves that the second term in Eq. |1 1]is a of order ~ O(log(T") loglog T'). In fact, with high
probability 3!, ((Br—1 — 6*)Ta:t)2 = O(log(T)?) therefore, with high probability St is of order
~ O(log(T)log(log T')/0). Consequently, with high probability, St is second order.

Proof aggregation: By combining earlier results we find for any 6, ¢’ > 0, with probability at least
1—94,forallT > 0:

2
_ 1+TX2/)\d 1 X2/)\
T < et e /2 el A 2
R < (J\/dlog( 5/2 )—i—)\ S log(1+ 2/)\)dlog 1+TX /)\d

t ) 1402 2:1 0,1 —0)T 24)2
+o |2 (1/0”2 + Z ((Br—1 — 0.)Tay) ) log \/ 2 5(/(2 ) =)
s=1

(14)

D Analysis of the forward algorithm

In this section we derive the high probability time-uniform regret bound for the forward algorithm.
Let’s recall the theorem.

Theorem. (Theorem[3.3)For any 6 > 0, with probability at least 1 — 8, for all T > 0:

2
2 < ( U)Qlog(l—kTX /Ad

Rl <(d 573 )1og (1+TX2/\d) + o(log(T)?)

See Eq.[I5]for the explicit expression of this bound. The proof proceeds similarly to Appendix [C} we
need to bound the instantaneous regret.

’Ft = Et(ﬁt_l) — Kt(e*) = (9;711)15 — H*TLIJt) =+ 2€t(9t 1.Tt 9Txt)
We proceed in three steps like before.

First step: We start by deriving a confidence ellipsoid for this new parameter estimate. This is a novel
result.
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Theorem. (Confidence ellipsoid for the Forward algorithm) For any 6 > 0, with probability at least
1 =9, for allt > 0:

1+ tX2/\d 12
—Ukllg, > - — .
16: — 0.llg, < V/Be(0) =0 dlog( 5 ) + (24 X)S

Proof. Denote X; = (] ,...,2)),e¢ = (€1,...,€¢) . Using
0 = G X (X0, +e) =G X e + G (X Xo + M+ 204 2001)00 — G (A + 2/ 2041)0s
=G X e+ 0. — GH (M + ) 2000)0,
we get
lzT0, — 276, = \xTG;rlltht — xTG;ll (N0, + xt+1x:+19*)|
< llallgy, (1 ez, + (VA+ X)),
where in the last inequality we used Cauchy-Schwartz inequality and that by the Sherman-Morrison
_1 z, Gt_lxt . .
formula 2/, |Gy w441 = % < 1. We know that: ||X,5T5t|\G;+11 < ||X{ e[| g1 which

allows us to use Theorem 1 from Abbasi-Yadkori et al. [1] that we recall just after this proof. We
conclude by plugging z = Gi1(0: — 6,). O

Theorem. (Self-Normalized Bound for Vector-Valued Martingales). Let { F}};> o be a filtration. Let

{m}i2, be a real-valued stochastic process such that n is F; -measurable and n is conditionally R
-sub-Gaussian for some R > 0 i.e.

2 P2
VA eR E[eAm |Ft_1] §exp<>\2R )

Let {Xt}fi 1 bean R? -valued stochastic process such that X, is Fy_1 -measurable. Assume that V'
is a d x d positive definite matrix. For any t > 0, define

t t
Vi=V+) XX S=> nX..
s=1 s=1

Then, for any § > 0, with probability at least 1 — §, for all t > 0,
det (V,)"/* det(V)—1/2>

I1Se13, -+ < 2R log< 5

Note that the deviation of the martingale || S; ||%771 is measured by the norm weighted by the matrix
t

‘_/[1 which is itself derived from the martingale, hence the name "self-normalized bound".

For the first term, with probability at least 1 — ¢ for all £ > 0:
(011 —0.) "z < lzell g1 110s—1 — il

< VB Ol < VBra®lleellg: -

Second step: We can use Lemma to bound the sum of feature norms. It comes
T

S (07 e~ 0Ta? < Br(S)dtos (1+7X2/1)

t=1
Third step: Again, we derive a high probability bound To control the second term in the r.h.s of (TT).

Lemma D.1. (7ail inequality) Define S; = ZZ=1 €s(0s_1 — 0,) T xs and let (F})e>0 be a filtration
such that x; is Fy_1 measurable and €, is F; measurable. Then Sy is a martingale with respect to F;
and for any § > 0,0’ > 0, with probability at least 1 — 6, for all t > 0:

) V1o S (O = 6o
log

t
|St| S g 2(1/0’2+Z((9t1 —9*)T£Ct)2 5

s=1
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Proof. The proof of this result proceeds in the exact same way as for Lemma|C.2] O

Proof aggregation: We combine previous results to finish the proof of the forward algorithm regret
bound. For any 4, ¢’ > 0, with probability at least 1 — §, for all 7" > 0:

2
2
RE < (U\/dlog (ngij/m) +(Va+ X)S) bg(l‘)i_/X);/)\)dlog <1 + TXQ/)\d)

t 1+ o2 til 0,1 —0.)T 24)2
+o 2<1/0/2+Z((9t—1_9*)T$t)2> log \/ + py ES( ) )

s=1
(15)

E The unregularized-forward algorithm

For the sake of completeness, we propose a high probability bound on the regret of a non-regularized
forward algorithm -studied in the adversarial bounded case in Gaillard et al. [[L1]- which achieves
the optimal asymptotic first order deterministic minimax bound of dY? log(7T'). This algorithm is a
simple yet elegant modification of forward regression, it avoids the exploding || ||3 term by setting

A = 0. Consequently 6, = GI 1 1bt, where GI is the pseudo-inverse of G;.

Theorem E.1. (Regret of the unregularized forward) The unregularized forward regression achieves,
for any 6 > 0, with probability at least 1 — 0 for all T > 0:

o 1+ TX2/~d) |G|
R <201+ k)1 + a)o?lo <I€d( lo T

4Ty X?
+ 202 log (> (d + log <t> >,
0 1St§1’te7’ )\7't (Zs:l thm;r)

where k,a € R are peeling parameters (can be chosen), v = miny<;<r ||2¢||2, and rq(x) < =
up to logarithmic factors and depends on v and o (cf. Theorem 5.4 in Maillard [15]). T1 =
min {¢t > 1,|G¢| > 0} is, if it exists, the first time the design matrix is non-singular, otherwise
Ty, =T, and T is the set of indices t such that rank(G;) >rank(G;_1). The last term accounts
for when the design matrix is singular, and is naturally unbounded (this was also the case in the
adversarial case).

d

Asymptotically, with probability at least 1 — § the first regret term is bounded as:

C(k,a)(TX?/\d)?
)

Ry <201+ w)(1+a)log < > log ((T — T1)X?/d)

where C(k, «) is a function of the peeling parameters.

We don’t seek a more involved analysis to explicit this bound or improve on it, but we see that
vaguely it leads to a bound similar to Theorems and provided that the term accounting for
the singularity of the design matrix is controlled. The latter empowers the intuition that in the high
probability analysis, the forward algorithm is first order minimax optimal even though concretely we
cant be sure because we don’t have access to uniform lower bounds.

Proof. The proof consists of two mains steps: the first is to use the following bound while the design
matrix is singular:

Theorem E.2. (Theorem 11 Gaillard et al. [[I1]) For all T > 1, for all sequences x4, ...,zp € R?
and all y1, . .. ,yr € [-Y,Y], the unregularized forward algorithm achieves the regret bound

T
X2
Rr(uw) < Y2 Y xfnlx, <dY?logT+dY? +Y? Y log <tT>
=1 te[1,TINT ’\n(zszl Lslg )
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where VM € Mg(R), A\ (M) > ... > \g are M’s eigenvalues and r; = rank(Y'_, z.x])) and
where the set T contains r1 rounds, given by the smallest s > 1 such that x4 is not mull, and all the

s = 2 for which rank (G4_1) # rank (Gy).

The second step is a bound when the design matrix is invertible, using Theorem [B] Denote T =

inf ing Th IE.2)
tuzll{\GA > 0}, using eorem

2

Ry, <Y? | dlog(T d 1
<2 | dostTi) a5 s (3 7)

1<t<T,teT

From standard results on sub-Gaussian noise, we also know that E[maxi<i<71 €] < 04/2log(T")
(see e.g. Kamath [12])), then using the transformation of Laplace along with Markov’s inequality,
V6 > 0P (VT > 1,Y? < 202log(T/§)) > 1 — &, hence with probability at least 1 — 4

_ T T log T X2
Ry, < 2do?log ?1 log(T1) + 2do? log ?1 + 252 Og(s LY log <t>
1<t<Ty teT Ary(Qgmy Ts)
(16)

And for T' > Ty, we bound Ry — Ry, using the same methodology in Appendix [Cland Appendix D
and using the confidence bounds above (cf. Theorem [B). V¥ > 0, with probability at least 1 — 4:

VE> Ty (0 2 — 0] 3)% < 5t—1(5)||$t\|gjj
We use the tail inequality. (C.2) to get, V§ > 0, with probability at least 1 — §, VT > 0:

2 i
Ry — Ry, <2(1+k)(1 + a)o?log (Hd(l +IX //\d)> log <|GTT|> (17)
6/2 G, |

From (I6) and we obtain for all § > 0, with probability at least 1 — §:

ra(1 4 TXQ/)\d)> |G|
log T
6/4 |G|

log(T) ( < X2 ) )
4202 d+ ey S
6/4 1§t§§T;,t€7_ )\Tt (Zi:l CUtl'I)

Ry <2(1 +k)(1 +a)o?log (

F Applications

In this section, we provide technical details regarding the settings of stationary and non-stationary
linear bandits.

F.1 Linear bandits (Proof of Theorem 4.1))

We start by analyzing linear bandits in the stationary setting. Let us first see how OFUL? behaves in
the “unbounded rewards” scenario.

F.1.1 OFUL with forward regression

Consider the same setting as that of Abbasi-Yadkori et al. [[1]], that we detailed in SectionE], we write
the confidence interval Cy(z) for the forward algorithm at the action z as:

{9 € Rd : ||6§ _9|‘Gt+zmT < \/m: (\/X‘f' ||£L'||2)S+O' 210g (W)}
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which gives, for all ' > 0 the regret (c¢f. Theorem 4.T)):
Ry < 4y/Tdlog(A + TX2/d) (A”Q(S + X) + oy/210g(1/0) + dlog(L + T X2 /()\d)))

this is equivalent to ridge in its first order, with better scaling and dependence on .

Proof. Lets decompose the instantaneous regret as follows:
re = (Os, Ti) — (Ou, 7)) < <ét,$t> — (0, 14) = <ét - 9*,$t>
= <At—1 - 9*7$t> + <0~t - gt—lal‘t>

91&71 - 9*

)

(Ge—14aea]) HXtH(Gt*lertI?)il + Het - 9t71H(Gt—l+$t$:) ||xt||(Gt71+Itz:)71

S 2 /Bt—l(xt76) ||mt||(Gt71+l‘tIfT)’1 ) (18)

where gt is the optimistic parameter estimate, i.e. the 0 € C;(x;) that maximizes the upper confidence
bound on the reward of action x;. The first inequality is since (Xt7 Qt) is optimistic, and the last

step holds by Cauchy-Schwarz. Using inequality (T8) and the fact that \/B;(x,0) < 1/B3:(0) =

(VA+X)S+o0,|2log <W5/M)d/2> we get that, with probability at least 1 — 9, for all n > 0

Rn S nzr? S 8/3774(6),”2 ||xt||(Gt_1+xtz:)*1
t=1 t=1

< 4y/ndlog(X + nL/d) (()\1/2 + X)S + 0v/21og(1/0) + dlog(1 + nL/()\d)))
where the last step follow from Lemma [B.2] O

F.1.2 OFUL with ridge regression

In this section, we derive a novel regret bound for online ridge regression, one that doesn’t require
the bounded rewards assumption (c¢f. Assumption|[I)).

Theorem. (Bandits with unbounded rewards) Without Assumption[I} for all § > 0, OFUL" achieves
with probability at least 1 — 0, for all T > 1,

e < 4. | X?Tdlog(1+TX?/\d)
r= Alog(1+ X2/X)

(AWS + 0+/2log(1/8) + dlog(1 + TXZ/(Ad))> ,

Proof. The proof follows exactly like in Section [F-I.T]except the last step (control of the norm of
actions) that now proceeds using Lemma[C.I] The first step is to use the confidence ellipsoid for the
ridge regression parameter (see the second theorem in Section [C]or Theorem 2 of Abbasi-Yadkori
et al. [1]]). With probability at least 1 — ¢, for all ¢ > 0, 0, lies in the set

2
Cy = {9 R (|67 — 0], < VB (5) = o\/dlog (W) N )\1/25} .

Then
Tt = (O, Tu) — (Os, 1) < <ét,30t> — O, ) = <ét — 9*733t>
= <§t—1 - 9*7$t> + <ét - §t—1,$t>

1 Xellgo, + |

o= HHHGt_l e,

t—1

<2/Bi1(0) llarllg 1 (19)
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where 6 is the optimistic parameter estimate, i.e. the § € C; that maximizes the upper confidence
bound on the reward of action x;. The first inequality is since (Xt, 0; | is optimistic, and the last step

holds by Cauchy-Schwarz. Using inequality (I9) we get that, with probability at least 1 — 4, for all
n>0

n

n
R, < nZTf < 8@1(5)”2 thHG;jl
t=1

t=1

<4

\/ ndX?log(1 + nX2/d)

Mog(1+ X2/)) (AWS +0/21og(1/0) + dlog(1 + nX2/(/\d)))

where the last step follow from Lemma [C.T] O

F.2 Non-stationary linear bandits

In this section, we study linear stochastic bandits in the non-stationary setting. We provide an
experimental study of this setup in Section|[G] We now turn to the setting of non-stationary stochastic
linear bandits, where the target parameter is varying with time: 0, = 0, (t) € R?, assuming that

Yoot 16<(s) = 0u(s + D)l < Br.
One of the optimal algorithms in this setting is D-LinUCB of [19], it defines 6; as

¢
0, = argminZwt_S(ys — (xs,0))* + 1/2|60]]3.

S C—

D-LinUCB proceeds as follows:

Algorithm 4: D-LinUCB

Input: 6,0, A, X, 5,7 > 0, dimension d € N*.
Imitialization: b = Oga, V = A3, V = A4, 0 = Opa
for ¢t > 1do

Receive X', compute B;_1 = VAS + o\/Q log (3) + dlog (1 + %)
for a € X do
L Compute UCB(a) = a0+ B;_1Va V-1VV-1q
A; = argmax,(UCB(a))
Play action A; and receive reward X,

Updating phase: V = vV + ;2] + (1 — y)Aa V =2V + z2] + (1 —42)A Iy
b= b+ Y X0 0= V-1b

We recall the regret bound of standard D-LinUCB .

Theorem F.1. (Theorem 3 of Russac et al. [[I9)]) Assuming that Est_ll [10.(s) — 0.(s+ 1), < Br
andVzx € X,t > 1: (x,0;) <1, the regret of the D-LinUCB algorithm is bounded for all v, 6 € (0,1)
and integer D > 1, with probability at least 1 — 9, by:

rr <2xDBr+ X5 1o BaaT < (T (1/) +1og (14—
T = T )\ 177 T 0og 0 0og dA(l*")/) )
where S is the width of the confidence interval for 0, (T').

Now we introduce D-LinUCB £, which uses the forward algorithm and defines an action dependent 6;
as:

t
argmin 7" (ys — (s, 0))* + A/2[0]13 + (x,0)°. (20)

1< C—
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Theorem F.2. Assuming that Z?;ll 10.(s) — 0. (s + 1)||, < Br, the regret of the D-LinUCB ¥ is
bounded for all v, € (0, 1) and integer D > 1, with probability at least 1 — 6, by

(27)X2)
dX(1—=7) )"

RT§2XDBT+717T+25T\/dT Tlog(1l/v)+log |1+
-

Proof. This result is again a modification of the original proof consisting in bounding the sum of
the actions’ norms differently. Let us recall the notations V; = Zizl wSJESZCST + My + xz2 " and

Vi = ' w?zea] + Iy + xxT. To summarize the difference of this analysis -that no longer
requires a bounded rewards assumption- at the step where we bound the sum of actions’ norms, we
replace Proposition 4 of Russac et al. [19]]:

= 2 d —t 2 det (V)
S min (1 lleolrg, vy ) <23 log (157" el ) < 2log L)
t=1

t=1

that requires the predictions to lie in the same range as the rewards with this inequality for D-LinUCB ¥

T T

o det (VT)
Zl ”zt”%/;l\hw” < leog (1 + A7t ‘|xt||%/rl> < log <)\d .
t= t=

We don’t provide the full proof of this result as it is cumbersome and not of special interest for our
purposes since it is similar to the analysis for D-LinUCB except for the inequality above. O

Remark 6. This result is fascinating as it first allows to remove an unnecessary assumption, and
further yields a better bound than D-LinUCB " which suffers the factor ﬁt@w in its last regret
term without assumption([l)

G Experiments

Experimental details and instructions: The experiments were run on a personal laptop with
Intel Core i7-8665U, CPU 1.90GHz x 8. Code for the experiments for online regression and linear
bandits is provided in the files “OnlineRegression.ipynb” and ‘LinearBanditsCode.ipynb”. For
the experiments of non-stationary linear bandits that we present next, we used an existing code
from the Github page of Russac et al. [19] and we added an implementation of D-LinUCB * to
compare with previous algorithms, this can be seen in the “WeightedLinearBandits” folder in which
“D-LinUCB Forward_class.py” is our new algorithm; experiments for this setting can be run from the
two ipynb files in the Experiments sub-folder.

Experiments for non-stationary linear bandits: We now reproduce the experiments of [19] for
non-stationary linear bandits, and add D-LinUCB £ to the pool of algorithms. We first simulate an
abruptly changing environment of dimension 2 with 3 changes: for t < 10% : 6, = (1,0); for 10® <
t <2103 : 60, = (—1,0); for2.10° < ¢t < 3.103 : §, = (0,1); fort > 3.10% : 6, = (0,—1). We
observe in Fig. fa] that both variants of D-LinUCB compare on par. Here LinUCB-O0R denotes an
oracle knowing the change points.

Second, we simulate a slowly changing environment where the parameter 6, starts at (1,0) and
moves counter-clockwise on the unit-circle up to the position (0, 1) in 3.10% steps then remains there,
Br = 1.57. We see the results in Fig. where we notice that in this setting as well, D-LinUCB £
has very similar performance to standard D-LinUCB .

Remark 7. In both experiments, we also reported the performances of SW-LinUCB, that is alternative
version to D-LinUCB. SW-L<inUCB is better suited for abrupt changes while D-L<1nUCB is better suited
for slow changes.

Note that we added these final experiments to demonstrate the competitiveness of algorithms that use
forward regression against their ridge counterparts in the same settings that were used by previous
works. While we could have specified specific parameters to illustrate the robustness to regularization
of algorithms that incorporate the forward algorithm; we estimate that the experiments presented
in the main text already fulfilled this objective. Again, the purpose here is to show that using the
forward algorithm improves the theoretical guarantees without deteriorating the performance.
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Figure 4: Performance of several algorithms in an non-stationary environments, averaged over 100
runs, shaded areas represent one standard deviation.
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