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Abstract. Bounding time distributions has been an effective way of
improvements of the original PERT method. Analytical enhancement of
PERT is often an effective time bounding approach. However, one thing
that is missing today is a combination of time distributions which param-
eters can be effectively obtained empirically and the effective bounding
technique for them. We aim at addressing this gap and suggest Cornish-
Fisher expansion (CFE) to compute time bounds in formal models like
the classical PERT.
We argue that CFE allows us to evaluate analytically approximate time
bounds easily without resort to simulations. This bounding approach is
useful in case of complex distribution functions of task durations, because
analytical derivation of project completion time distribution is tedious.
Our example shows CFE usage for uniform time distributions and com-
parison with time bounds of classical PERT.

Keywords: Stochastic PERT · Bounding technique · Time bounds ·
Project management · Path duration.

1 Introduction

Project Evaluation and Review Technique (PERT) [1] (classical PERT) is known
today as a method of project time evaluation. The principal idea is to perform
a probabilistic analysis of the project completion time. Unfortunately, there has
been a lot of criticism of the classical PERT due to its model assumptions, e.g.
[2]. One of the most unfortunate assumption is use of central limit theorem
(CLT) to approximate path durations with Gaussian distribution, regardless of
distribution function (DF) of individual activity times. CLT appeals to be an
easy solution to the complex problem of project time evaluation in a stochastic
activity network (SAN). The alternative is aggregation of random time variables
along the paths. CLT introduces ambiguity about initial time distributions of
tasks in classical PERT, i.e. they had initially beta DF, but going back from
the resulting normal distribution of the whole project time we can assume that
they could be marginally normal distributions. In this way, there is little use of
constructing initial beta distribution of tasks. There are a number of equivalent
conditions for data in order that CLT can be applied in the theory [3]. Goman
[4] has analyzed the applicability of CLT for classical PERT problems and con-
firmed the need to verify the CLT conditions for the given data in order to have
consistent and reasonable results of classical PERT analysis.
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There have been many attempts at using times with Gaussian DF in PERT
analysis [5]. Choice of the normal DF was due to simplified modelling and calcula-
tions, especially for multivariate case. Computational difficulties called attention
to normal distributions many decades ago because manipulation of arbitrary dis-
tribution functions (DFs) was hard due to slow computers and lack of readily
available software tools for that. Computation time for a project SAN is not an
issue today for any realistic size of PERT SAN. Aggregation of known DFs can
be done fast using modelling. Moreover, the choice of normal distribution needs
more explanations for its negative range and infinite tails of time values.

However, this is not only about assumptions. Basic principles of management
are even more important, e.g. what kind of the outcome should the analysis pro-
duce to a decision maker (DM) in project management? DM can not expect
exact time estimation of possible project time due to unreliable initial time esti-
mations, unknown real distribution types and other uncertainties in the project
model. These distributions are only artefacts of the model and follow from some
assumptions. In fact, the only thing possible about prospective time analysis is
reduction of uncertainty, i.e. more or less accurate estimation of time. The result-
ing time distribution is obtained from complex aggregation of time distributions
of all project activities and can not be verified until certain time in the future.
Therefore, any mathematically precise derivations of the resulting distribution
are not very vital. Instead, a good guess of the form of the distribution seems
more appropriate.

In reality, DM does not need a good approximation of time DF, but a good
estimation of time bounds (intervals) for activity start and end times. A good ex-
ample is critical path method (CPM) that is considered useful today and referred
to in textbooks. Although deterministic, it shows the information that a project
manager needs and a schedule can be build on it. The same is true for different
possible project events like milestones. Because the form of the resulting dis-
tribution can be diverse (skewed, non-continuous, discrete), bounds that reflect
probability density function (PDF) concentration can be of more value for the
DM. A bounding technique that returns quantiles of DF as bounds with certain
reliability level can help the DM to manage project in the circumstances of un-
certainty. In particular, it can be simple and useful in the pre-project estimations
and in the very beginning of a project when lack of empirical data (related to
the current project) is an issue. Additionally, a good bounding method should be
simpler than derivation of a precise DF or application of a modelling technique.

Analytical bounding techniques have long history [6–11]. There are bounds
for PDF and for expected value of the project time distribution. Classical PERT
also produces a lower bound of expected value of project completion time. More-
over, classical PERT implies beta distributions to express uncertain time estima-
tions. There is no practically proven method today that can easily operationally
obtain time estimations with normal, exponential or beta time distribution. On
the opposite, simpler distributions like uniform and triangular are possible to
obtain from experts and verify the estimations (e.g. [12]). Analytical bounding
is still appealing for its completeness. One of the goals of deterministic CPM
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method is determination of time bounds of earliest and latest start and end
times for each activity in SAN. As DF assumptions are predefined and SAN is
given, it should allow computational complexity of O(n) to compute (or recom-
pute) n activity times like those of CPM without modelling for the stochastic
PERT problem.

Consideration of uniform or triangular distributions instead of beta distri-
bution are new in this context since they almost have not been considered for
PERT problems in the last 30 years. These DFs do not have many useful math-
ematical properties that simplify aggregation in PERT analysis. However, it is
easier to obtain their parameters in practice [12, 13]. Johnson [13] has shown
that simpler and intuitively obvious triangular distribution can be very close to
beta DF and proposed a procedure for its parameter estimation.

In order to set up a basis for classical PERT improvement, we would like to
address one piece of the aggregation task in this paper. This is aggregation of
a number of serial activity durations for known identical independent distribu-
tions (iid.) of activity times. We suggest an analytical bounds for random time
aggregation in order to solve this problem in general for different possible activ-
ity time distributions. This technique can be applied to consecutive tasks or to
paths for their comparison (paths need to be enumerated first). We believe, that
it is possible to extend this technique of time analysis to full project graph, but
this needs consideration of conditional DF behavior during collapsing of parallel
activities or paths. We leave this task for the future.

Our bounding approach presumes application of CFE [14] using known mo-
ment generating function (MGF) of activity DFs. This promises an approxi-
mation of time quantiles of the real convoluted DF of the last activity in the
sequence. In order to verify the quality of our bounds, we consider the case of
uniformly distributed activity times. Fortunately, there is a closed form PDF
expression for the sum of random variables for this case. Thus, we can resolve
any time quantile with PDF. However, we are searching for a better bounding
technique in general. Therefore, this particular case is convenient for verifica-
tion of the quality of our bounds because this DF type expresses the largest
uncertainty. Thus, we verify the quality of our CFE bounds (quantiles of the
sum) as an absolute error in comparison with known analytical solution for the
quantiles based on known PDF of the sum of uniform distributions (UD). The
CFE technique should work with any DF types, including discrete, mixed or non
identical DFs. In case of convolution of other DFs, verification of the bounding
error in general can be done with simulation techniques.

Using normal distribution and CLT is still popular and original PERT em-
ploys it. In fact, the kernel of the original PERT is nothing else as aggregation
of Gaussian random time variables along one critical path (CP). Therefore, we
consider it useful to compare CFE bounds and quantiles for a normal DF as
in the classical PERT analysis and for another perspective distribution, namely
uniform distribution. Nevertheless, we should repeat again that serial sub-paths
may not be long enough in order to approximate their duration with CLT.



4 Maksim Goman

The paper is organized as follows. In section 2 we define the problem and give
necessary theoretical information required for CFE understanding and bounds
derivation. In section 3 we provide expressions for determination of necessary DF
parameters for CFE application, especially for a sum of iid. uniformly distributed
time variables. Bounds are computed and compared to the classical PERT in an
example problem in section 4. Conclusion summarizes our findings.

2 Theoretical Background

Problem Definition

Let A = (A1, A2, . . . , An) be a vector of random time durations of n project
activities t1, t2, . . . , tn (activities on arcs) with defined precedence relations ti ≺
tj , i ∈ 1, n− 1, j ∈ i+ 1, nfrom the start node (event) e0 to the finish node en.
The activities are performed sequentially. These sequence of activities A is a
subset of all activities of the project and they constitute one possible path or a
part of it. We consider the case of UD activity durations Ai ∼ U(ai, bi) in this
paper. The duration of their execution time is the completion time of the last
activity tn before the end event en. Naturally, this time is a new random variable
Z = Σn

i=1Ai.
We are interested in concentration of PDF of Z. We introduce the reliability

threshold α ∈ [0.5, 1] for the bounds derivation. The lower bound (LB) and upper
bound (UB), of project time, such that the real time can be below (above) the
bound with respective probability PLB = (1−α)/2 = α′ and PUB = 1−α′. Thus,
the probability that the PDF of the value Z gets into the interval [LB, UB] is
α. These bounds are related to one of the most important project management
objectives, viz. the LB (UB) is bound of the earliest (latest) start or end times
of any activity. The LB and UB of the start time of the specific activity k is a
random time variable

∑k−1
i=1 Ai at the moment just before the activity k begins.

The LB and UB of the end time of the specific activity k is a random time
variable

∑k
i=1Ai at the moment when the activity k has ended.

Moment-generating Function

For ∀w ∈ IR, MGF of a random variable X is defined as [15]:

MX(w) = E(ewX) =

∫ ∞
−∞

ewx fX(x) dx, (1)

Let Y = bX+a be a new random variable for a random variable X and a, b ∈
R, then the MGF for Y is related to the MGF of X by MY (w) = eawMX(bw).
For our case of a n-dimensional random vector A with independent components
Ai, n-dimensional row vector a,b ∈ R, the random variable Y = a + bX has
the MGF: MY (w) = eawMA1

(b1w)MA2
(b2w) . . .MAn

(bnw).
MGF produces k-th moments µ′k = E(Xk) of the convolution of n random

variables as the value of the k-th derivative at its parameter point w = 0.
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Cornish-Fisher Expansion

The CFE is a tool for random variables quantile approximation using only its
first few cumulants. According to Stuart and Ord [14], the cumulants of the
order r of a random variable X are values κr, such that ∀t

exp

( ∞∑
r=1

κrt
r

r!

)
=

∞∑
r=1

E(Xr)tr

r!
. (2)

Cumulants of X are connected to moments of X. Cumulant-generating function
is K(t) = ln(MX(w)). Like MGF, a specific cumulant κr is obtained from r-order
differential of K(t) at point zero: κr = K(r)(0).

Use of cumulants gives an advantage in the context of our problem. Cumu-
lants of a sum of n independent random variables is the sum of their respective
cumulants, e.g. for independent X and Y , KX+Y (t) = KX(t) +KY (t) and this
is true for all orders r of cumulants of the sum κr(X + Y ) = κr(X) + κr(Y ).

Cumulants κr of a random variable X can be expressed in terms of its mean
value µ and its central moments µr = E[(X − µ)r]. Alternatively, the same
cumulants κr can be expressed in terms of only raw (noncentral) moments µ′r =
E[Xr]. Both the cases are summarized in Table 1 [14].

The CFE tries to approximate the quantile q of a target DF taking into con-
sideration higher moments (skewness and kurtosis) of that DF to adjust for its
non-normality. Thus, for a normally distributed random variable X with µ = 0
and σ = 0, Cornish and Fisher [16] derived an expansion that enables approxi-
mation of q-quantile Φ−1X (q) using the five cumulants of X and quantile function
of Gaussian distribution Φ−1Z (q), Z ∼ N (0, 1). There are several versions of the
expansion that use different number of cumulants. The formula that uses five
cumulants is as follows (all terms are required) [15]:

x∗ = Φ−1X (q) = Φ−1Z (q) +
(Φ−1Z (q))2 − 1

6
κ3 +

(Φ−1Z (q))3 − 3Φ−1Z (q)

24
κ4−

−
2(Φ−1Z (q))3 − 5Φ−1Z (q)

36
κ23+

(Φ−1Z (q))4 − 6(Φ−1Z (q))2 + 3

120
κ5− (3)

−
(Φ−1Z (q))4 − 5(Φ−1Z (q))2 + 2

24
κ3κ4+

12(Φ−1Z (q))4 − 53(Φ−1Z (q))2 + 17

324
κ33.

Table 1. Computation of cumulants κr from moments of random variable X.

Using central moments Using raw moments

κ1 = µ κ1 = µ′1
κ2 = µ2 κ2 = µ′2 − µ′

2
1

κ3 = µ3 κ3 = µ′3 − 3µ′2µ
′
1 + 2µ′

3
1

κ4 = µ4 − 3µ2
2 κ4 = µ′4 − 4µ′3µ

′
1 − 3µ′

2
2 + 12µ′2µ

′2
1 − 6µ′

4
1

κ5 = µ5 − 10µ3µ2 κ5 = µ′5 − 5µ′4µ
′
1 − 10µ′3µ

′
2 + 20µ′3µ

′2
1 + 30µ′

2
2µ
′
1 − 60µ′2µ

′3
1 + 24µ′

5
1
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3 CFE Application to Bounds of n Activity Distributions

Using concepts of CFE, MGF and basics of probability theory, we derive the sim-
ple analytical approximate bounds for random activity time durations. We can
use CFE to approximate quantiles of Z =

∑n
i=1Ai with means µi and standard

deviations σi. First, we normalize Ai as required by CFE: A′i = (Ai−µi)/σi. Now
A′i ∼ N (0, 1) and central moments of A′i are obtained from the central moments
of Ai with the expression µ′r = µr/σ

r [15]. Because Ai and consequently A′i are
independent random variables, we compute individual cumulants of A′i and add
the respective cumulants as it was explained in section 2 to get cumulants of
Z ′ =

∑n
i=1A

′
i. Then, we resolve the required quantile q approximation z

′∗ of Z ′

applying CFE expression (3). The approximated value of the original z∗-quantile
of Z is obtained through de-normalization: z∗ = z

′∗σ+µ, where σ =
√∑n

i=1 σ
2
i

and µ =
∑n

i=1 µi.
In order to generalize the approach to moment derivation for other distri-

butions in the prospective work, we will consider the ways of raw and central
moment derivation in more details below. The central moments of Ai are required
for CFE application. However, we can express central moments µr = E[(X−µ)r]
through non-central moments µ′k = E(Xk). Denoting powers k of the mean value
µk, the required formulas for the central moments are shown in Table 2.

In their turn, raw moments can be obtained from known MGF taking limt→0.
However, this is hard for UD. Alternatively, raw moments can be determined for
a uniform distribution via straitforward integration of µ′n =

∫
xnf(x)dx with

PDF in the terms of Heaviside step function f(x) = H(x−a)−H(x−b)
b−a [17]:

µ′n =

∫ ∞
−∞

(H(x− a)−H(x− b))/(b− a)xndx =
bn+1 − an+1

(n+ 1)(b− a)
, (4)

that enables to get the expressions of raw moments easier (see Table 2).
The respective central moments can be determined in the same way for UD

via integration of µn =
∫

(x − µ)nf(x)dx (see µ = µ′1 in Table 2) with PDF in

the terms of Heaviside step function f(x) = H(x−a)−H(x−b)
b−a [17]. This approach

turns out µn = (a−b)n−(b−a)n
2n+1(n+1) and gives the required central moments for the

UD case:

µ1 = µ3 = µ5 = 0; µ2 =
1

12
(b− a)2; µ4 =

1

80
(b− a)4. (5)

Table 2. Computation of raw and central moments of random variable X.

Raw moments Central moments

µ′1 = 1
2
(a+ b) µ1 = 0

µ′2 = 1
3
(a2 + ab+ b2) µ2 = E[(X − µ)2] = µ′2 − µ2

µ′3 = 1
4
(a3 + a2b+ ab2 + b3) µ3 = E[(X − µ)3] = µ′3 + 2µ3 − 3µµ′2

µ′4 = 1
5
(a4 + a3b+ a2b2 + ab3 + b4) µ4 = E[(X − µ)4] = µ′4 − 4µµ′3 + 6µ2µ′2 − 3µ4

µ′5 = 1
6
(a5 + a4b+ a3b2 + a2b3 + ab4 + b5) µ5 = E[(X − µ)5] = µ′5 + 10µ2µ′3 − 10µ3µ′2

−5µµ′4 + 4µ5
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4 Illustrative Example

We consider a sequential set of independent tasks with identical UD DFs and
obtain approximations of the end time bounds with quantiles for probabilities
from q = 0.1 to q = 0.9 with step 0.1 by means of CFE with five cumulants (3).
Results of the classical PERT analysis are also computed. We evaluate the max-
imum error of CFE and PERT quantile approximation with available expression
for PDF fZ(z) of the sum of n UD. According to the original expression formula
for fZ(z), the lower bound of DFs should strictly equal to zero Bi ∼ U(0, ci)
[18]:

fn(z) =
1

(n− 1)!
∏n

k=1 ck

(
zn−1 +

n∑
k=1

(−1)k
∑
Jk

[(
z −

k∑
l=1

cjl

)
+

]n−1)
, (6)

where Jk = {(j1, . . . , jk); 1 ≤ j1 < j2 < . . . < jk ≤ n}; 0 ≤ z ≤
∑n

i=1 ci,
n ∈ N, z ∈ R and x+ = max(0, x)∀x ∈ R.

We obtain Bi ∼ U(0, ci) after introduction of new variables ci = bi − ai:
Bi = Ai−ai; i = 1, 2, . . . , n. This is a shift of DFs by constants ai. It is possible
to process the random parts Bi with known PDFs and then apply correction by
adding

∑n
i=1 ai.

By definition, a value z∗ such that cumulative distribution function (CDF)
F (z∗) = f(Z ≤ z∗) = q is called a quantile of order q, q ∈ (0, 1). Quantiles for
probability q can be evaluated by solving the equality with known PDF f(z) or
the respective CDF F (z): q = F (z∗) =

∫ u

l
f(z)dz, where in our case l = 0 is the

lower bound and u = z∗ is the sought upper bound for Bi (q is specified).
We consider two sub problems. One is aggregation of two, five and ten iden-

tical DFs. The other is addition of random time variable B ∼ U(1, 3) i = 2, 3, 4

and several unequal time DFs
∑i−1

j=1 A1 ∼ U(1, cj), cj = 2, 4, 6. We consider
that very long task sequences or paths without branches are very unlikely in real
projects. Resulting quantiles as bounds for UD are shown in Table 3. We compute
CFE approximation z∗CFE of quantiles z∗ for given probabilities q = 0.1, . . . , 0.9.
For comparison, results of classical PERT (PERTz∗) are given as well. Absolute
errors of Z∗ approximation can be seen by comparing the quantiles obtained with
known PDF (6) in “Real z∗” rows and the respective values z∗CFE or PERT z∗.

We also verify the quality of approximations by substitution of the approx-
imated quantile z∗ into the integral of the known PDF (6) and observing how
different the probability FZ(z∗CFE) from the initial q value is. Absolute errors
(abs.error q) of quantiles of orders q between FZ(z∗CFE) and q are also given in
the Table 3. The same verification is performed for classical PERT approxima-
tions FZ(PERT z∗) and absolute error is given.

It is obvious that classical PERT that uses CLT approximation is significantly
worse than CFE approximation unless many identical iid. DFs are considered
(and this makes the pattern closer to CLT applicability assumptions). PERT’s
probability estimation for q quantiles is always worth than CFE for not very
equal DFs (and mostly for equal ones) for the most important quantiles (q =
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0.1, 0.2 for LB and q = 0.8, 0.9 for UB) and this difference is impressive, i.e. from
1.5 to 10 times and even more. The difference in time value z∗ approximation
from the real one may not seem so dramatic, however, due to the scale of time
units, the absolute difference can be substantial for the DM. Additionally, CFE
underestimates the LB and overestimates the UB, i.e. produces real bounds,
whereas classical PERT does vice versa, i.e. underestimates the quantile values
from above and below that is undesirable.

5 Conclusion

In this study, we attempted at improving only one problem of PERT analysis,
namely obtaining time bounds on a sequential set of tasks. For the general case,
we can determine upper and lower bounds using bounding techniques. This can
be imprecise in case of CLT approximation in classical PERT or if bounding
methods do not take into account specific properties of distributions. If time
distributions are known, we can determine upper and lower bounds using CFE.

Using CFE, we derived bounds for iid. sum of uniform DFs of activity times
and verified the absolute error with exact analytical solution of the quantile
problem. The DF type is not used frequently, however it has an advantage of
easily obtainable parameter estimation in practical application. We also com-
pared our result with the results of classical PERT analysis. In fact, original
PERT employs CLT approximation and thus uses quantiles of Gaussian distri-
bution. Our experiments show that CFE approximation outperforms classical
PERT in evaluation of time of sequential tasks with known DFs. This is abso-
lutely important for bounds with high confidence (e.g. α ≥ 0.8). It seems that
CFE application instead of CLT approximation can improve evaluation of CP
in the classical PERT.

To the best of our knowledge, our bounding technique for UD based on CFE
is pioneering in the area of PERT analysis. CPM like time bounds for the case
of several consecutive activities with uniform DFs enable evaluation of duration
of sub-critical paths in a SAN. Moreover, CFE is a universal tool that can be
applied to the task with other DF types. The computational complexity is O(n)
for a known SAN structure without simulation modelling.

This is the first step in the development of an improved bounding technique
for a project SAN. Based on the current results for serial activities, an extension
of the bounding technique should be developed for a SAN with converging sub-
paths. We need to examine conceptual meaning of converging activities into
an event before the next common activity after them. Mathematically, this is
consideration of a maximum operator for two or more random time variables and
choosing the best promising method of DF evaluation for this operator. Another
prospective task is evaluation of the bounding approach with triangular time
distributions that are also perspective in operational parameter estimation and
have been used for project time analysis (e.g. [12]).
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Table 3. Quality of CFE q-quantile evaluation for the number of tasks i.

i Method
z∗ for q for the sum of i of identical DFs Ai ∼ U(1, 3)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

2
Real z∗ 2.894 3.265 3.549 3.789 4.0 4.211 4.451 4.735 5.106
z∗CFE 2.812 3.155 3.455 3.732 4.0 4.268 4.545 4.845 5.188
FZ(z∗CFE) 0.082 0.167 0.265 0.375 0.5 0.625 0.735 0.833 0.918
abs.error q -0.018 -0.033 -0.035 -0.025 0.0 0.025 0.035 0.033 0.018
PERT z∗ 3.715 3.813 3.883 3.944 4.0 4.056 4.117 4.187 4.285
FZ(PERT z∗) 0.368 0.411 0.443 0.472 0.5 0.528 0.557 0.589 0.632
abs.error q 0.268 0.211 0.143 0.072 0.0 -0.072 -0.143 -0.211 -0.268

5
Real z∗ 8.321 8.887 9.3034 9.663 10.0 10.337 10.696 11.113 12.679
z∗CFE 7.784 8.291 8.862 9.433 10.0 10.567 11.138 11.709 12.216
FZ(z∗CFE) 0.082 0.167 0.265 0.375 0.5 0.625 0.735 0.833 0.918
abs.error q -0.018 -0.033 -0.035 -0.025 0.0 0.025 0.035 0.033 0.018
PERT z∗ 9.288 9.532 9.709 9.859 10.0 10.141 10.291 10.468 10.712
FZ(PERT z∗) 0.296 0.362 0.413 0.458 0.5 0.542 0.587 0.638 0.704
abs.error q 0.196 0.162 0.113 0.058 0.0 -0.058 -0.113 -0.162 -0.196

10
Real z∗ 17.644 18.445 19.029 19.530 20 20.469 20.971 21.555 22.356
z∗CFE 16.072 16.703 17.738 18.859 20.0 21.142 22.262 23.297 23.928
FZ(z∗CFE) 0.015 0.035 0.109 0.269 0.5 0.731 0.891 0.965 0.985
abs.error q -0.085 -0.165 -0.191 -0.131 0.0 0.131 0.191 0.165 0.085
PERT z∗ 18.576 19.065 19.417 19.719 20.0 20.282 20.583 20.935 21.424
FZ(PERT z∗) 0.221 0.307 0.377 0.440 0.5 0.560 0.623 0.693 0.779
abs.error q 0.121 0.107 0.077 0.040 0.0 -0.040 -0.077 -0.107 -0.121

i Method
z∗ for q for

∑i−1
j=1Aj ∼ U(1, cj) and B ∼ U(1, 3)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

2
Real z∗ 2.632 2.894 3.1 3.3 3.5 3.7 3.9 4.106 4.368
z∗CFE 2.560 2.832 3.069 3.288 3.5 3.712 3.931 4.168 4.440
FZ(z∗CFE) 0.079 0.173 0.285 0.394 0.5 0.606 0.715 0.827 0.921
abs.error q -0.022 -0.027 -0.015 -0.006 0.0 0.006 0.015 0.027 0.021
PERT z∗ 3.322 3.383 3.427 3.465 3.5 3.535 3.573 3.617 3.678
FZ(PERT z∗) 0.411 0.442 0.464 0.482 0.5 0.518 0.536 0.558 0.589
abs.error q 0.311 0.242 0.164 0.082 0.0 -0.082 -0.164 -0.242 -0.311

3
Real z∗ 4.557 5.022 5.380 5.698 6.0 6.302 6.620 6.978 7.443
z∗CFE 4.334 4.778 5.202 5.606 6.0 6.394 6.798 7.222 7.666
FZ(z∗CFE) 0.065 0.143 0.248 0.370 0.5 0.630 0.752 0.857 0.935
abs.error q -0.035 -0.057 -0.052 -0.030 0.0 0.030 0.052 0.057 0.035
PERT z∗ 5.502 5.673 5.796 5.901 6.0 6.099 6.204 6.328 6.498
FZ(PERT z∗) 0.337 0.392 0.432 0.467 0.5 0.533 0.568 0.608 0.663
abs.error q 0.237 0.192 0.132 0.067 0.0 -0.067 -0.132 -0.192 -0.237

4
Real z∗ 7.107 7.868 8.462 8.993 9.5 10.007 10.538 11.132 11.893
z∗CFE 6.562 7.287 8.039 8.775 9.5 10.225 10.961 11.713 12.438
FZ(z∗CFE) 0.051 0.120 0.227 0.358 0.5 0.642 0.773 0.880 0.949
abs.error q -0.049 -0.080 -0.073 -0.042 0.0 0.042 0.073 0.080 0.049
PERT z∗ 8.112 8.588 8.932 9.226 9.5 9.774 10.068 10.412 10.888
FZ(PERT z∗) 0.239 0.323 0.388 0.446 0.5 0.554 0.612 0.677 0.761
abs.error q 0.139 0.123 0.088 0.046 0.0 -0.046 -0.088 -0.123 -0.139
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