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# PRACTICAL ERROR BOUNDS FOR PROPERTIES IN PLANE-WAVE ELECTRONIC STRUCTURE CALCULATIONS 

ERIC CANCĖS ${ }^{1,2}$, GENEVIÈVE DUSSON ${ }^{3}$, GASPARD KEMLIN ${ }^{1,2}$, AND ANTOINE LEVITT ${ }^{1,2}$


#### Abstract

We propose accurate computable error bounds for quantities of interest in electronic structure calculations, in particular ground-state density matrices and energies, and interatomic forces. These bounds are based on an estimation of the error in terms of the residual of the solved equations, which is then efficiently approximated with computable terms. After providing coarse bounds based on an analysis of the inverse Jacobian, we improve on these bounds by solving a linear problem in a small dimension that involves a Schur complement. We numerically show how accurate these bounds are on a few representative materials, namely silicon, gallium arsenide and titanium dioxide.


## 1. Introduction

This article focuses on providing practical error estimates for numerical approximations of electronic structure calculations. These simulations are key in many domains, as they allow for the simulation of systems at the atomic and molecular scale. They are particularly useful in the fields of chemistry, materials science, condensed matter physics, or molecular biology. Over the many electronic structure models available, Kohn-Sham (KS) Density Functional Theory (DFT) [19] with semilocal density functionals is one of the most used in practice, as it offers a good compromise between accuracy and computational cost. We will focus on this model in this article. Note that the mathematical formulation of this problem is similar to that of the Hartree-Fock [13] or Gross-Pitaevskii equations [26], so that what we present in the context of DFT can be easily extended to such contexts. We will focus on plane-wave discretizations within the pseudopotential approximation, which are most suited for the study of crystals; some (but not all) of our methodology can be applied in other contexts as well.

In this field, the first and most crucial problem is the determination of the electronic ground state of the system under consideration. Mathematically speaking, this problem is a constrained minimization problem. Writing the first-order optimality conditions of this problem leads to an eigenvalue problem that is nonlinear in the eigenvectors. The unknown is a subspace of dimension $N_{\mathrm{el}}$, the number of electrons in the system; this subspace can be conveniently described using either the orthogonal projector on it (density matrix formalism) or an orthonormal basis of it (orbital formalism). This problem is well-known in the literature and the interested reader is referred to [7] and references therein for more information on how it is solved in practice.

Solving this problem numerically requires a number of approximations, so that only an approximation of the exact solution can be computed. Being able to estimate the error between the exact and the approximate solutions is crucial, as this information can be used to reduce the high computational cost of such methods by an optimization of the approximation parameters, and maybe more importantly, to add error bars to quantities of interest (QoI) calculated from the approximate solution. In our context, such QoI are typically the ground-state energy of the system and the forces on the atoms in the system, but may also include any information computable from the Kohn-Sham ground state.

While such error bounds have been developed already some time ago for boundary value problems, e.g. in the context of finite element discretization, using in particular a posteriori error estimation [29], the development of bounds in the context of electronic structure is quite recent, and still incomplete. Computable and guaranteed error bounds for linear eigenvalue problems have been proposed in the last decade [2, 3, 4, 8, 20]; we refer to [23, Chapter 10] for a recent monograph on the subject. Specifically for electronic structure calculations, some of us proposed guaranteed error bounds for linear eigenvalue equations [15]. For fully self-consistent (nonlinear) eigenvalue equations, an error bound was proposed for a simplified 1D Gross-Pitaevskii equation in [10]; however

[^0]the computational cost of evaluating this error bound in this contribution is quite high. So far, no error bound has been proposed for the error estimation of general QoI in electronic structure calculations, in particular for the interatomic forces. This is what we are trying to achieve in this contribution.

In this article, we use a general approach based on a linearization of the Kohn-Sham equations. It is instructive to compare our approach to those used in a general context. Assume we want to find $x \in \mathbb{R}^{n}$ such that $f(x)=0$, for some nonlinear function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ (the residual). Near a solution $x_{*}$, we have $f(x) \approx f^{\prime}(x)\left(x-x_{*}\right)$, and therefore, if $f^{\prime}(x)$ is invertible, we have the error-residual relationship

$$
\begin{equation*}
x-x_{*} \approx f^{\prime}(x)^{-1} f(x) \tag{1}
\end{equation*}
$$

This is the same approximation that leads to the Newton algorithm. Assume now that we want to compute a QoI $A\left(x_{*}\right)$, where $A: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{1}$ function; then we have the approximate equality with computable right-hand side:

$$
\begin{equation*}
A(x)-A\left(x_{*}\right) \approx\left[A^{\prime}(x)\right]\left(f^{\prime}(x)^{-1} f(x)\right) \tag{2}
\end{equation*}
$$

From here, we obtain the simple first estimate:

$$
\left|A(x)-A\left(x_{*}\right)\right| \leqslant\left\|A^{\prime}(x)\right\|_{\mathrm{op}}\left\|f^{\prime}(x)^{-1}\right\|_{\mathrm{op}}|f(x)|
$$

where $|\cdot|$ is any chosen norm on $\mathbb{R}^{n}$, and $\|\cdot\|_{\text {op }}$ the induced operator norms on $\mathbb{R}^{p \times n}$ (note that $A^{\prime}(x) \in \mathbb{R}^{1 \times n}$ and $\left.f^{\prime}(x) \in \mathbb{R}^{n \times n}\right)$. This approximate bound can be turned into a rigorous one using information on the second derivatives of $f$; see for instance [28].

To extend this approach to Kohn-Sham models, we encounter several difficulties:

- The structure of our problem is not easily formulated as above because of the presence of constraints and degeneracies. We solve this using the geometrical framework of [7] to identify the appropriate analog to the Jacobian $f^{\prime}(x)$.
- The computation of the Jacobian and its inverse is prohibitively costly. We use iterative strategies to keep this cost manageable.
- Choosing the right norm is not obvious in this context. For problems involving partial differential equations, where $f$ includes partial derivatives, it is natural to consider Sobolev-type norms, with the aim of making $f^{\prime}$ a bounded operator between the relevant function spaces. We explore different choices and their impacts on the error bounds.
- The operator norm inequalities

$$
\left|\left[A^{\prime}(x)\right]\left(f^{\prime}(x)^{-1} f(x)\right)\right| \leqslant\left\|A^{\prime}(x)\right\|_{\mathrm{op}}\left\|f^{\prime}(x)^{-1}\right\|_{\mathrm{op}}|f(x)|
$$

are very often largely suboptimal, even with appropriate norms. We quantify this on representative examples.

- The structure of the residual $f(x)$ plays an important role. For instance, when $x$ results from a Galerkin approximation to a partial differential equation, $f(x)$ is orthogonal to the approximation space. In the context of plane-wave discretizations, this means the residual only contains high-frequency Fourier components. We demonstrate how this impacts the quality of the above bounds when $A$ represents the interatomic forces, in which case $A^{\prime}$ mostly acts on low-frequency components.
Throughout the paper, we will provide numerical tests to illustrate our results. All these tests are performed with the DFTK software [16], a recent Julia package solving the Kohn-Sham equations in the pseudopotential approximation using a plane-wave basis, thus particularly well suited for periodic systems such as crystals [21]. We are mostly interested in three QoI: the ground-state energy, the ground-state density, and the interatomic forces, the latter being computed using the Hellmann-Feynman theorem. We will demonstrate the main points with simulations on a simple system (bulk silicon), then present results for more complicated systems.

We will be interested in this paper only in quantifying the discretization error. However, the general framework we develop can be used also to treat other types of error (such as the ones resulting from an iterative solving of the underlying minimization problem). We only consider insulating systems at zero temperature, and do not consider the error due to finite Brillouin zone sampling [6]; extending the formalism to finite temperature and quantifying the sampling error, particularly for metals, is an interesting topic for future work.

The outline of this article is as follows. In Section 2, we present the mathematical framework related to the solution of the electronic structure minimization problem, describing in particular objects related to the tangent space of the constraint manifold. In Section 3, we present the Kohn-Sham model and the numerical framework in
which our tests will be performed. In Section 4, we propose a first crude bound of the error between the exact and the numerically computed solution based on a linearization argument as well as an operator norm inequality, both for the error on the ground-state density matrix and on the forces. In Section 5, we refine this bound by splitting between low and high frequencies, and using a Schur complement to refine the error bound on the low frequencies. Finally, in Section 6, we provide numerical simulations on more involved materials systems, namely on a gallium arsenide system (GaAs) and a titanium dioxide system $\left(\mathrm{TiO}_{2}\right)$, showing that the proposed bounds work similarly well in those cases.

## 2. MATHEMATICAL FRAMEWORK

In this section, we present the models targeted by our study, as well as the elementary tools of differential geometry used to derive and compute the error bounds on the QoI.
2.1. General framework. The work we present here is valid for a large class of mean-field models including different instances of Kohn-Sham models, the Hartree-Fock model, and the time-independent Gross-Pitaevskii model and its various extensions. To study them in a unified way, we use a mathematical framework similar to the one in [7]. To keep the presentation simple, we will work in finite dimension and consider that the solutions of the problem can be very accurately approximated in a given finite-dimensional space of (high) dimension $\mathcal{N}$, which we identify with $\mathbb{C}^{\mathcal{N}}$. We denote by

$$
\langle x, y\rangle:=\operatorname{Re}\left(x^{*} y\right)
$$

the $\ell^{2}$ inner product of $\mathbb{C}^{\mathcal{N}}$, seen as a vector space over $\mathbb{R}$. We equip the $\mathbb{R}$-vector space of square Hermitian matrices

$$
\mathcal{H}:=\mathbb{C}_{\text {herm }}^{\mathcal{N} \times \mathcal{N}}
$$

with the Frobenius inner product $\langle A, B\rangle_{\mathrm{F}}:=\operatorname{Re}\left(\operatorname{Tr}\left(A^{*} B\right)\right)$. Note that although it is important in applications to allow for complex orbitals and density matrices, the space of Hermitian matrices is not a vector space over $\mathbb{C}$, and therefore we will always consider vector spaces over $\mathbb{R}$.

The density-matrix formulation of the mean-field model in this reference approximation space reads

$$
\begin{equation*}
\min \left\{E(P), P \in \mathcal{M}_{\mathcal{N}}\right\} \quad \text { where } \quad \mathcal{M}_{\mathcal{N}}:=\left\{P \in \mathcal{H} \mid P^{2}=P, \operatorname{Tr}(P)=N_{\mathrm{el}}\right\} \tag{3}
\end{equation*}
$$

is the manifold of rank- $N_{\mathrm{el}}$ orthogonal projectors (density matrices), and $E: \mathcal{H} \rightarrow \mathbb{R}$ is a $C^{2}$ nonlinear energy functional. The parameter $N_{\mathrm{el}}$ (with $1 \leqslant N_{\mathrm{el}} \leqslant \mathcal{N}$ ) is a fixed integer depending on the physical model, and not of its discretization in a finite-dimensional space. For mean-field electronic structure models, $N_{\mathrm{el}}$ is the number of electrons or electron pairs in the system (hence the notation $N_{\mathrm{el}}$ ); in the standard Gross-Pitaevskii model, $N_{\mathrm{el}}=1$. The energy functional $E$ is of the form

$$
E(P):=\operatorname{Tr}\left(H_{0} P\right)+E_{\mathrm{nl}}(P)
$$

where $H_{0}$ is the linear part of the mean-field Hamiltonian, and $E_{\mathrm{nl}}$ a nonlinear contribution depending on the considered model (see Section 3 for the expressions in the Kohn-Sham model). For simplicity of the presentation we will ignore spin in the formalism, but we will include it in the numerical simulations. The set $\mathcal{M}_{\mathcal{N}}$ is diffeomorphic to the Grassmann manifold of $N_{\mathrm{el}}$-dimensional complex vector subspaces of $\mathbb{C}^{\mathcal{N}}$.

Problem (3) always has a minimizer since it consists in minimizing a continuous functions on a compact set. This minimizer may be unique, or not, depending on the model and/or the physical system under study. We will not elaborate here on this uniqueness issue, and assume for the sake of simplicity that (3) has a unique minimizer, which we denote by $P_{*}$.

Besides the ground-state energy $E\left(P_{*}\right)$, we can compute from $P_{*}$ various other physical quantities of interest (QoI), for instance, the ground-state energy and density, and the interatomic forces. We denote such a QoI by $A\left(P_{*}\right)$.

We consider the case when $\mathcal{N}$ is too large for problem (3) to be solved completely in the reference approximation space. To solve problem (3), we therefore consider a finite-dimensional subspace $\mathcal{X}$ of $\mathbb{C}^{\mathcal{N}}$ of dimension $N_{b}$ and solve instead the variational approximation of (3) in $\mathcal{X}$, namely

$$
\begin{equation*}
\min \left\{E(P), P \in \mathcal{M}_{\mathcal{N}}, \operatorname{Ran}(P) \subset \mathcal{X}\right\} \tag{4}
\end{equation*}
$$

Our goal is then to estimate the errors $\left\|A(P)-A\left(P_{*}\right)\right\|$ on the QoI $A$, where $P$ is typically the minimizer of (4), given the variational space $\mathcal{X}$, and the norm is specific to the QoI. The latter can be a scalar, e.g. the ground-state energy, or a finite or infinite dimensional vector, e.g. the interactomic forces, or the ground-state density.
2.2. First-order geometry. The manifold $\mathcal{M}_{\mathcal{N}}$ is a smooth manifold. Its tangent space $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ at $P \in \mathcal{M}_{\mathcal{N}}$ is given by

$$
\begin{aligned}
\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} & =\{X \in \mathcal{H} \mid P X+X P=X, \operatorname{Tr}(X)=0\} \\
& =\left\{X \in \mathcal{H} \mid P X P=0, P^{\perp} X P^{\perp}=0\right\}
\end{aligned}
$$

where $P^{\perp}=1-P$ is the orthogonal projection on $\operatorname{Ran}(P)^{\perp}$ for the canonical inner product of $\mathbb{C}^{\mathcal{N}}$. The set $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ is the set of Hermitian matrices that are off-diagonal in the block decomposition induced by $P$ and $P^{\perp}$; more explicitly, if $P=U\left(\begin{array}{cc}I_{N_{\text {el }}} & 0 \\ 0 & 0\end{array}\right) U^{*}$ for some unitary $U \in \mathrm{U}(\mathcal{N})$, then

$$
\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}=\left\{X=U\left(\begin{array}{cc}
0 & Y^{*} \\
Y & 0
\end{array}\right) U^{*}, Y \in \mathbb{C}^{\left(\mathcal{N}-N_{\mathrm{el}}\right) \times N_{\mathrm{el}}}\right\}
$$

The orthogonal projection $\boldsymbol{\Pi}_{P}$ on $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ for the Frobenius inner product is given by

$$
\begin{equation*}
\forall X \in \mathcal{H}, \quad \Pi_{P}(X)=P X P^{\perp}+P^{\perp} X P=[P,[P, X]] \in \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} \tag{5}
\end{equation*}
$$

where $[A, B]:=A B-B A$ is the commutator of $A$ and $B$. Linear operators acting on spaces of matrices are sometimes referred to as super-operators in the physics literature. Throughout this paper, super-operators will be written in bold fonts.

The mean-field Hamiltonian is the gradient of the energy at a given point $P$ (again for the Frobenius inner product):

$$
H(P):=\nabla E(P)=H_{0}+\nabla E_{\mathrm{nl}}(P)
$$

To simplify the notation, we set

$$
\begin{equation*}
H_{*}=H\left(P_{*}\right)=\nabla E\left(P_{*}\right) \tag{6}
\end{equation*}
$$

The first-order optimality condition for (3) is that $\nabla E\left(P_{*}\right)$ is orthogonal to the tangent space $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$, which can be written, using (5) and (6), as $\boldsymbol{\Pi}_{P_{*}} H\left(P_{*}\right)=\left[P_{*},\left[P_{*}, H\left(P_{*}\right)\right]\right]=0$. This corresponds to the residual

$$
R(P)=\mathbf{\Pi}_{P} H(P)=[P,[P, H(P)]]
$$

being zero at $P_{*}$. The residual function $R$ can be seen as a nonlinear map from $\mathcal{H}$ to itself, and its restriction to $\mathcal{M}_{\mathcal{N}}$ as a vector field on $\mathcal{M}_{\mathcal{N}}$ since for all $P \in \mathcal{M}_{\mathcal{N}}, R(P) \in \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$.
2.3. Second-order geometry. We introduce the super-operators $\boldsymbol{\Omega}(P)$ and $\boldsymbol{K}(P)$, defined at $P \in \mathcal{M}_{N}$ and acting on $\mathcal{H}$. These operators were already introduced in [7, Section 2.2], but we recall here their definitions for completeness. To simplify the notation, we will set $\boldsymbol{K}_{*}:=\boldsymbol{K}\left(P_{*}\right), \boldsymbol{\Omega}_{*}:=\boldsymbol{\Omega}\left(P_{*}\right)$.

The super-operator $\boldsymbol{K}_{*} \in \mathcal{L}(\mathcal{H})$ is the Hessian of the energy projected onto the tangent space to $\mathcal{M}_{\mathcal{N}}$ at $P_{*}$ :

$$
\begin{equation*}
\boldsymbol{K}_{*}:=\boldsymbol{\Pi}_{P_{*}} \boldsymbol{\nabla}^{2} E\left(P_{*}\right) \boldsymbol{\Pi}_{P_{*}}=\boldsymbol{\Pi}_{P_{*}} \boldsymbol{\nabla}^{2} E_{\mathrm{nl}}\left(P_{*}\right) \boldsymbol{\Pi}_{P_{*}} . \tag{7}
\end{equation*}
$$

By construction, $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$ is an invariant subspace of $\boldsymbol{K}_{*}$. Note that $\boldsymbol{K}_{*}=0$ for linear eigenvalue problems, i.e. when $E_{\mathrm{nl}}=0$.

The super-operator $\boldsymbol{\Omega}_{*} \in \mathcal{L}(\mathcal{H})$ is defined by

$$
\begin{equation*}
\forall X \in \mathcal{H}, \quad \boldsymbol{\Omega}_{*} X=-\left[P_{*},\left[H_{*}, X\right]\right] \tag{8}
\end{equation*}
$$

The tangent space $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$ is also an invariant subspace of $\boldsymbol{\Omega}_{*}$.
It is shown in [7] that the energy of a density matrix $P=P_{*}+X+O\left(\|X\|_{\mathrm{F}}^{2}\right) \in \mathcal{M}_{\mathcal{N}}$ with $X \in \mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$ is $E(P)=E\left(P_{*}\right)+\left\langle X,\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right) X\right\rangle_{\mathrm{F}}+o\left(\|X\|_{\mathrm{F}}^{2}\right)$. The restriction of the operator $\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}$ to the invariant subspace $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$ can therefore be identified with the second-order derivative of $E$ on the manifold $\mathcal{M}_{\mathcal{N}}$. Since $P_{*}$ is a minimum, it follows that

$$
\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*} \geqslant 0 \quad \text { on } \mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}
$$

Note that in general, the second-order derivative of a function defined on a smooth manifold is not an intrinsic object; it depends not only on the tangent structure of the manifold, but also on the chosen affine connection. However, at the critical point $P_{*}$ of $E$ on the manifold, the contributions to the second derivative due the connection vanish and the second-order derivative becomes intrinsic.

For our purposes, it will be convenient to define this second-order derivative also outside of $P_{*}$. Relying on (7)-(8), we define for any $P \in \mathcal{M}_{\mathcal{N}}$ the super-operators $\boldsymbol{\Omega}(P) \in \mathcal{L}(\mathcal{H})$ and $\boldsymbol{K}(P) \in \mathcal{L}(\mathcal{H})$ through

$$
\begin{equation*}
\forall X \in \mathcal{H}, \quad \boldsymbol{\Omega}(P) X=-[P,[H(P), X]] \quad \text { and } \quad \boldsymbol{K}(P) X=\boldsymbol{\Pi}_{P} \boldsymbol{\nabla}^{2} E(P) \boldsymbol{\Pi}_{P} X . \tag{9}
\end{equation*}
$$

Both $\boldsymbol{\Omega}(P)$ and $\boldsymbol{K}(P)$ admit $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ as an invariant subspace and their restrictions to $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ are Hermitian for the Frobenius inner product. The map $\mathcal{M}_{\mathcal{N}} \ni P \mapsto \boldsymbol{\Omega}(P)+\boldsymbol{K}(P) \in \mathcal{L}(\mathcal{H})$ is smooth and the restriction of $\boldsymbol{\Omega}(P)+\boldsymbol{K}(P)$ to $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ provides a computable approximation of the second-order derivative of $E: \mathcal{M}_{\mathcal{N}} \rightarrow \mathbb{R}$ in a neighborhood of $P_{*}$ (whatever the choice of the affine connection).
2.4. Density matrix and orbitals. The framework we have outlined above is particularly convenient for stating the second-order conditions, but much too expensive computationally as it requires the storage and manipulation of (low-rank) large matrices. In practice, it is more effective twe ${ }_{\mathrm{e}}$ work directly with orbitals, i.e. write for any $P \in \mathcal{M}_{\mathcal{N}}$

$$
\begin{equation*}
P=\Phi \Phi^{*}=\sum_{i=1}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \tag{10}
\end{equation*}
$$

where $\Phi=\left(\phi_{1}|\cdots| \phi_{N_{\mathrm{el}}}\right)$ is a collection of $N_{\mathrm{el}}$ orbitals $\phi_{i}{ }^{i=1} \in \mathbb{C}^{\mathcal{N}}$ satisfying $\Phi^{*} \Phi=I_{N_{\mathrm{el}}}$ and $\operatorname{Span}\left(\phi_{1}, \ldots, \phi_{N_{\mathrm{el}}}\right)=$ $\operatorname{Ran}(P)$, and where we used Dirac's bra-ket notation: for $\phi, \psi \in \mathbb{C}^{\mathcal{N}},\langle\phi, \psi\rangle=\phi^{*} \psi$ and $|\phi\rangle\langle\psi|=\phi \psi^{*}$. Problem (3) can be reformulated as

$$
\min \left\{E\left(\Phi \Phi^{*}\right), \Phi \in \mathbb{C}^{\mathcal{N} \times N_{\mathrm{el}}}, \Phi^{*} \Phi=I_{N_{\mathrm{el}}}\right\}
$$

Note that the orbitals are only defined up to a unitary transform: if $U \in \mathrm{U}\left(N_{\text {el }}\right)$ is a unitary matrix, then $\widetilde{\Phi}:=\Phi U$ and $\Phi$ give rise to the same density matrix. This means that the minimizers of this minimization problem are never isolated, which creates technical difficulties that are not present in the density matrix formalism.

Let us fix a $\Phi=\left(\phi_{1}|\cdots| \phi_{N_{\text {el }}}\right) \in \mathbb{C}^{\mathcal{N} \times N_{\text {el }}}$ with $\Phi^{*} \Phi=I_{N_{\text {el }}}$, and consider an element $X$ of the tangent plane $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$. By completing $\Phi$ to an orthogonal basis and writing out $X$ in this basis, it is easy to see that the constraints $X^{*}=X, P X P=0, P^{\perp} X P^{\perp}=0$ imply that $X$ can be put in the form

$$
\begin{equation*}
X=\sum^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle\xi_{i}\right|+\left|\xi_{i}\right\rangle\left\langle\phi_{i}\right|=\Phi \Xi^{*}+\Xi \Phi^{*} \tag{11}
\end{equation*}
$$

where $\Xi=\left(\xi_{1}|\cdots| \xi_{N_{\mathrm{el}}}\right) \in \mathbb{C}^{\mathcal{N} \times N_{\text {el }}}$ is a si=t of orbital variations satisfying $\Phi^{*} \Xi=0$. Furthermore, under this condition, $\Xi$ is unique, so that (11) establishes a bijection between $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ and $\left\{\Xi \in \mathbb{C}^{\mathcal{N} \times N_{\text {el }}} \mid \Phi^{*} \Xi=0\right\}$. We will therefore treat equivalently elements of the tangent space $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ either in the density matrix representation $X$ or the orbital representation $\Xi$, writing

$$
\begin{equation*}
\Xi \simeq_{\Phi} X . \tag{12}
\end{equation*}
$$

This orbital representation of $P$ by $\Phi$ is more economical computationally, only requiring the storage and manipulation of orbitals $\Phi \in \mathbb{C}^{\mathcal{N}} \times N_{\text {el }}$ satisfying $\Phi^{*} \Phi=I_{N_{\text {el }}}$. Similarly, the manipulation of objects $X$ in the tangent plane $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ is more efficiently done through their orbital variations $\Xi \in \mathbb{C}^{\mathcal{N} \times N_{\text {el }}}$ satisfying $\Phi^{*} \Xi=0$.

All operations on density matrices or their variations can indeed be carried out in this orbital representation. For instance, the computation of the energy can be performed efficiently in practice, as explained in Section 3, and the residual at $P=\Phi \Phi^{*}$ also has a nice representation in terms of orbitals:

$$
R\left(\Phi \Phi^{*}\right) \simeq_{\Phi} H \Phi-\Phi\left(\Phi^{*} H \Phi\right) \quad \text { with } H \text { evaluated at } \Phi \Phi^{*}
$$

which is easily recognized as similar to the residual of a linear eigenvalue problem.
Likewise, operators on $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ can be identified in this fashion. For instance,

$$
\begin{equation*}
\boldsymbol{\Omega}\left(\Phi \Phi^{*}\right)\left(\Phi \Xi^{*}+\Xi \Phi^{*}\right) \simeq_{\Phi} P^{\perp}\left(H \Xi-\Xi\left(\Phi^{*} H \Phi\right)\right) \quad \text { with } H \text { evaluated at } \Phi \Phi^{*} . \tag{13}
\end{equation*}
$$

The computation of $\boldsymbol{K}$ can be performed similarly. All the numerical results in this article are performed using the orbital formalism.
Remark 1. Note that the condition that $\Phi^{*} \Xi=0$ is not necessary for $\Phi \Xi^{*}+\Xi \Phi^{*}$ to define an element of $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$. However, without this gauge condition, $\Xi$ is not unique. This is simply a manifestation at the infinitesimal level of the noninjectivity of the map $\Phi \mapsto \Phi \Phi^{*}$ between $\left\{\Phi \in \mathbb{C}^{\mathcal{N}} \times N_{\text {el }}, \Phi^{*} \Phi=I_{N_{\text {el }}}\right\}$ and $\mathcal{M}_{\mathcal{N}}$. Because of this, the
 In more concrete terms, in the example case where $\phi_{1}, \ldots, \phi_{N_{\mathrm{el}}}$ are the first $N_{\mathrm{el}}$ basis vectors, any element $X$ is of the form $\left(\begin{array}{cc}0 & Z^{*} \\ Z & 0\end{array}\right)$ which can be written in the form (11) with $\Xi=\binom{0}{Z}$. However, such a $X$ can also be written in the form (11) with $\Xi=\binom{A}{Z}$ for any anti-hermitian matrix $A$. The gauge condition $\Phi^{*} \Xi=0$ forces $A$
to be zero, making $\Xi$ unique. In more formal terms, the map $\Phi \mapsto \Phi \Phi^{*}$ induces a principal bundle structure on the base space $\mathcal{M}_{\mathcal{N}}$ (the Grassmann manifold) with total space $\left\{\Phi \in \mathbb{C}^{\mathcal{N}} \times N_{\text {el }}, \Phi^{*} \Phi=I_{N_{\mathrm{el}}}\right\}$ (the Stiefel manifold)
 vertical space $\{\Phi A, A$ anti-hermitian $\}$, and a complementary horizontal space, which we take to be the orthogonal complement, $\left\{\Xi \in \mathbb{C}^{\mathcal{N} \times N_{\mathrm{el}}} \mid \Phi^{*} \Xi=0\right\}$.

The orbital formalism can be used to give a more concrete interpretation of the first-order optimality condition $R\left(P_{*}\right)=0$. Indeed, this condition can be rewritten as

$$
P_{*} H_{*} P_{*}^{\perp}=0, \quad P_{*}^{\perp} H_{*} P_{*}=0
$$

from which it follows that $P_{*}$ and $H_{*}=H\left(P_{*}\right)$ can be jointly diagonalized in an orthonormal basis:

$$
\begin{equation*}
H_{*} \phi_{* n}=\lambda_{* n} \phi_{* n}, \quad\left\langle\phi_{* m}, \phi_{* n}\right\rangle=\delta_{m n}, \quad P_{*}=\sum_{n=1}^{N_{\text {el }}}\left|\phi_{* n}\right\rangle\left\langle\phi_{* n}\right| . \tag{14}
\end{equation*}
$$

In many applications, the orbitals $\phi_{* 1}, \ldots, \phi_{* N_{\text {el }}}$ spanning the range of $P_{*}$ (see (14)) are those corresponding to the lowest $N_{\text {el }}$ eigenvalues of $H_{*}$. This is called the Aufbau principle in physics and chemistry. This principle is always satisfied in the (unrestricted) Hartree-Fock setting, and most of the times in the Kohn-Sham setting. Under the Aufbau principle, we can assume that the $\lambda_{n}$ 's are ranked in nondecreasing order. The orbitals $\phi_{i}, 1 \leqslant i \leqslant N_{\mathrm{el}}$, are called occupied, and the orbitals $\phi_{a}, N_{\mathrm{el}} \leqslant a \leqslant \mathcal{N}$, are called virtual (it is customary to label the occupied orbitals by indices $i, j, k, l$, and virtual orbitals by indices $a, b, c, d)$. The operator $\boldsymbol{\Omega}_{*}$ can be written explicitly using the tensor basis $\phi_{* m} \otimes \phi_{* n}$. We have indeed

$$
\boldsymbol{\Omega}_{*}=\sum_{i=1}^{N_{\text {el }}} \sum_{a=N_{\mathrm{el}}+1}^{\mathcal{N}}\left(\lambda_{a}-\lambda_{i}\right)\left(\left|\phi_{* i} \otimes \phi_{* a}\right\rangle\left\langle\phi_{* i} \otimes \phi_{* a}\right|+\left|\phi_{* a} \otimes \phi_{* i}\right\rangle\left\langle\phi_{* a} \otimes \phi_{* i}\right|\right),
$$

and it follows that the lowest eigenvalue of the restriction of $\boldsymbol{\Omega}_{*}$ to $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$ is $\lambda_{N_{\mathrm{el}}+1}-\lambda_{N_{\mathrm{el}}} \geqslant 0$. The operator $\boldsymbol{\Omega}_{*}$ is therefore positive on $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$, and coercive if there is an energy gap between the $N_{\mathrm{el}}{ }^{\text {th }}$ and $\left(N_{\mathrm{el}}+1\right)^{\text {st }}$ eigenvalues of $H_{*}$ (see e.g. [7]).
2.5. Metrics on the tangent space. The isomorphism between $X=\Phi \Xi^{*}+\Xi \Phi^{*} \in \mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ and the set of orbital variations $\Xi \in \mathbb{C}^{\mathcal{N} \times N_{\text {el }}}$ with $\Phi^{*} \Xi=0$ is unitary under the Frobenius inner product up to a factor of 2 : $\|X\|_{\mathrm{F}}^{2}=2\|\Xi\|_{\mathrm{F}}^{2}$.

In practice, it is often advantageous to work using different inner products. This is in particular the case for partial differential equations involving unbounded operators, where using Sobolev-type metrics better respects the natural analytic structure of the problem and therefore allows for better bounds, compare e.g. the results of (5.34) and (5.35) on Figure 4 in [4]. To that end, consider a metric on $\mathbb{C}^{\mathcal{N}}$ given by

$$
\left\langle\xi_{1}, \xi_{2}\right\rangle_{T}=\left\langle\xi_{1}, T \xi_{2}\right\rangle .
$$

Here $T$ is a coercive Hermitian operator on $\mathbb{C}^{\mathcal{N}}$ representing the metric; for instance, taking $T$ to be a discretization of the operator $1-\Delta$ we recover the classical Sobolev $\mathrm{H}^{1}$ norm. A basic problem is that the projection $P^{\perp}$ on the orthogonal of $\operatorname{Ran}(P)$ does not necessarily commute with $T$. As a result, there are various nonequivalent ways to lift this metric to one on the tangent space $\mathcal{T}_{\Phi \Phi *} \mathcal{M}_{\mathcal{N}}$. We select here the computationally simplest. The operator

$$
\begin{equation*}
M=P^{\perp} T^{1 / 2} P^{\perp} T^{1 / 2} P^{\perp} \tag{15}
\end{equation*}
$$

is positive definite on the subspace $\operatorname{Ran}(P)^{\perp}$ of $\mathbb{C}^{\mathcal{N}}$, and induces a metric $\left\langle\xi_{1}, M \xi_{2}\right\rangle$ on that space. The point of this formulation is to make it easily to compute $M^{1 / 2}=P^{\perp} T^{1 / 2} P^{\perp}$. Note that, since $P^{\perp}$ and $T$ do not commute, $M^{-1 / 2} \neq P^{\perp} T^{-1 / 2} P^{\perp}$. However, $P^{\perp} T^{-1 / 2} P^{\perp} M^{1 / 2}$ is well-conditioned, so that computing the action of $M^{-1 / 2}$ on a vector can be performed efficiently by an iterative algorithm involving repeated applications of the operators $T^{1 / 2}$ and $T^{-1 / 2}$. The same holds for $M^{-1}$. Furthermore, practical numerical results are typically not very sensitive to these issues, so that other (nonequivalent) reasonable alternatives to (15) yield similar results.

The metric on $\operatorname{Ran}(P)^{\perp}$ immediately induces a metric on $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ given by, in the orbital representation associated with $\Phi$,

$$
\left\langle\Xi_{1}, \Xi_{2}\right\rangle_{M}=\operatorname{Re}\left(\operatorname{Tr}\left(\Xi_{1}^{*} M \Xi_{2}\right)\right)=\sum_{i=1}^{N_{\text {el }}} \operatorname{Re}\left(\left\langle\xi_{1, i}, M \xi_{2, i}\right\rangle\right),
$$

for $\Xi_{1}=\left(\xi_{1, i}\right)_{1 \leqslant i \leqslant N_{\mathrm{el}}}, \Xi_{2}=\left(\xi_{2, i}\right)_{1 \leqslant i \leqslant N_{\mathrm{el}}}$. This defines an operator $\boldsymbol{M}$ on $\mathcal{T}_{\Phi \Phi^{*}} \mathcal{M}_{\mathcal{N}}$ through the relationship $\boldsymbol{M X} \simeq_{\Phi}\left(M \xi_{i}\right)_{1 \leqslant i \leqslant N_{\mathrm{el}}}$ when $X \simeq_{\Phi}\left(\xi_{i}\right)_{1 \leqslant i \leqslant N_{\mathrm{el}}}$. Similarly to $M$, we can compute powers and inverses of $\boldsymbol{M}$ easily.

This formalism has the disadvantage that the same metric is used for every orbital variation. In practice this may not be sensible, as different orbitals can correspond to different energy ranges. Therefore we slightly modify the above formalism by applying a different metric on each individual orbital variations, following standard practice used in preconditioners for plane-wave density functional theory [24]. Introducing a family $\left(T_{1}, \ldots, T_{N_{\mathrm{el}}}\right)$ of coercive Hermitian operators on $\mathbb{C}^{N_{\text {el }}}$, we set

$$
\begin{equation*}
M_{i}:=P^{\perp} T_{i}^{1 / 2} P^{\perp} T_{i}^{1 / 2} P^{\perp} \quad \text { and } \quad \boldsymbol{M} X: \simeq_{\Phi}\left(M_{i} \xi_{i}\right)_{1 \leqslant i \leqslant N_{\mathrm{el}}} \tag{16}
\end{equation*}
$$

## 3. The periodic Kohn-Sham problem

3.1. The continuous problem. We consider a $\mathcal{R}$-periodic system, $\mathcal{R}$ being a Bravais lattice with unit cell $\Gamma$ and reciprocal lattice $\mathcal{R}^{*}$ (the set of vectors $G$ such that $G \cdot R \in 2 \pi \mathbb{Z}$ for all $R \in \mathcal{R}$ ). For the sake of simplicity, we present here the formalism for the (artificial) Kohn-Sham model for a finite system of $N_{\mathrm{el}}$ electrons on the unit cell $\Gamma$ with periodic boundary conditions. This is distinct from the more physical periodic Kohn-Sham problem for an infinite crystal with $N_{\mathrm{el}}$ electrons by unit cell, which is usually treated by using the Bloch theorem. Practical computations are performed for the latter model using Monkhorst-Pack Brillouin zone sampling [22] (see also [6] for a mathematical analysis of this method). The mathematical framework is very similar, with additional sums over $k$ points.

At the continuous level, a Kohn-Sham state is described by a density matrix $\gamma$, a rank- $N_{\text {el }}$ orthogonal projector acting on the space $L_{\#}^{2}$ of square integrable periodic functions. Ignoring constant terms modeling interactions between ions (i.e. atomic nuclear and frozen core electrons), the Kohn-Sham energy of $\gamma$ is given by $E^{\mathrm{KS}}(\gamma)=$ $\operatorname{Tr}\left(h_{0} \gamma\right)+E^{\mathrm{Hxc}}\left(\rho_{\gamma}\right)$ (the superscript Hxc stands for Hartree-exchange-correlation), with

$$
h_{0}=-\frac{1}{2} \Delta+v_{\mathrm{loc}}+v_{\mathrm{nloc}}, \quad E^{\mathrm{Hxc}}(\rho)=\frac{1}{2} \int_{\Gamma}\left(\rho V_{\mathrm{H}}(\rho)(x)+e_{\mathrm{xc}}(\rho(x))\right) \mathrm{d} x .
$$

In the above expressions, $\rho_{\gamma}$ is the density associated with the trace-class operator $\gamma$ (formally $\rho_{\gamma}(x)=\gamma(x, x)$ where $\gamma\left(x, x^{\prime}\right)$ is the integral kernel of $\left.\gamma\right), e_{\mathrm{xc}}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ a given exchange-correlation energy, and $V_{\mathrm{H}}(\rho)$ the Hartree potential, defined as the unique periodic solution with zero mean of the Poisson equation $-\Delta V_{\mathrm{H}}(\rho)=4 \pi\left(\rho-f_{\Gamma} \rho\right)$. Here, we ignore spin for simplicity; in practice however, spin is taken into account by multiplying by 2 the density (for spin-unpolarized systems) and modifying $h_{0}$ accordingly. In the pseudopotential approximation that we use in our numerical results, $v_{\text {loc }}$ is a local potential given by

$$
\begin{equation*}
\forall x \in \mathbb{R}^{3}, \quad V_{\mathrm{loc}}(x):=\sum_{R \in \mathcal{R}} \sum_{j=1}^{N_{\mathrm{at}}} v_{\mathrm{loc}}^{j}\left(x-\left(X_{j}+R\right)\right), \tag{17}
\end{equation*}
$$

and $v_{\text {nloc }}$ a nonlocal potential in Kleinmann-Bylander [17] form given by

$$
\begin{equation*}
V_{\mathrm{nloc}}:=\sum_{R \in \mathcal{R}} \sum_{j=1}^{N_{\mathrm{at}}} \sum_{a, b=1}^{n_{\mathrm{proj}, j}}\left|p_{a}^{j}\left(\cdot-\left(X_{j}+R\right)\right)\right\rangle C_{a b}^{j}\left\langle p_{b}^{j}\left(\cdot-\left(X_{j}+R\right)\right)\right|, \tag{18}
\end{equation*}
$$

where $N_{\text {at }}$ is the number of atoms in $\Gamma$, the $X_{j}$ 's are the positions of the atoms inside the unit cell $\Gamma, v_{\text {loc }}^{j}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is a local radial potential, $n_{\text {proj }, j}$ denotes the number of projectors for atom $j$, and the $p_{a b}^{j}: \mathbb{R}^{3} \rightarrow \mathbb{C}$ are given smooth functions. We use in particular the Goedecker-Teter-Hutter (GTH) pseudopotentials [12, 14] whose functional forms for the $v_{\mathrm{loc}}^{j}$ and $p_{a b}^{j}$ are analytic ( $v_{\mathrm{loc}}^{j}$ is a radial Gaussian function multiplied by a radial polynomial, and $p_{a b}^{j}$ is a radial Gaussian function multiplied by a solid spherical harmonics).

The Kohn-Sham Hamiltonian associated to a density matrix $\gamma$ is given by

$$
h_{\gamma}=h_{0}+V_{\mathrm{H}}\left(\rho_{\gamma}\right)+e_{\mathrm{xc}}^{\prime}\left(\rho_{\gamma}\right),
$$

where $V_{\mathrm{H}}\left(\rho_{\gamma}\right)$ and $e_{\mathrm{xc}}^{\prime}\left(\rho_{\gamma}\right)$ are interpreted as local (multiplication) operators. Similarly, we have

$$
D_{\gamma}^{2}\left(E^{\mathrm{Hxc}}\left(\rho_{\gamma}\right)\right) \cdot Q=V_{\mathrm{H}}\left(\rho_{Q}\right)+e_{\mathrm{xc}}^{\prime \prime}\left(\rho_{\gamma}\right) \rho_{Q}
$$

3.2. Discretization. For each vector $G$ of the reciprocal lattice $\mathcal{R}^{*}$, we denote by $e_{G}$ the Fourier mode with wave-vector $G$ :

$$
\forall x \in \mathbb{R}^{3}, \quad e_{G}(x):=\frac{1}{\sqrt{|\Gamma|}} \exp (\mathrm{i} G \cdot x)
$$

where $|\Gamma|$ is the Lebesgue measure of the unit cell $\Gamma$. The family $\left(e_{G}\right)_{G \in \mathcal{R}^{*}}$ is an orthonormal basis of $\mathrm{L}_{\#}^{2}$, the space of locally square integrable $\mathcal{R}$-periodic functions (and an orthogonal basis of the $\mathcal{R}$-periodic Sobolev space $\mathrm{H}_{\#}^{s}$, endowed with its usual inner product, for any $\left.s \in \mathbb{R}\right)$. In the so-called plane-wave discretization methods, the Kohn-Sham model is discretized using the finite-dimensional approximation spaces

$$
\mathcal{X}_{E_{\mathrm{cut}}}:=\operatorname{Span}\left\{e_{G},\left.G \in \mathcal{R}^{*}\left|\frac{1}{2}\right| G\right|^{2} \leqslant E_{\mathrm{cut}}\right\},
$$

where $E_{\text {cut }}>0$ is a given energy cut-off chosen by the user.
The connection with the formalism introduced in Section 2 is the following:

- we choose a large reference energy cut-off $E_{\text {cut,ref }}$ and set

$$
\mathcal{N}:=\operatorname{dim}\left(\mathcal{X}_{E_{\text {cut,ref }}}\right)=\#\left\{\left.G \in \mathcal{R}^{*}\left|\frac{1}{2}\right| G\right|^{2} \leqslant E_{\text {cut,ref }}\right\}
$$

- we identify $\mathcal{X}_{E_{\text {cut,ref }}}$ with $\mathbb{C}^{\mathcal{N}}$ by labelling the reciprocal lattice vectors from 1 to $\mathcal{N}$ in such a way that for all $1 \leqslant i<j \leqslant \mathcal{N},\left|G_{i}\right| \leqslant\left|G_{j}\right| ;$
- the set of rank- $N_{\text {el }}$ orthogonal projectors $\gamma$ on $\mathrm{L}_{\#}^{2}$ such that $\operatorname{Ran}(\gamma) \subset \mathcal{X}_{E_{\text {cut,ref }}}$ can then be identified with the manifold $\mathcal{M}_{\mathcal{N}}$ defined in (3) through the mapping

$$
\gamma=\sum_{i, j=1}^{\mathcal{N}} P_{i j}\left|e_{G_{i}}\right\rangle\left\langle e_{G_{j}}\right|
$$

- the noninteracting Hamiltonian matrix $H_{0} \in \mathbb{C}^{\mathcal{N} \times \mathcal{N}}$ has entries

$$
\left[H_{0}\right]_{i j}=\left\langle e_{G_{i}}\right| h_{0}\left|e_{G_{j}}\right\rangle_{\mathrm{L}_{\#}^{2}},
$$

and the nonlinear component of the energy $E_{\mathrm{nl}}: \mathcal{H} \rightarrow \mathbb{R}$ is any $C^{2}$-extension of the function defined on $\mathcal{M}_{\mathcal{N}}$ by

$$
E_{\mathrm{nl}}(P)=E^{\mathrm{Hxc}}\left(\rho_{P}\right) \quad \text { where } \quad \rho_{P}(x)=|\Gamma|^{-1 / 2} \sum_{i, j=1}^{\mathcal{N}} P_{i j} e_{G_{j}-G_{i}}(x)
$$

The entries of the core Hamiltonian matrix can be computed explicitly:

$$
\begin{gathered}
{\left[H_{0}\right]_{i j}=\frac{\left|G_{i}\right|^{2}}{2} \delta_{i, j}+\left[V_{\text {loc }}\right]_{i j}+\left[V_{\text {nloc }}\right]_{i j}} \\
\text { with }\left[V_{\text {loc }}\right]_{i j}=\left\langle e_{G_{i}}\right| V_{\text {loc }}\left|e_{G_{j}}\right\rangle_{\mathrm{L}_{\#}^{2}} \quad \text { and } \quad\left[V_{\text {nloc }}\right]_{i j}=\left\langle e_{G_{i}}\right| V_{\text {nloc }}\left|e_{G_{j}}\right\rangle_{\mathrm{L}_{\#}^{2}}
\end{gathered}
$$

where the above inner products can be computed exactly through the Fourier transforms of the $v_{\text {loc }}^{j}$ and $p_{a b}^{j}$ (known exactly for GTH pseudopotentials). Note also that the density $\rho_{P}$ can be expanded on a finite number of Fourier modes and can therefore be easily stored in memory. Since the Poisson equation is trivially solvable in the planewave basis, this enables the exact computation of the Hartree energy. The exchange-correlation energy however cannot be computed explicitly, and is approximated using numerical quadrature. In all the numerical results, we select the parameters of this numerical quadrature such that it does not affect too much the results, see Remark 5.
3.3. Forces. The total ground-state energy depends on the atomic positions $\mathfrak{X}=\left(X_{j}\right)_{1 \leqslant j \leqslant N_{\mathrm{at}}}$ both explicitly (ionion interaction energy and ion-electron interaction potentials $V_{\text {loc }}$ and $V_{\text {nloc }}$ ) and through the fact that the solution $P_{*}$ depends on $\mathfrak{X}$ :

$$
\mathcal{E}(\mathfrak{X})=E\left(\mathfrak{X}, P_{*}(\mathfrak{X})\right) .
$$

The force acting on atom $j$ is defined as $F_{j}(\mathfrak{X})=-\nabla_{X_{j}} \mathcal{E}(\mathfrak{X})$. Because of the Hellman-Feynman theorem, the term involving the derivative of $P_{*}$ with respect to $X_{j}$ vanishes[21], and the final result is

$$
\begin{equation*}
F_{j}=-\operatorname{Tr}\left(\left(\nabla_{X_{j}}\left(V_{\mathrm{loc}}+V_{\mathrm{nloc}}\right)\right) P_{*}\right) . \tag{19}
\end{equation*}
$$

This involves the partial derivatives of the matrix elements of $V_{\text {loc }}+V_{\text {nloc }}$ with respect to the atomic positions, which can be computed analytically from (17) and (18).
3.4. Numerical setup. For all the computations and examples on silicon, we use the DFTK software [16] within the LDA approximation, with Teter 93 exchange-correlation functional [12] and a $2 \times 2 \times 2 k$-point grid, and a reference solution computed with $E_{\text {cut,ref }}=125 \mathrm{Ha}$, to which we compare results obtained with smaller $E_{\text {cut }}$ 's. We use the usual periodic lattice for the FCC phase of silicon, with lattice constant $a=10.26$ Bohrs, close to the equilibrium configuration. Note that the discretization grid of the Brillouin zone is not fine enough to have fully converged results, but is still sufficient to illustrate our points.

The two atoms of silicon inside a cell are placed at first at their equilibrium positions with fractional coordinates $\left(-\frac{1}{8},-\frac{1}{8},-\frac{1}{8}\right)$ and $\left(\frac{1}{8}, \frac{1}{8}, \frac{1}{8}\right)$, and then the second one is slightly displaced by $\frac{1}{15}(0.24,-0.33,0.12)$ to get nonzero interatomic forces.

The discretized Kohn-Sham equations are solved by a standard SCF procedure. The main computational bottleneck is the partial diagonalization of the mean-field Hamiltonian at each SCF step. This is done using an iterative eigenvalue solver, which only requires applying mean-field Hamiltonian matrices to a set of $N_{\text {el }}$ trial orbitals and simple operations on vectors. In a plane-wave basis set of size $N_{b}$, the former operation can be done efficiently through the use of the fast Fourier transform for a total cost of $O\left(N_{\mathrm{el}} N_{b}\left(\log N_{b}+\sum_{j} n_{\mathrm{proj}, j}\right)\right)$. We refer to [21] for more details. The application of the super-operators $\boldsymbol{\Omega}$ and $\boldsymbol{K}$ to a set of $N_{\text {el }}$ orbital variations (see (13)) involves additional linear algebra operations, for an additional cost of $O\left(N_{\mathrm{el}}{ }^{2}\left(N_{b}+N_{\mathrm{el}}\right)\right)$.

## 4. A first error bound using linearization

Now that the mathematical and numerical frameworks are laid down, we turn to the estimation of the error between the reference solution computed with a large energy cut-off $E_{\text {cut,ref }}$ and approximations thereof. We first start by deriving a linearization estimate and illustrating numerically its applicability. We then propose a very coarse bound on the error on the density matrix and the forces, based on the (expensive) evaluation of an operator norm. We will show in the next section how to improve this bound.
4.1. Linearization in the asymptotic regime. We assume that $P_{*}$ is a nondegenerate local minimizer of $E$ in the sense that there exists $\eta>0$ such that $\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*} \geqslant \eta$ on the tangent space $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$. This implies in particular that $\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}$ is invertible on the invariant subspace $\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}$.

Recall that for any trial density matrix $P \in \mathcal{M}_{\mathcal{N}}$, the residual of the problem is

$$
R(P)=\mathbf{\Pi}_{P} H(P)=[P,[P, H(P)]] \in \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}
$$

so that $R$ defines a smooth vector field on $\mathcal{M}_{\mathcal{N}}$ (a section of the tangent bundle $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ ) which vanishes at $P_{*}$. For $P \in \mathcal{M}_{\mathcal{N}}$ in the vicinity of $P_{*}$, we have

$$
\begin{equation*}
P-P_{*}=\boldsymbol{\Pi}_{P_{*}}\left(P-P_{*}\right)+O\left(\left\|P-P_{*}\right\|_{\mathrm{F}}^{2}\right)=\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)+O\left(\left\|P-P_{*}\right\|_{\mathrm{F}}^{2}\right) . \tag{20}
\end{equation*}
$$

If follows from the definitions (9) of $\boldsymbol{\Omega}(P)$ and $\boldsymbol{K}(P)$, the optimality condition $R\left(P_{*}\right)=0$, and the above expansions that for all $P \in \mathcal{M}_{\mathcal{N}}$ close enough to $P_{*}$,

$$
\begin{aligned}
R(P) & =\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right) \boldsymbol{\Pi}_{P_{*}}\left(P-P_{*}\right)+O\left(\left\|P-P_{*}\right\|_{\mathrm{F}}^{2}\right) \\
& =(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P)) \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)+O\left(\left\|P-P_{*}\right\|_{\mathrm{F}}^{2}\right)
\end{aligned}
$$

By continuity, $\boldsymbol{\Omega}(P)+\boldsymbol{K}(P) \geqslant \frac{\eta}{2}$ on the tangent space $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ for $P \in \mathcal{M}_{\mathcal{N}}$ close enough to $P_{*}$, so that the restriction of the super-operator $\boldsymbol{\Omega}(P)+\boldsymbol{K}(P)$ to the invariant subspace $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ is self-adjoint and invertible. Using again (20) and the fact that $R(P) \in \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$, we obtain

$$
\begin{equation*}
P-P_{*}=\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} R(P)+O\left(\left\|P-P_{*}\right\|_{\mathrm{F}}^{2}\right) \tag{21}
\end{equation*}
$$

This error-residual equation is the analog in our case of the linearization (1), which identifies the super-operator $\boldsymbol{\Omega}(P)+\boldsymbol{K}(P)$ as the fundamental object in our study.

Based on this expansion, we can formulate the Newton algorithm to solve the equation $R\left(P_{*}\right)=0$ :

$$
P^{k+1}=\mathfrak{R}_{P^{k}}\left(P^{k}-\left(\boldsymbol{\Omega}^{k}+\boldsymbol{K}^{k}\right)^{-1} R\left(P^{k}\right)\right)
$$

where $\boldsymbol{\Omega}^{k}:=\left.\boldsymbol{\Omega}\left(P^{k}\right)\right|_{\mathcal{T}_{P_{k}} \mathcal{M}_{\mathcal{N}}}$ and $\boldsymbol{K}^{k}:=\left.\boldsymbol{K}\left(P^{k}\right)\right|_{\mathcal{T}_{P_{k}} \mathcal{M}_{\mathcal{N}}}$ and $\mathfrak{R}$ is a suitable retraction on $\mathcal{M}_{\mathcal{N}}$. A possible retraction is given in [7]. This Newton algorithm is expensive in practice, as it requires to solve iteratively a linear system; the cost of a Newton step is comparable to that of a full self-consistent field cycle. It is however a useful theoretical tool, and a starting point for further analysis and approximations.

To check the validity of the linearization (21), we focus on three quantities of interest: the ground state energy, the ground-density density, and the interatomic forces acting on the two atoms in $\Gamma$. The reference values $E_{*}, \rho_{*}$ and $F_{*}$ of these QoIs are those obtained with the very large energy cut-off $E_{\text {cut,ref }}=125 \mathrm{Ha}$, defining a "fine grid" in real space via the discrete Fourier transform. For $E_{\text {cut }}<E_{\text {cut,ref }}$ defining a "coarse grid" in real space, we compute two approximations of the three QoIs:
(1) $E_{\mathrm{SCF}}, \rho_{\mathrm{SCF}}$ and $F_{\mathrm{SCF}}$ denote the approximations obtained from the variational solution of the Kohn-Sham problem on the coarse grid;
(2) $E_{\text {Newton }}, \rho_{\text {Newton }}$ and $F_{\text {Newton }}$ denote the ones computed from the Kohn-Sham state obtained by one Newton step on the fine grid, starting from the variational solution of the Kohn-Sham problem on the coarse grid.
The errors between these approximations and the reference values are plotted in Figure 1 as functions of $E_{\text {cut }}$. The errors on the ground-state density are measured with the $\mathrm{L}_{\#}^{2}$ metric, while the errors on the forces are measured with the Euclidean metric on $\mathbb{R}^{3 \times 2}$.

For the simple case of a silicon crystal at the LDA level of theory, the linearization works very well, even for very small values of $E_{\text {cut }}$ 's of the order of 5 Ha . Indeed the Kohn-Sham ground-state obtained by variational approximation on a coarse grid is significantly improved by one Newton step: the errors on the QoIs obtained with the latter are orders of magnitude smaller than the ones obtained with the former. This means that if $P$ is the variational solution on the coarse grid, $P-\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} R(P)$ is a much better approximation of $P_{*}$ (for the metrics adapted to the chosen three QoIs).


Figure 1 - Errors for the ground-state energy, ground-state density and interatomic forces for Si as a function of $E_{\text {cut }}$, for both the variational solution of the Kohn-Sham problem on the coarse grid defined by $E_{\text {cut }}$ (solid line) and the post-processed solution obtained with one Newton step on the fine grid (dashed line). This shows that the linearization approximation is excellent, even for energy cut-offs as low as $E_{\text {cut }}=5 \mathrm{Ha}$.
4.2. A simple error bound based on operator norms. From (21) one can extract an error bound:

$$
\begin{equation*}
\left\|P-P_{*}\right\| \approx\left\|\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\| \leqslant\left\|\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1}\right\|_{\mathrm{op}}\|R(P)\| \quad(+ \text { h.o.t. }) \tag{22}
\end{equation*}
$$

where $\|\cdot\|_{\text {op }}$ is the (super-) operator norm associated with the chosen norm $\|\cdot\|$ on $\mathcal{H}$. This bound is not guaranteed, but the results in Figure 1 suggest that it is very close to be. Guaranteeing this bound could be done, provided that one could bound the higher-order terms rigorously [28]; this is an interesting prospect, but lies outside the scope of this paper. To test the accuracy of this bound for a specific norm on $\mathcal{H}$, we would need to estimate the corresponding operator norm of the Hermitian operator $\left((\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1}$ for all the $P$ 's we are considering. In order to lower the computational burden, we consider instead the bound

$$
\begin{equation*}
\left\|P-P_{*}\right\| \leqslant\left\|\left(\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1}\right\|_{\mathrm{op}}\|R(P)\| \quad \text { (+ h.o.t.) } \tag{23}
\end{equation*}
$$

We can consider that the bounds (22) and (23) are almost equivalent since the results obtained in the previous section show that we are in the linear regime even for the lowest values of $E_{\text {cut }}$ used in practice. The operator $\left(\boldsymbol{\Omega}_{*}+\right.$ $\left.\boldsymbol{K}_{*}\right)\left.\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}$ is Hermitian for the Frobenius inner product and, thus, the operator norm $\left\|\left(\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1}\right\|_{\text {op }}$ corresponding to the Frobenius norm on $\mathcal{H}$ is equal to the inverse of the smallest eigenvalue of $\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}$. Standard iterative eigenvalue solvers for Hermitian operators can be used to compute this eigenvalue. We use here the LOBPCG algorithm [18].

We can see on Figure 2 (left panel) that when choosing the Frobenius norm on $\mathcal{H}$, the bound (23) leads to very crude error estimates: the error is overestimated by several orders of magnitude, and the bound becomes worse and worse as $E_{\text {cut }}$ increases. This issue is well-known in the analysis of partial differential equations, where $\mathrm{L}^{2}$-type norms are not the natural ones to measure the error on the solution or the residual. Instead, for the Kohn-Sham equations and other second-order elliptic problems, it is more relevant to measure the error $P-P_{*}$ in $\mathrm{H}^{1}$-type Sobolev norms (energy norms) and the residual $R(P)$ in $\mathrm{H}^{-1}$-type Sobolev norms (dual norms). The linear operator linking the two quantities (here $\left.\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{T_{P} \mathcal{M}_{\mathcal{N}}}\right)$ is then expected to be a bounded isomorphism from the state error to the residual space for these norms. This suggests adapting the metrics on the tangent space $T_{P} \mathcal{M}_{\mathcal{N}}$ in which we measure the error $P-P_{*}$ (or more precisely the leading term $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ ) on the one hand, and the residual $R(P)$ on the other hand. Similar considerations lead to the "kinetic energy preconditioning" used in practical computations [24]. Using the super-operator $\boldsymbol{M}$ on $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ introduced in (16) with $T_{i}$ the diagonal operator on $\mathbb{C}^{\mathcal{N}}$ representing the operator $-\frac{1}{2} \Delta+t_{i}$ where $t_{i}=\frac{1}{2}\left\|\nabla \phi_{i}\right\|_{\mathrm{L}_{\#}^{2}}^{2}$ (kinetic energy of the $i^{\text {th }}$ orbital), we obtain the bound

$$
\begin{equation*}
\left\|\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathrm{F}} \leqslant\left\|\boldsymbol{M}^{1 / 2}\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}^{1 / 2}\right\|_{\mathrm{op}}\left\|\boldsymbol{M}^{-1 / 2} R(P)\right\|_{\mathrm{F}} \tag{24}
\end{equation*}
$$

Here also, we lower the computational burden by replacing the first term in the RHS by the asympotically equal quantity $\left\|\boldsymbol{M}_{*}^{1 / 2}\left(\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}_{*}^{1 / 2}\right\|_{\text {op }}$. The results are shown in Figure 2 (central panel). This time, the curves are almost parallel: the gap does not widen as $E_{\text {cut }}$ increases. However, the bound is still an overestimate by more than one order of magnitude. This is due to the fact that

$$
\left\|\boldsymbol{M}_{*}^{1 / 2}\left(\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}_{*}^{1 / 2}\right\|_{\mathrm{op}} \approx 13.17
$$

for this system, while the residual $R(P)$ is supported only on high-frequency Fourier modes, on which the operator $\boldsymbol{M}^{1 / 2}\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}^{1 / 2}$ is close to identity. The latter statement is supported by Proposition 1 in the appendix (see also the result [4, Proposition 5.10] concerning the linear setting). Thus, $\left\|\boldsymbol{M}^{-1 / 2} \boldsymbol{\Pi}_{P} R(P)\right\|_{\mathrm{F}}$ is a good approximation of $\left\|\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathrm{F}}$, as shown on Figure 2 (central panel).

$\vdash \quad\left\|\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathrm{F}}$


Figure 2 - Error bounds for Si based on (23) and (24). Left: L ${ }^{2}$-norm; Center: $\mathrm{H}^{1}$-type norm; Right: relative error between $\boldsymbol{\Pi}_{P}(P-P *)$ and $\boldsymbol{M}^{-1} R(P)$. It holds $\left\|\left(\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1}\right\|_{\mathrm{op}} \approx 10.48$ and

$$
\left\|\boldsymbol{M}_{*}^{1 / 2}\left(\left.\left(\boldsymbol{\Omega}_{*}+\boldsymbol{K}_{*}\right)\right|_{\mathcal{T}_{P_{*}} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}_{*}^{1 / 2}\right\|_{\mathrm{op}} \approx 13.17 .
$$

4.3. Error bounds on QoIs and applications to interatomic forces. Consider now a quantity of interest characterized by the smooth observable $A: \mathcal{M}_{\mathcal{N}} \rightarrow \mathcal{G}$, where $\mathcal{G}$ is a normed vector space (in particular, $\mathcal{G}=\mathbb{R}$ for real QoIs such as the ground state energy, $\mathcal{G}=\mathbb{R}^{3 N_{\text {at }}}$ for interatomic forces, and, e.g., $\mathcal{G}=\mathrm{L}_{\#}^{2}$ for the ground-state densities). For such a QoI, there holds for $P \in \mathcal{M}_{\mathcal{N}}$ in the vicinity of $P_{*}$,

$$
\begin{equation*}
A(P)-A\left(P_{*}\right)=\mathrm{d} A(P) \cdot\left(\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right)+\text { h.o.t. } \tag{25}
\end{equation*}
$$

where $\mathrm{d} A(P) \in \mathcal{L}\left(\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} ; \mathcal{G}\right)$ is the derivative of $A$ at $P$. We thus obtain the bound

$$
\begin{equation*}
\left\|A(P)-A\left(P_{*}\right)\right\|_{\mathcal{G}} \leqslant\|\mathrm{d} A(P)\|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} \rightarrow \mathcal{G}}\left\|\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}} \quad \text { (+ h.o.t.). } \tag{26}
\end{equation*}
$$

for given norms $\|\cdot\|_{\mathcal{G}}$ and $\|\cdot\|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}$ on $\mathcal{G}$ and $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ respectively, and associated operator norm $\|\cdot\|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} \rightarrow \mathcal{G}}$ on $\mathcal{L}\left(\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}} ; \mathcal{G}\right)$.

Let us start with the simple case of the component of the force on atom $j$ along the direction $\alpha$ due to the local part of the pseudopotential. Since this QoI is scalar, we have $\mathcal{G}=\mathbb{R}$. Using (19), we get

$$
F_{j, \alpha}^{\mathrm{loc}}(P)=-\operatorname{Tr}\left(\frac{\partial V_{\mathrm{loc}}}{\partial X_{j, \alpha}} P\right) .
$$

Thus (26) becomes, using the Frobenius norm on $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$,

$$
\begin{equation*}
\left|F_{j, \alpha}^{\mathrm{loc}}(P)-F_{j, \alpha}^{\mathrm{loc}}\left(P_{*}\right)\right| \leqslant\left\|\boldsymbol{\Pi}_{P} \frac{\partial V_{\mathrm{loc}}}{\partial X_{j, \alpha}}\right\|_{\mathrm{F}}\left\|\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathrm{F}} \quad(+ \text { h.o.t. }), \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\Pi}_{P} \frac{\partial V_{\text {loc }}}{\partial X_{j, \alpha}} \simeq_{\Phi}\left(1-\Phi \Phi^{*}\right)\left(\frac{\partial V_{\text {loc }}}{\partial X_{j, \alpha}} \Phi\right) . \tag{28}
\end{equation*}
$$

We plot in Figure 3 (left panel) the bound (27). The latter is pessimistic by more than three orders of magnitude, and its relative accuracy gets worse and worse as the cut-off energy increases. It follows that combining (27) with (22) to obtain an end-to-end bound on $F_{j}(P)-F_{j}\left(P_{*}\right)$ from $R(P)$ would yield an extremely inaccurate error bound, by as much as six orders of magnitude. Playing with the metric as in (24) would help, but not solve this issue.


Figure 3 - Silicon. (Left panel) Inaccurate error bound (27) for the component of the force on atom $j=1$ along direction $\alpha=(1,0,0)$ due to the local part of the pseudopotential. (Right panel) Approximation of $\left|F(P)-F\left(P_{*}\right)\right|$ obtained by dropping the h.o.t. in the generic formula (25) and applying the derivative $\mathrm{d} F(P)$ either to the actual error $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ or the preconditioned residual $\boldsymbol{M}^{-1} R(P)$. The approximation $\mathrm{d} F(P) \cdot\left(\Pi_{P}\left(P-P_{*}\right)\right)$ matches asymptotically the error $F(P)-F\left(P_{*}\right)$, validating again the rapid establishment of the linear regime. On the other hand, the approximation $\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)$ does not match asymptotically.

The bound (27) using the operator norm of $\mathrm{d} A(P)$ being very inaccurate, we tested another approach consisting in using directly (25) to evaluate the error on the QoI by applying the derivative $\mathrm{d} A(P)$ to a computable approximation of $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$. Relying on the results in the previous section showing that $\boldsymbol{M}^{-1 / 2} R(P)$ is a good approximation of $\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ in Frobenius norm, it is tempting to replace $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ by $\boldsymbol{M}^{-1} R(P)$ in (25) and approximate $F(P)-F\left(P_{*}\right)$ by $\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)$, this approximation being justified by Figure 2 (right panel). Indeed the continuous counterpart of the asymptotic equivalence between $\boldsymbol{M}^{-1 / 2} R(P)$ and $\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ for the Frobenius ( $\mathrm{L}^{2}$-type) norm is that the preconditioned residual and the error on the density matrix are asymptotically equivalent
in $\mathrm{H}^{1}$-type norms, while the derivative of the interatomic forces observable is continuous on $\mathrm{H}^{1}$-type spaces. This idea is tested in Figure 3 (right panel). However, this leads to an underestimation of the error, although by a small factor. The reason is that even if $P-P_{*}$ and $M^{-1} R(P)$ do match asymptotically for the suitable norms, this is not the case for $\mathrm{d} F(P) \cdot\left(\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right)$ and $\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)$ for reasons made clear in the next section.

Remark 2. In our simulations, the computation of $\mathrm{d} A(P) \cdot X$ for $X \in \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ is performed by forward-mode automatic differentiation using the ForwardDiff.jl Julia package [27].

## 5. Improved error bounds based on frequencies splitting

5.1. Spectral decomposition of the error. In the previous section, we saw that even if $\Pi_{P}\left(P-P_{*}\right)$ and $\boldsymbol{M}^{-1} R(P)$ are asymptotically equivalent in suitable norms, replacing the former by the latter in (25) when $A=F$ (interatomic forces) results in a large error, even in the asymptotic regime.

To analyze this issue, we use the decomposition

$$
\begin{equation*}
\mathcal{X}_{E_{\mathrm{cut}, \mathrm{ref}}}=\mathcal{X}_{E_{\mathrm{cut}}} \oplus \mathcal{X}_{E_{\mathrm{cut}}}^{\perp} . \tag{29}
\end{equation*}
$$

Since $\mathcal{X}_{E_{\text {cut }}}=\operatorname{Span}\left(e_{G}, \frac{|G|^{2}}{2} \leqslant E_{\text {cut }}\right)$ and $\mathcal{X}_{E_{\text {cut }}}^{\perp}=\operatorname{Span}\left(e_{G}, E_{\text {cut }}<\frac{|G|^{2}}{2} \leqslant E_{\text {cut,ref }}\right)$, (29) corresponds to a low vs high frequency splitting. Using the identification of $\mathcal{X}_{E_{\text {cut,ref }}} \equiv \mathbb{C}^{\mathcal{N}}$ introduced in subsection 3.2, (29) boils down to decomposing $\mathbb{C}^{\mathcal{N}}$ as

$$
\mathbb{C}^{\mathcal{N}}=\mathcal{X} \oplus \mathcal{X}^{\perp} \quad \text { with } \quad \mathcal{X}=\binom{\mathbb{C}^{N_{b}}}{0_{\mathbb{C}^{\mathcal{N}-N_{b}}}} \quad \text { and } \quad \mathcal{X}^{\perp}=\binom{0_{\mathbb{C}^{N_{b}}}}{\mathbb{C}^{\mathcal{N}-N_{b}}}
$$

Let $\Phi \in \mathbb{C}^{\mathcal{N}} \times N_{\text {el }}$ be such that $\Phi^{*} \Phi=I_{N_{\mathrm{el}}}$ and $P=\Phi \Phi^{*} \in \mathcal{M}_{\mathcal{N}}$. Combining the identification $\mathcal{X}_{E_{\text {cut,ref }}} \equiv \mathbb{C}^{\mathcal{N}}$ described above with the relation (11) identifying a matrix $X$ of the tangent space $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ with a collection $\Xi=\left(\xi_{1}|\cdots| \xi_{N_{\mathrm{el}}}\right) \in \mathbb{C}^{\mathcal{N}} \times N_{\mathrm{el}}$ of orbital variations such that $\Phi^{*} \Xi=0$, the decomposition (29) induces a decomposition of the tangent space $\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ into two orthogonal subspaces $\Pi_{E_{\text {cut }}} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ and $\Pi_{E_{\text {cut }}}^{\perp} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ (for the Frobenius inner product):

$$
\begin{aligned}
& \boldsymbol{\Pi}_{E_{\mathrm{cut}}}\left(\sum_{i=1}^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle\xi_{i}\right|+\left|\xi_{i}\right\rangle\left\langle\phi_{i}\right|\right):=\sum_{i=1}^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle\Pi_{\mathcal{X}} \xi_{i}\right|+\left|\Pi_{\mathcal{X}} \xi_{i}\right\rangle\left\langle\phi_{i}\right|, \\
& \boldsymbol{\Pi}_{E_{\mathrm{cut}}}^{\perp}\left(\sum_{i=1}^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle\xi_{i}\right|+\left|\xi_{i}\right\rangle\left\langle\phi_{i}\right|\right):=\sum_{i=1}^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle\Pi_{\mathcal{X}}^{\perp} \xi_{i}\right|+\left|\Pi_{\mathcal{X}}^{\perp} \xi_{i}\right\rangle\left\langle\phi_{i}\right|,
\end{aligned}
$$

where $\Pi_{\mathcal{X}}$ is the orthogonal projector on $\mathcal{X}$ (for the canonical inner product of $\mathbb{C}^{\mathcal{N}}$ ) and $\Pi_{\mathcal{X}}^{\perp}=1-\Pi_{\mathcal{X}}$. If $P$ solves the minimization problem (4), we infer from the first-order optimality conditions that the residual $R(P)$ is orthogonal to $\Pi_{E_{\text {cut }}} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$, meaning that the vectors $r_{i}(P)$ such that

$$
R(P)=\sum_{i=1}^{N_{\mathrm{el}}}\left|\phi_{i}\right\rangle\left\langle r_{i}(P)\right|+\left|r_{i}(P)\right\rangle\left\langle\phi_{i}\right|
$$

belong to $\mathcal{X}^{\perp}$. Note that in practice, this is not exactly true for the full Kohn-Sham model because of the numerical quadrature errors involved in the treatment of the exchange-correlation terms.

Now $P-P_{*} \approx\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} R(P)$ contains two components: one in $\boldsymbol{\Pi}_{E_{\text {cut }}} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ and one in $\boldsymbol{\Pi}_{E_{\text {cut }}}^{\perp} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$. In the high-frequency subspace $\boldsymbol{\Pi}_{E_{\text {cut }}}^{\perp} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$, the leading term in $\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}$ comes from the contribution of the Laplacian arising in the Hamiltonian $h_{0}$, which is well approximated by the superoperator $\boldsymbol{M}$. This claim is supported by Proposition 1, in which we prove in a simplified setting that $((\boldsymbol{\Omega}(P)+$ $\left.\boldsymbol{K}(P))\left.\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{\Pi}_{E_{\text {cut }}}^{\perp}$ is asymptotically equivalent to $\boldsymbol{M}^{-1} \boldsymbol{\Pi}_{E_{\text {cut }}}^{\perp}$.

This is what we observe in Figure 4 (central and right panels): if $P$ is the solution to (4), the residual $R(P)$ is supported in $\Pi_{E_{\text {cut }}}^{\perp} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ (up to numerical quadrature errors). In accordance with Proposition 1, the difference between the error $P-P_{*} \approx \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ and the preconditioned residual $\boldsymbol{M}^{-1} R(P)$ (Figure 5) is smaller in Frobenius norm than the preconditioned residual itself. This explains our observations in subsection 4.2 that $\left\|P-P_{*}\right\|_{\mathrm{F}}$ is well approximated by $\left\|\boldsymbol{M}^{-1} R(P)\right\|_{\mathrm{F}}$. However, this does not imply that $\mathrm{d} F(P) \cdot \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ is well-approximated by $\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)$. This is because the gradients $\nabla F_{j, \alpha}(P)$ are mostly supported on low frequencies, as illustrated in Figure 4 (left panel). Although the low-frequency contribution to the error $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$ is of smaller magnitude than the high-frequency contribution, its contribution to $\mathrm{d} F(P) \cdot\left(\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right)$ is very significant. The fact that
the low-frequency error is not captured at all by the purely high-frequency term $\boldsymbol{M}^{-1} R(P)$ is responsible for the poor approximation of the error $F(P)-F\left(P_{*}\right)$ by $\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)$.


Figure 4 - Fourier coefficients moduli in the orbital representation $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right) \simeq_{\Phi}\left(e_{i}\right)_{1 \leqslant i \leqslant N}$ and $\boldsymbol{M}^{-1} R(P) \simeq_{\Phi}\left(M_{i}^{-1} r_{i}\right)_{1 \leqslant i \leqslant N}$. (Left) Test function $(1-P) \frac{\partial V_{\text {loc }}}{\partial X_{j, \alpha}} \phi_{1}$ (see (28)).


Figure 5 - Fourier coefficients of the difference between the error $e_{1}$ and the preconditioned residual $M_{1}^{-1} r_{1}$, where $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right) \simeq_{\Phi}\left(e_{i}\right)_{1 \leqslant i \leqslant N}$ and $\boldsymbol{M}^{-1} R(P) \simeq_{\Phi}\left(M_{i}^{-1} r_{i}\right)_{1 \leqslant i \leqslant N}$. Low frequencies contribute greatly.

Now that we have understood the reason why it is not possible to approximate the error $F(P)-F\left(P_{*}\right)$ on the interatomic forces by the computable term $\mathrm{d} F(P) \cdot\left(M^{-1} R(P)\right)$, we propose in the next section a way to evaluate this error, based on the linearization (21) and the frequencies splitting we just introduced.
5.2. Improving the error estimation. We now decompose tangent vectors and operators according to the splitting $\Pi_{E_{\text {cut }}} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$ and $\Pi_{E_{\text {cut }}}^{\perp} \mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}$, which we respectively label by 1 and 2 for simplicity. In this way, the error-residual relationship can be written in concise form with obvious notation as

$$
\left[\begin{array}{ll}
(\boldsymbol{\Omega}+\boldsymbol{K})_{11} & (\boldsymbol{\Omega}+\boldsymbol{K})_{12} \\
(\boldsymbol{\Omega}+\boldsymbol{K})_{21} & (\boldsymbol{\Omega}+\boldsymbol{K})_{22}
\end{array}\right]\left[\begin{array}{l}
P_{1}-P_{* 1} \\
P_{2}-P_{* 2}
\end{array}\right]=\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right] .
$$

Recall that $\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}$ is only invertible at high cost as it is defined on the reference grid (this is equivalent to performing a Newton cycle on the reference grid). But we can make approximations to invert it only on the coarse grid $\mathcal{X}_{E_{\text {cut }}}$ and approximate the low frequencies error components. In the same spirit as for the perturbation-theory based post-processing method introduced in [5, 9] and the Feshbach-Schur method analyzed in [11], we make the following approximations:

$$
(\boldsymbol{\Omega}+\boldsymbol{K})_{21} \approx 0 \quad \text { and } \quad(\boldsymbol{\Omega}+\boldsymbol{K})_{22} \approx \boldsymbol{M}_{22}
$$

which yields

$$
\left[\begin{array}{cc}
(\boldsymbol{\Omega}+\boldsymbol{K})_{11} & (\boldsymbol{\Omega}+\boldsymbol{K})_{12} \\
0 & \boldsymbol{M}_{22}
\end{array}\right]\left[\begin{array}{c}
P_{1}-P_{* 1} \\
P_{2}-P_{* 2}
\end{array}\right]=\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]
$$

and therefore

$$
\begin{align*}
& P_{2}-P_{* 2} \approx \boldsymbol{M}_{22}^{-1} R_{2}  \tag{30}\\
& P_{1}-P_{* 1} \approx(\boldsymbol{\Omega}+\boldsymbol{K})_{11}^{-1}\left(R_{1}-(\boldsymbol{\Omega}+\boldsymbol{K})_{12} \boldsymbol{M}_{22}^{-1} R_{2}\right) \tag{31}
\end{align*}
$$

This requires only a single inexpensive computation on the fine grid. The main bottleneck is then to solve a linear system with operator $(\boldsymbol{\Omega}+\boldsymbol{K})_{11}$, which is as expensive as a full Newton step on the coarse grid $\mathcal{X}_{E_{\text {cut }}}$. Since $R_{1}=0$ when $P$ is the optimal Galerkin solution on $\mathcal{X}_{E_{\text {cut }}}$, we can understand the previous attempt to replace $P-P_{*}$ by $\boldsymbol{M}^{-1} R(P)$ as (30). Not neglecting $(\boldsymbol{\Omega}+\boldsymbol{K})_{12}$, in (31) gives rise to a correction on the coarse space also. We denote by $R_{\text {Schur }}(P)$ the new residual:

$$
R_{\text {Schur }}(P)=\left[\begin{array}{c}
(\boldsymbol{\Omega}+\boldsymbol{K})_{11}^{-1}\left(R_{1}-(\boldsymbol{\Omega}+\boldsymbol{K})_{12} \boldsymbol{M}_{22}^{-1} R_{2}\right) \\
\boldsymbol{M}_{22}^{-1} R_{2}
\end{array}\right]
$$

To illustrate the validity of these approximations, we plotted in Figure 6 the components of $r_{\text {Schur }}$, the orbital representation of $R_{\text {Schur }}$. We see that this time, the error is well approximated by (31) in the low-frequency space.



Figure 6 - Fourier coefficients of the new residual $r_{\text {Schur, } 1}$ and its comparison to the error $e_{1}$, where $\Pi_{P}\left(P-P_{*}\right) \simeq_{\Phi}\left(e_{i}\right)_{1 \leqslant i \leqslant N}$ and $R_{\text {Schur }}(P) \simeq_{\Phi}\left(r_{\text {Schur }, i}\right)_{1 \leqslant i \leqslant N}$. (Left) Components of the modified residual $r_{\text {Schur,1, }}$. (Right) Difference between the error and the new residual: low frequencies are better approximated (compare with Figure 5).

In Figure 7, we plot the differences

$$
\begin{aligned}
F_{\text {err }}-F_{*} & :=F(P)-\mathrm{d} F(P) \cdot\left(\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right)-F\left(P_{*}\right), \\
F_{\mathrm{res}}-F_{*} & :=F(P)-\mathrm{d} F(P) \cdot\left(\boldsymbol{M}^{-1} R(P)\right)-F\left(P_{*}\right), \\
F_{\text {Schur }}-F_{*} & :=F(P)-\mathrm{d} F(P) \cdot\left(R_{\text {Schur }}(P)\right)-F\left(P_{*}\right),
\end{aligned}
$$

in order to have a better estimation of the improvement on the estimation of the error. With the Schur complement method, the accuracy of the estimation is approximately improved by one order of magnitude.

Remark 3. The quantity $\mathrm{d} F(P) \cdot\left(R_{\text {Schur }}(P)\right)$ does not yield a guaranteed estimator of the error on the forces as it is obtained after several approximations and is only valid in the asymptotic regime. However, it can be computed for a cost comparable to the one of performing a SCF step on the same grid and can be used for two main purposes:

- as an error bound, as the error $F(P)-F\left(P_{*}\right)$ is reasonably well approximated by $\mathrm{d} F(P) \cdot\left(R_{\text {Schur }}(P)\right)$;
- as a more precise approximation of the QoI, as the forces $F_{j}(P)$ on atom $j$ obtained by a variational approximation on a coarse grid are improved by the post-processing $F_{j}(P) \mapsto F_{j}(P)-\mathrm{d} F_{j}(P) \cdot\left(R_{\text {Schur }}(P)\right)$.


Figure 7 - Comparison of the error $\left|F(P)-F\left(P_{*}\right)\right|$ with the error obtained by replacing $F(P)$ by $F(P)-$ $\mathrm{d} F(P) \cdot X$ where $X$ is either the exact error $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$, the preconditioned residual $\boldsymbol{M}^{-1} R(P)$ or the modified residual $R_{\text {Schur }}(P)$.

Remark 4. The main point in this work is the introduction of a coupling between the high-frequency components of the residual and the low-frequency components of the error. Once we have a new approximation of the error on the low frequencies, we can use it to enhance the approximation on the high frequencies, and so on and so forth: it will be better than just using the preconditioned residual. In the end, it is a matter of how much we are ready to pay to get enhanced precision.

## 6. Numerical examples with more complex systems

We perform the same simulations as for silicon, but for more complex systems, namely GaAs and $\mathrm{TiO}_{2}$. The calculations are still performed within the LDA approximation with GTH pseudopotentials and Teter 93 exchangecorrelation functional, with a $2 \times 2 \times 2 k$-point grid to discretize the Brillouin zone, and the reference solutions are obtained for $E_{\text {cut,ref }}=125 \mathrm{Ha}$. We describe here the numerical setting for both systems.
GaAs: We use the usual periodic lattice for the FCC phase of GaAs, with lattice constant 10.68 Bohrs, close to but not exactly at the equilibrium configuration in order to get nonzero forces. The Ga atom is placed at fractional coordinates $\left(\frac{1}{8}, \frac{1}{8}, \frac{1}{8}\right)$ and the As atom at fractional coordinates $\left(-\frac{1}{8},-\frac{1}{8},-\frac{1}{8}\right)$. The Ga atom is then displaced by $\frac{1}{10}(0.24,-0.33,0.12)$ to get nonzero forces.
$\mathbf{T i O}_{2}$ : We use the MP-2657 configuration in the primitive cell from the Materials Project [25]. We apply the small displacement $\frac{1}{5}(0.22,-0.28,0.35)$ to the equilibrium position of the Ti atom to get nonzero forces.
We plot in Figure 8 the energy, density and forces obtained after a Newton step on the fine grid starting from the variational solution on the coarse grid given by $E_{\text {cut }}$, for GaAs and $\mathrm{TiO}_{2}$. The fast establishment of the asymptotic regime is confirmed for the two new systems as, even for small $E_{\text {cut }}$ 's, the so-obtained QoIs are orders of magnitude more accurate than the ones obtained by the variational solution on the coarse grid.

We plot in Figure 9 the improvement of the estimation of the forces $F(P)-\mathrm{d} F(P) \cdot X$ where $X$ is either $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right), R(P)$ or $R_{\mathrm{Schur}}(P)$. Just as for silicon, the estimation is well improved with the modified residual $R_{\text {Schur }}$. Note that in the GaAs case, there is a plateau for high $E_{\text {cut }}$ 's. This phenomenon is explained in the remark below.

Remark 5. The plateau observed Figure 9 for GaAs comes from the numerical quadrature scheme used to compute the exchange-correlation energy and the corresponding matrix elements. In fact, we also observed such plateaus for silicon and $\mathrm{TiO}_{2}$ with the default quadrature scheme of DFTK, but these disappeared by using 8 times as many numerical quadrature points. With this more accurate numerical quadrature scheme, the plateau for GaAs is lower but still visible. It disappears when further increasing the number of quadrature points, at the price of longer computations.
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Figure 8 - Errors of some QoI as functions of $E_{\text {cut }}$ (reference solution is obtained with $E_{\text {cut,ref }}=125 \mathrm{Ha}$ ) for GaAS and $\mathrm{TiO}_{2}$. Solid lines: errors obtained with the variational solution in the space $\mathcal{X}_{E_{\text {cut }}}$. Dashed lines: errors obtained with one Newton step on the reference grid, starting from the variational solution in the space $\mathcal{X}_{E_{\text {cut }}}$. Left panel: energy, central panel: discrete $\mathrm{L}^{2}$ norm of the density, right panel: interatomic forces. To be compared with Figure 1.
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Figure 9 - Comparing the error $\left|F(P)-F\left(P_{*}\right)\right|$ to the improvement made when replacing $F(P)$ by $F(P)-\mathrm{d} F(P) \cdot X$ where $X$ is either the exact error $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right)$, the preconditioned residual $\boldsymbol{M}^{-1} R(P)$ or the modified residual $R_{\text {Schur }}(P)$. To be compared with Figure 7 .
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## Appendix A. Mathematical Justification

The purpose of this appendix is to explain mathematically in a simplified setting the observation in subsection 4.2 that $\left\|\boldsymbol{M}^{-1 / 2} \boldsymbol{\Pi}_{P} R(P)\right\|_{\mathrm{F}}$ was a good approximation of $\left\|\boldsymbol{M}^{1 / 2} \boldsymbol{\Pi}_{P}\left(P-P_{*}\right)\right\|_{\mathrm{F}}$. For this purpose, we work in a slightly different framework than the one we used in the rest of the paper, and consider the infinite-dimensional version of Problem (3) associated with the periodic Gross-Pitaevskii model in dimension $d \leqslant 3$, which reads as

$$
\begin{equation*}
E_{*}:=\min \left\{E(P), P \in \mathcal{M}_{\infty}\right\} \tag{32}
\end{equation*}
$$

with $\mathcal{M}_{\infty}:=\left\{P \in \mathcal{S}\left(\mathrm{~L}_{\#}^{2}\right) \mid P^{2}=P, \operatorname{Tr}(P)=1, \operatorname{Ran}(P) \subset \mathrm{H}_{\#}^{1}\right\}$ and $E(P):=\operatorname{Tr}((-\Delta+V) P)+\frac{1}{2} \int_{\Gamma} \rho_{P}^{2}$. Here $\mathcal{S}\left(\mathrm{L}_{\#}^{2}\right)$ denotes the space of self-adjoint operators on $\mathrm{L}_{\#}^{2}, V$ a given function of $\mathrm{L}_{\#}^{\infty}$, and $\rho_{P}$ the density of $P$. The condition $\operatorname{Ran}(P) \subset \mathrm{H}_{\#}^{1}$ ensures that both the linear and nonlinear terms in the energy functional $E(P)$ are well-defined and finite. It is convenient to rewrite (32) in the orbital framework. Any state $P \in \mathcal{M}_{\infty}$ is rank- 1 and such that $\operatorname{Ran}(P) \subset \mathrm{H}_{\#}^{1}$. It can therefore be represented by a function $\phi \in \mathrm{H}_{\#}^{1}$ such that $\|\phi\|_{\mathrm{L}_{\#}^{2}}=1$ through the relation $P=|\phi\rangle\langle\phi|$ (using Dirac's notation). The orbital formulation of problem (32) reads

$$
\begin{equation*}
E_{*}:=\min \left\{\mathcal{E}^{\mathrm{GP}}(\phi), \phi \in \mathrm{H}_{\#}^{1},\|\phi\|_{\mathrm{L}_{\#}^{2}}=1\right\} \tag{33}
\end{equation*}
$$

with $\mathcal{E}^{\mathrm{GP}}(\phi):=\int_{\Gamma}|\nabla \phi|^{2}+\int_{\Gamma} V|\phi|^{2}+\frac{1}{2} \int_{\Gamma}|\phi|^{4}$. It is well-known (see e.g. the Appendix of [1]) that the minimizer of (32) is unique, and that the set of solutions of (33) is $\left(e^{i \alpha} \phi_{*}\right)_{\alpha \in \mathbb{R}}$, where $\left(\lambda_{*}, \phi_{*}\right) \in \mathbb{R} \times \mathrm{H}_{\#}^{1}$ is the unique solution to

$$
\left\{\begin{array}{l}
-\Delta \phi_{*}+V \phi_{*}+\phi_{*}^{3}=\lambda_{*} \phi_{*}  \tag{34}\\
\left\|\phi_{*}\right\|_{L_{\#}^{2}}=1, \quad \phi_{*}>0 \text { on } \mathbb{R}^{d}
\end{array}\right.
$$

We consider the variational approximation of (32) in the finite dimensional space

$$
\mathcal{X}_{N}:=\operatorname{Span}\left(e_{G},|G|^{2} / 2 \leqslant N\right)
$$

corresponding to a plane-wave discretization with energy cut-off $E_{\text {cut }}=N$. We denote by $\Pi_{N}$ the $\mathrm{L}_{\#}^{2}$-orthogonal projector on $\mathcal{X}_{N}$ and by $\Pi_{N}^{\perp}:=1-\Pi_{N}$. For $N$ large enough, the approximate ground-state $P_{N}$ is unique and can be represented by a unique function $\phi_{N}$ real-valued and positive on $\mathbb{R}^{3}$ (see [1]), and it holds

$$
\left\{\begin{array}{l}
-\Delta \phi_{N}+\Pi_{N}\left(V \phi_{N}-\phi_{N}^{3}\right)=\lambda_{N} \phi_{N} \\
\left\|\phi_{N}\right\|_{\mathrm{L}_{\#}^{2}}=1
\end{array}\right.
$$

for some uniquely defined $\lambda_{N} \in \mathbb{R}$. In addition, we have $\phi_{*} \in \mathrm{H}_{\#}^{2}$ and

$$
\begin{equation*}
\left\|\phi_{N}-\phi_{*}\right\|_{\mathrm{H}_{\#}^{2}} \longrightarrow \quad \text { and } \quad\left|\lambda_{N}-\lambda_{*}\right| \underset{N \rightarrow \infty}{\longrightarrow} 0 \tag{35}
\end{equation*}
$$

Using similar notation as the one used in the rest of the paper, we introduce the following quantities:

- $\Pi_{\phi_{N}}^{\perp}$ is the orthogonal projector (for the $\mathrm{L}_{\#}^{2}$ inner product) onto $\phi_{N}^{\perp}$;
- $A_{N}$ is the self-adjoint operator on $\phi_{N}^{\perp}$ defined by

$$
\begin{equation*}
A_{N}:=\left(\Omega_{N}+K_{N}\right) \tag{36}
\end{equation*}
$$

where $\Omega_{N}$ and $K_{N}$ represent, in the orbital framework, the super-operators $\left.\boldsymbol{\Omega}\left(P_{N}\right)\right|_{T_{P_{N}} \mathcal{M}_{\infty}}$ and $\left.\boldsymbol{K}\left(P_{N}\right)\right|_{T_{P_{N}} \mathcal{M}_{\infty}}$. We have

$$
\begin{array}{ll}
\forall \psi_{N} \in \phi_{N}^{\perp}, & \Omega_{N} \psi_{N}=\Pi_{\phi_{N}}^{\perp}\left(-\Delta+V+\phi_{N}^{2}-\lambda_{N}\right) \psi_{N} \\
\forall \psi_{N} \in \phi_{N}^{\perp}, & K_{N} \psi_{N}=\Pi_{\phi_{N}}^{\perp}\left(2 \phi_{N}^{2} \psi_{N}\right) \tag{38}
\end{array}
$$

- $M_{N}^{1 / 2}$ is the restriction of the operator $\Pi_{\phi_{N}}^{\perp}(1-\Delta)^{1 / 2} \Pi_{\phi_{N}}^{\perp}$ to the invariant subspace $\phi_{N}^{\perp}$.

We then have the following result, which justifies in this case the claim made in subsection 4.2 that $\boldsymbol{M}^{-1 / 2} \boldsymbol{M}^{1 / 2}((\boldsymbol{\Omega}(P)+$ $\left.\boldsymbol{K}(P))\left.\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}^{1 / 2}$ is close to identity on the subspace of high-frequency Fourier modes. It also justifies that $\boldsymbol{\Pi}_{P}\left(P-P_{*}\right) \approx \boldsymbol{M}^{-1} R(P)$ as $\boldsymbol{M}^{-1 / 2}$ is a uniformly bounded operator and $\boldsymbol{M}^{-1 / 2} R(P)$ is high-frequency:

$$
\begin{aligned}
\boldsymbol{\Pi}_{P}\left(P-P_{*}\right) & \approx \boldsymbol{M}^{-1 / 2} \boldsymbol{M}^{1 / 2}\left(\left.(\boldsymbol{\Omega}(P)+\boldsymbol{K}(P))\right|_{\mathcal{T}_{P} \mathcal{M}_{\mathcal{N}}}\right)^{-1} \boldsymbol{M}^{1 / 2} \boldsymbol{M}^{-1 / 2} R(P) \\
& \approx \boldsymbol{M}^{-1 / 2} \boldsymbol{M}^{-1 / 2} R(P)=\boldsymbol{M}^{-1} R(P)
\end{aligned}
$$

Proposition 1. We have

$$
\lim _{N \rightarrow \infty}\left\|M_{N}^{1 / 2}\left(\Omega_{N}+K_{N}\right)^{-1} M_{N}^{1 / 2}-I_{\mathcal{X}_{N}^{\perp}}\right\|_{\mathcal{X}_{\frac{N}{N} \rightarrow \mathrm{~L}_{\#}^{2}}=0 . . . ~}=0
$$

Proof. Let $W_{N}:=V+3 \phi_{N}^{2}-\lambda_{N}-1$ and $W_{*}:=V+3 \phi_{*}^{2}-\lambda_{*}-1$. In view of (35), $W_{N}$ converges to $W_{*}$ in $\mathrm{L}_{\#}^{\infty}$ when $N$ goes to infinity. It also follows from [1, Lemma 1] that the self-adjoint operator

$$
\begin{aligned}
\widetilde{A}_{*} & :=-\Delta+V+3 \phi_{*}^{2}-\lambda_{*}=(1-\Delta)+W_{*} \\
& =(1-\Delta)^{1 / 2}\left(1+(1-\Delta)^{-1 / 2} W_{*}(1-\Delta)^{-1 / 2}\right)(1-\Delta)^{1 / 2}
\end{aligned}
$$

is coercive, hence, by the Lax-Milgram lemma, defines a continuous isomorphism from $H_{\#}^{1}$ to $\mathrm{H}_{\#}^{-1}$. We denote by $\widetilde{A}_{*}^{-1}$ its inverse, seen as a bounded operator from $H_{\#}^{-1}$ to $H_{\#}^{1}$, so that $B_{*}:=(1-\Delta)^{1 / 2} \widetilde{A}_{*}^{-1}(1-\Delta)^{1 / 2}$ defines a bounded operator on $L_{\#}^{2}$.

Using the convergence results (35) and standard perturbation theory it follows that for $N$ large enough, the operator $B_{N}:=(1-\Delta)^{1 / 2} \widetilde{A}_{N}^{-1}(1-\Delta)^{1 / 2}$, where $\widetilde{A}_{N}:=(1-\Delta)+W_{N}$, is bounded on $L_{\#}^{2}$ uniformly in $N$, and that we have

$$
\begin{equation*}
B_{N}=\left(1+(1-\Delta)^{-1 / 2} W_{N}(1-\Delta)^{-1 / 2}\right)^{-1}=1-B_{N}(1-\Delta)^{-1 / 2} W_{N}(1-\Delta)^{-1 / 2} \tag{39}
\end{equation*}
$$

We now compute the action of the operator $M_{N}^{1 / 2} A_{N}^{-1} M_{N}^{1 / 2}: \phi_{N}^{\perp} \rightarrow \phi_{N}^{\perp}$, relating it to $\widetilde{A}_{N}^{-1}$ and $B_{N}$, with $A_{N}$ defined in (36). Let $\xi_{N} \in X_{N}^{\perp}$. As $\phi_{N} \in X_{N}$, we have $X_{N}^{\perp} \subset \phi_{N}^{\perp}$ so that $\xi_{N} \in X_{N}^{\perp} \subset \phi_{N}^{\perp}$, and $M_{N}^{1 / 2} \xi_{N}=$ $(1-\Delta)^{1 / 2} \xi_{N} \in X_{N}^{\perp} \subset \phi_{N}^{\perp}$, where we used that $X_{N}$ and $X_{N}^{\perp}$ are invariant subspaces of the operator $(1-\Delta)^{1 / 2}$. Let $v_{N}:=A_{N}^{-1} M_{N}^{1 / 2} \xi_{N}=A_{N}^{-1}(1-\Delta)^{1 / 2} \xi_{N} \in \phi_{N}^{\perp}$. Using (37) and (38), we get

$$
\Pi_{\phi_{N}}^{\perp}\left(-\Delta+V+3 \phi_{N}^{2}-\lambda_{N}\right) v_{N}=(1-\Delta)^{1 / 2} \xi_{N}, \quad \text { i.e. } \quad \Pi_{\phi_{N}}^{\perp} \widetilde{A}_{N} v_{N}=(1-\Delta)^{1 / 2} \xi_{N}
$$

and therefore,

$$
\widetilde{A}_{N} v_{N}=(1-\Delta)^{1 / 2} \xi_{N}+\alpha_{N} \phi_{N}
$$

where $\alpha_{N}=-\frac{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1}(1-\Delta)^{1 / 2} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}=-\frac{\left\langle(1-\Delta)^{-1 / 2} \phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}} \in \mathbb{R}$ is characterized by the constraint $v_{N} \in \phi_{N}$.
We thus obtain

$$
v_{N}=\widetilde{A}_{N}^{-1}(1-\Delta)^{1 / 2} \xi_{N}-\frac{\left\langle(1-\Delta)^{-1 / 2} \phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}} \widetilde{A}_{N}^{-1} \phi_{N}
$$

and therefore, as $v_{N} \in \phi_{N}^{\perp}$,

$$
\begin{aligned}
M_{N}^{1 / 2} & A_{N}^{-1} M_{N}^{1 / 2} \xi_{N}-\xi_{N} \\
= & M_{N}^{1 / 2} v_{N}-\xi_{N} \\
= & \Pi_{\phi_{N}}^{1}(1-\Delta)^{1 / 2} v_{N}-\xi_{N} \\
= & (1-\Delta)^{1 / 2} v_{N}-\left\langle\phi_{N},(1-\Delta)^{1 / 2} v_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N}-\xi_{N} \\
= & \left(B_{N}-1\right) \xi_{N}-\left\langle\phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N} \\
& -\frac{\left\langle(1-\Delta)^{-1 / 2} \phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}\left((1-\Delta)^{1 / 2} \widetilde{A}_{N}^{-1} \phi_{N}-\left\langle\phi_{N},(1-\Delta)^{1 / 2} \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N}\right) \\
= & \left(B_{N}-1\right) \xi_{N}-\left\langle\phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N} \\
& -\frac{\left\langle(1-\Delta)^{-1 / 2} \phi_{N}, B_{N} \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}\left(B_{N}(1-\Delta)^{-1 / 2} \phi_{N}-\left\langle\phi_{N}, B_{N}(1-\Delta)^{-1 / 2} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N}\right) \\
= & \left(B_{N}-1\right) \xi_{N}-\left\langle\phi_{N},\left(B_{N}-1\right) \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N} \\
& -\frac{\left\langle(1-\Delta)^{-1 / 2} \phi_{N},\left(B_{N}-1\right) \xi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}{\left\langle\phi_{N}, \widetilde{A}_{N}^{-1} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}}}\left(B_{N}(1-\Delta)^{-1 / 2} \phi_{N}-\left\langle\phi_{N}, B_{N}(1-\Delta)^{-1 / 2} \phi_{N}\right\rangle_{\mathrm{L}_{\#}^{2}} \phi_{N}\right),
\end{aligned}
$$

where we used the fact that $\xi_{N} \in \mathcal{X}_{N}^{\perp}$, while $\phi_{N}$ and $(1-\Delta)^{-1 / 2} \phi_{N}$ belong to $\mathcal{X}_{N}$. Using again (35) we obtain that for $N$ large enough,

$$
\begin{aligned}
\left\|M_{N}^{1 / 2} A_{N}^{-1} M_{N}^{1 / 2}-I_{\mathcal{X}_{\frac{1}{N}}}\right\|_{\mathcal{X}_{N}^{\perp} \rightarrow \mathrm{L}_{\#}^{2}} & =\sup _{\xi_{N} \in \mathcal{X}_{\frac{1}{N}}} \frac{\left\|M_{N}^{1 / 2} A_{N}^{-1} M_{N}^{1 / 2} \xi_{N}-\xi_{N}\right\|_{\mathrm{L}_{\#}^{2}}}{\left\|\xi_{N}\right\|_{L_{\#}^{2}}} \\
& \leqslant C_{*}\left\|\left(B_{N}-1\right) \Pi_{N}^{\perp}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}}
\end{aligned}
$$

where

$$
C_{*}:=3+\frac{\left\|\phi_{*}\right\|_{\mathrm{H}_{\#}^{-1}}}{\left\langle\phi_{*}, \widetilde{A}_{*}^{-1} \phi_{*}\right\rangle_{\mathrm{L}_{\#}^{2}}} \times 2\left\|B_{*}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}}\left\|\phi_{*}\right\|_{\mathrm{H}_{\#}^{-1}} .
$$

Finally, using (39), we have

$$
\begin{aligned}
\left\|\left(B_{N}-1\right) \Pi_{N}^{\perp}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}} & \leqslant\left\|B_{N}(1-\Delta)^{-1 / 2} W_{N}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}}\left\|(1-\Delta)^{-1 / 2} \Pi_{N}^{\perp}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}} \\
& \leqslant\left\|B_{N}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}}\left\|W_{N}\right\|_{\mathrm{L}_{\#}^{\infty}}(1+2 N)^{-1 / 2} \underset{N \rightarrow 0}{\longrightarrow} 0,
\end{aligned}
$$

since $\left\|B_{N}\right\|_{\mathrm{L}_{\#}^{2} \rightarrow \mathrm{~L}_{\#}^{2}}$ and $\left\|W_{N}\right\|_{\mathrm{L}_{\#}^{\infty}}$ are uniformly bounded in $N$. This concludes the proof.
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