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1 Introduction

Picking a cryptographic algorithm to use is often the simplest part in designing a sys-
tem which uses cryptography. The difficult part comes in how one combines different
algorithms together to meet some security objective and how the related parameters to
the underlying cryptographic algorithms are selected. Probably the most important pa-
rameter is the key size, and one needs to select this for each algorithm separately, so
that the combined system meets the desired security level.

Different algorithms have different metrics for measuring key strength; thus break-
ing a 128-bit key length for AES is not the same difficulty as breaking a 128-bit key
length for RSA (the former is infeasible even with a quantum computer, whilst the
latter is an undergraduate student project). To ease this issue Lenstra and Verheul pub-
lished in 2000 an influential paper entitled Selecting Cryptographic Key Sizes [39], with
a longer version in [61]. This was the first systematic attempt to measure the relative
difficulty of different problems and provide some form of scientific guidance.

Determining key sizes is not an exact science, but it is an combination of four related
factors:

1. A stable understanding of the best algorithm(s) to solve the computational problem.

2. Good asymptotic estimates of running time and storage requirements of such algo-
rithm(s).

3. Some data points from large-scale computations, eg of cryptographic challenges.

4. The ‘tightness’ of any security proof which the cryptographic scheme relies upon.

In this chapter we will ignore the later point as in practice often security proofs are
used to validate designs rather than used to set key sizes. Thus ‘tightness’ in security
proofs, i.e. the gap between the difficulty of breaking the scheme versus the difficulty
of breaking the underlying hard mathematical problem is often ignored in practice.

At the time of publication the default key size for many symmetric algorithms was
80 bits of security, although no standardized algorithm had this level of security or
higher (AES did not become a standard until 2002), whereas RSA keys were suggested
to be around 1024 bits in length, with ECC keys of 160 bits in length. Although in
practice 512-bit RSA keys were widespread, despite a 512-bit RSA modulus being
factored in the previous year [20].

* This material will be published in revised form in Computational Cryptography edited by
Joppe W. Bos and Martijn Stam and published by Cambridge University Press. See www.
cambridge.org/9781108795937.
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Following Lenstra’s paper a number of official and community recommendations
followed. The most important of the official recommendations being those of NIST
[72], ANSSI [4], and BSI [19]. The most influential of the community led recommen-
dations being the series of reports published by the ECRYPT projects in various years
spanning from 2004 to 2018, with ENISA sponsoring the reports in 2013 and 2014@
The ECRYPT reports not only covered key size, but also other aspects of how a cryp-
tographic primitive should be used, such as recommendations for modes of operation
etc.

To derive recommendations for cryptographic key size one needs to take into ac-
count all the possible algorithms, and ways of implementing them, that can be used to
recover keys. In doing so, one needs to also take into account that ones attacker might
not be just some ‘script kiddy’ working in their bedroom, but could be a well funded
nation state actor with access to large software and hardware resources.

2 Attacking Symmetric Algorithms with Software and Hardware

Attacking symmetric algorithms (block ciphers and hash functions) using hardware
(and in some cases software) has a long history. Some of this work has been motivated
by the desire to show that existing algorithms are insecure and need replacing (such as
in the case of DES and MD5), some has been motivated to show just how inefficient
such approaches will be (such as in the case of AES), whilst some has been to enable
new applications (such as in the case of bitcoin mining of SHA-256).

2.1 Attacking DES

The most famous, and impactful, of the research in this area has been the long history
of breaking the DES algorithm. Recall that DES is one of the oldest cryptographic
primitives to be standardized for public use, and when proposed the key length was set
to be 56 bits. Even at the time Martin Hellman and Whit Diffie estimated that DES
would be insecure against a determined attacker, by estimating that one could build
a parallel computer to evaluate one million DES operations per second at a cost of
$20 million [25]]. Accounting for inflation this would amount to $86 million in todays
money.

This idea was left, in the open community at least, as an intellectual curiosity for
twenty years until in 1998 the Electronic Frontier Foundation (EFF) built the Deep
Crack machine [27]. Deep Crack could find a single DES key in 22 hours, with a cost
of building the machine of $200,000. The reduction in cost, and the time needed to
perform the attack, coming from the relentless march of improvements in computer
hardware.

With the advent of FPGAs the design and build costs for such machines came within
the range of University researchers. Fast forward another decade to 2006, and the CO-
PACOBANA FPGA based cracker [51]] was built, which cost about $10, 000 and could
break a single DES key in 6.4 days. At roughly the same time it was estimated [79]] that,

3 The various ECRYPT reports can be found at https://www.ecrypt.eu.org/.
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after a pre-computation of a week on a $12,000 device, one could break any DES keys
in half an hour using just a $12 FPGA.

Whilst with special purpose hardware one has a high upfront cost and then the cost
of attacking each key is minimal, and only really costs in terms of time, pure software
attacks on DES keys are possible using standard computers. In [S0] Lenstra and his co-
authors estimated that the dollar cost of finding a key in as short a time as possible on
the Amazon EC2 cloud service was $14, 700 in 2012. This reduced to $4, 500 by 2018,
purely due to the reduction in prices by Amazon for its cloud service. This hardness
measure, in terms of dollar cost per key, is a more telling cost for weak algorithms such
as DES. For a secure algorithm one expects the dollar cost per key to be so high, that it
dwarfs the size of the world economy.

2.2 Attacking AES

The attacks mentioned above on the venerable DES cipher led NIST to look for a re-
placement. In 1997 a competition was announced to find a replacement, and in 2000 the
winner, a cipher called Rijndael from Belgium, was selected. The Rijndael algorithm,
was then selected as the Advanced Encryption Standard (AES). AES comes in three
variants, each with block size 128-bits, the variants are a cipher with key size 128-bits,
one with 192-bits and one with 256-bits. Whilst in theory the same approaches that
were applied to DES can also be applied to AES, the effects are noticeably different.
For example [50] estimates that in 2018 it would cost around $10'° million to break
AES-128 using Amazon’s EC2 cloud service.

2.3 Attacking Hash Functions

Not all breaking of mainstream symmetric algorithms has been done via raw computer
power, some have been broken by advances in cryptanalysis, combined with raw com-
puting power. A class example of this is the MDS5 hash algorithm. This was proposed
in 1991 by Ron Rivest and it saw widespread deployment in many applications. Soon
after deployment (in 1996) Dobbertin found a collision in the compression function
used within the algorithm, and cryptographers began recommending that MD5 not be
used. However, this did not stop the widespread deployment of MDS5 in the subsequent
decades.

However in 2004 a collision for the full MDS5 was announced by a group of cryptog-
raphers from China led by Wang, effectively breaking the hash function at the CRYPTO
Rump Session (see [39] for a contempory discussion and [99] for the paper). However,
this was a random collision and thus was not a direct threat to computer systems. Soon
after Lenstra and co-authors constructed two X.509 certificates with the same hash value
[96].

Rapid progress followed, using off-the-shelf computers one can now find collisions
in specific situations in a matter of hours. That MD5 was broken led to other attacks
on computer systems; for example the Flame malware from 2012 attacked Microsoft
operating systems by exploiting problems with MDS5.

When flaws in MD5 were discovered the recommendation was to switch to the
SHA-1 algorithm. This was a very similar algorithm, but cryptographers thought it



would provide longer term security compared to MDS. However, whilst stronger it was
not that much stronger. A year after finding a collision in MDS5, Wang’s team gave
another announcement at the CRYPTO Rump Session, this time giving a theoretical
attack against SHA-1. Further improvements to this theoretical attack were announced
over the coming decade. Then in 2015 using GPU time on Amazon’s EC2 Cloud Ser-
vice Stevens et al announced the first collision in SHA-1 requiring $2000 cost per new
collision on ECQEI In 2020 Leurent and Peyrin announced the first practical chosen
prefix collision on SHA-1. This method requires an expenditure of less than $100, 000
per collision, and builds upon the work in [66]].

The flaws in SHA-1 announced in 2005 led NIST to release a modified, more se-
cure version, called SHA-2 (which comes in various output size, the most popular being
SHA-256). In addition NIST announced a competition for a new hash algorithm, to be
called SHA-3. The competition was started in 2006, and in 2012 was won by a Bel-
gium team with their Keccak algorithm. Lenstra et al’s estimates of the cost of breaking
SHA-256 via running EC2 instances but the cost at $10°® million dollars. Currently, no
estimates exist for the cost of finding a collision in SHA-3.

SHA-256 is used in the Bitcoin system as the hard problem on which miners operate
to authenticate a block. Each miner needs to evaluate two evalations of SHA-256 and
then see if the resulting output has a special form before they can claim their reward.
The profitability of this mining operation led to first FPGA and then ASIC mining
hardware. The total Bitcoin system (as of 2020) is hashing at a rate of roughly 26°
hashes per second. To find a collision in SHA-256 is expected to take 2! such hashes,
thus even with the entire Bitcoin network we can only expect to find a hash in 2% years!

3 Software Attacks on Factoring and Discrete Logarithms

The integer factorization problem and the discrete logarithm problem in finite fields
were the two hard problems underpinning the security of most of public-key cryptog-
raphy in its first decades of existence. While a variety of primitives appeared since that
rely on the assumed hardness of other mathematical problems, the prevalence of the
primitives that rely on integer factorization and discrete logarithm, such as RSA and the
Diffie-Hellman key exchange using multiplicative groups of finite fields, is clear.

One may encounter at times the argument that the hardness of factoring is a well-
studied problem because it has been actively studied for a long time (decades, centuries,
or millenia for the most bodacious statements of this kind). In fact, the first important
algorithmic improvements over naive methods date back to the early 1970s, with work
by Shanks [92]], Pollard [75], and Morrison and Brillhart [71]. The motivations for
these early endeavours towards smarter and smarter factoring methods were, for exam-
ple, the factorization of discriminants of number fields, or the factorization of numbers
of the form »" + 1, which are potentially useful in a variety of settings ranging from
combinatorics to group theory.

The advent of the RSA cryptosystem in the late 1970s, and its dependence on the
hardness of factoring, led to a considerable surge in academic interest (and certainly

“https://sites.google.com/site/itstheshappening/
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non-academic interest as well). A good measure of the perceived (in)feasibility limit by
1978 is given in the RSA paper itself [80]: factoring a 100-decimal digit integer was
estimated to require about a century of computation time. We will see shortly that this
key size withstood factoring attempts for hardly a decade. This provides two immediate
lessons. First, in hindsight, four decades of algorithmic progress have evidently gone a
long way. Second, estimating hardness is a tricky matter.

The Morrison-Brillhart CFRAC algorithm can be regarded as the ancestor of a series
of algorithms that includes in particular the quadratic sieve and the number field sieve,
both of which have numerous variants. For four decades, it has been a cryptographically
important task to regularly provide good estimates of how hard factoring actually is in
practice, using either commodity hardware or various kinds of more special-purpose
equipment, ranging from academic supercomputers to specially designed hardware ac-
celerators. Such estimates include the development of algorithmic ideas that are very
effective in improving the computation time, often based on the constraints of the cho-
sen computation platform.

3.1 Factoring by Email

The early 1980s saw several improvements of the state of the art of integer factorization.
In their 1988 paper Factoring by electronic mail [S7]], Lentra and Manasse adressed the
variety of existing factoring records at the time, and provided a pragmatic answer to the
question: how big are the integers we can factor within one month of elapsed time, if we
only want to use computing time that we can get for free? This article was influential in
the definition of the line of work of academic records for the following decades. It firmly
installs, however, a distinction between academic records, done with this strategy, and
what can be done by governements or possibly criminal organizations, who are ready
to spend money to meet their goals.

Lenstra and Manasse used the MPQS algorithm, which is the multiple polynomial
variant of the quadratic sieve. This algorithm is described in [94]. In MPQS (and also
in CFRAC, which MPQS superseded), one can separate the computation in two main
steps. First, the relation collection step searches for multiplicative relations involving
integers modulo N. In a later matrix step, these relations are combined to form an con-
gruence of squares. Finding this combination is equivalent to finding an element in the
nullspace of a sparse matrix over the binary field GF(2). As a matter of fact, these two
steps have also been the two main steps of all large factoring and discrete logarithm
computations since.

The relation collection step in MPQS can be distributed massively. By 1988, stan-
dard hardware that was capable to contribute significantly to the relation collection to-
wards the factorization of numbers of, say, 100 decimal digits, was relatively common
in universities and research labs. Furthermore, the amount of output that was produced
by each machine participating in the computation was relatively low. This made it pos-
sible to gather the results using any commodity means, and electronic mail was a perfect
fit for that goal, usefully leveraging existing infrastructure.

The largest computation done with MPQS, following this approach of gathering
contributions from hundreds of enthusiasts, was the factorization of RSA-129. This



computation solves a challenge that was concocted by the RSA authors and presented
in Martin Gardner’s column in the August 1977 issue of Scientifc American. Atkins,
Graff, Lenstra and Leyland factored the public modulus in 1994 and were able to unveil
the secret RSA-encrypted message that was “The Magic Words are Squeamish Os-
sifrage” [6]. A striking fact about this computation is the number of contributors (more
than 600) and the variety of machines used, ranging from 16MB 80386sx PCs to Cray
C90s (the code was even ported to ... fax machines).

The RSA-129 challenge was the most famous of a number of challenge factorization
problems. The RSA company itself published a list of factorization challenges at various
key lengths to encourage people to look into the security of cryptography based on
factoring. This became known as the RSA Challenge list.

3.2 The development of the number field sieve

The RSA-129 paper concluded, quite naturally, with extrapolations on the hardness of
reaching “most wanted” targets such as the factorization of 512-bit RSA moduli. Such
keys were in widespread use at the time. With MPQS, it was estimated this this goal was
almost feasible using massive power, but also qualified as “the last gasp of an elderly
workhorse”. The more recent Number Field Sieve, with better asymptotical behaviour,
appeared probably more fit for that goal.

The Number Field Sieve originated in an astute way, designed by Pollard in 1988, to
factor the seventh Fermat number 2'28 + 1. Pollard used cubic integers. More mathemat-
ics were entering the scene. Pollard’s method was understood by many as a curiosity. Its
reliance an almost coincidental match between cubic integers and the special form of
2128 1 1 raised doubts as to the possibility of extending the approach to other numbers.

Generalizations did come. By the end of 1989, Lenstra, Lenstra, Manasse and Pol-
lard had extended Pollard’s original approach to further numbers, and were able in 1990
to factor the 9-th Fermat number 2°'2 + 1, which was a bit of a holy grail to factoring
enthusiasts. Several challenges were still to overcome in order to factor general num-
bers. Not the least of which was the fact that the matrix step, it seemed, had to be solved
with coefficient ring Z —it later appeared that solving over Z /27 was enough. Several
people contributed to loosening the constraints. The 1993 book The Development of
the Number Field Sieve [56] includes further work by Bernstein, Buhler, Couveignes,
Pomerance, leading to a General Number Field Sieve (GNFS) algorithm which was
convincingly able to factor large numbers with good performance.

While early successes with GNFS were obtained while the algorithm was still being
developed, the RSA-129 MPQS mark was improved in 1996, with the factorization of
RSA-130 by GNFS. Because the Number Field Sieve had the peculiarity of being able
to take advantage of the special form of integers to be factored in some cases, a good
benchmark could no longer be the good old way of picking challenge numbers from
the Cunningham tables, or otherwise defined numbers that had “some mathematical
interest”. This good benchmark was defined in 1991 by the RSA challenge list, formed
of good RSA moduli, with two secretly chosen prime factors of similar size.

Following RSA-130, several records followed, most often picked from the RSA
challenge list. All were factored with GNFS. This provided a nice view of the progress



of computational power on the one hand, and also progress on implementation and algo-
rithmic refinements. The landmark factorization of a 512-bit RSA modulus was reached
in 1999, the culmination of a significant effort from many contributors, coordinated by
CWIin Amsterdam. As of today the list of factored RSA-challenge numbers is given in

Table

Challenggd
Name

Digits

Bits

Date Factored

Factored by

RSA-100
RSA-110
RSA-120
RSA-130
RSA-140
RSA-150
RSA-155
RSA-160
RSA-170
RSA-576
RSA-180
RSA-190
RSA-640
RSA-200
RSA-210
RSA-704

RSA-220
RSA-230

RSA-768
RSA-240

RSA-250

100
110
120
130
140
150
155
160
170
174
180
190
193
200
210
212

220
230

232
240

250

330
364
397
430
463
496
512
530
563
576
596
629
640
663
696
704

729
762

768
795

829

Apr 1, 1991
Apr 14, 1992
Jul 9, 1993
Apr 10, 1996
Feb 2, 1999
Apr 16, 2004
Aug 22, 1999
Apr 1, 2003
Dec 29, 2009
Dec 3, 2003
May 8, 2010
Nov 8, 2010
Nov 2, 2005
May 9, 2005
Sep 26, 2013
Jul 2, 2012

May 13, 2016
Aug 15,2018

Dec 12, 2009
Nov 24, 2019

Feb 28, 2020

A. K. Lenstra

A. K. Lenstra and M.S. Manasse
T. Denny et al.

A. K. Lenstra et al.

H. te Riele et al.

K. Aoki et al.

H. te Riele et al.

J. Franke et al.

D. Bonenberger and M. Krone

J. Franke et al.

S. A. Danilov and I. A. Popovyan
A. Timofeev and I. A. Popovyan
J. Franke et al.

J. Franke et al.

R. Propper

S. Bai, E. Thomé and

P. Zimmermann

S. Bai, P. Gaudry, A. Kruppa,

E. Thomé and P. Zimmermann

S. S. Gross

T. Kleinjung et al.

F. Boudot, P. Gaudry, A. Guille-
vic, N. Heninger, E. Thomé and
P. Zimmermann

F. Boudot, P. Gaudry, A. Guille-
vic, N. Heninger, E. Thomé and
P. Zimmermann

Table 1. The solved RSA Challenges

3.3 Discrete Logarithms in Finite Fields

The development of algorithms to solve discrete logarithms in large prime characteristic
finite fields IF,, follows roughly the same development of the case of factorinéﬂ The

5> Source https://en.wikipedia.org/wiki/RSA_Factoring_Challenge.
% We leave the case of non-prime fields to later
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basic algorithm is to perform a sieving stage, followed by a large matrix step. The key
difference is in the matrix step. For factoring the matrix equation one is trying to solve
is modulo 2, whereas for discrete logarithms it is modulo g, where g is the large prime
factor of p — 1.

The methods to collect relations are also almost identical. Indeed in 2000 Schi-
rokauer [85] showed how to use the Number Field Sieve to solve discrete logarithms
in the field IF,, and that is now the method of choice. Just as with factoring there is the
basic Number Field Sieve, and a more efficient variant called the Special Number Field
Sieve which can utilize special properties of the representation of the number p if they
exist.

At the time of writing (Autumn 2019) a record for discrete logarithms has just been
announced for a general 240-decimal digit, 795-bit prime field [18]. The record for
primes of special form are slightly larger, with a discrete logarithm computation in 2016
for a a 308-decimal digit, or 1024-bit, prime [29]. Note that discrete logarithms are
slightly harder than factoring, judging by the publication time of records for general
768-bit factoring or prime discrete logarithms (2009 and 2016, respectively) or the of
records for special 1024-bit factoring or prime discrete logarithms (2007 [S] and 2016).
However, the largest known records were done at the same time, and indicate that the
difference gap between the two problems is not as large as usually considered [[18].

4 Hardware for Factoring

At the heart of modern factoring algorithms, and to some extent almost all algorithms
for solving discrete logarithms, is the so-called sieving step. This sieving step is es-
sentially trying to solve a more complex version of the classical problem of finding
simulataneous solutions to modular diophantine equations

x=a; (modm;) for i=1,...,t

Classically ‘machines’ to solve this problem date back to as far back as 1896, when
Lawrence presented a mechanical design for such a machine. In 1912 the first actual
design was implemented by four French mathematicians Gérardi, Kraitchik, and Pierre
and Eugene Carissan. The most famous of the mechanical devices where those built by
the Lehmers in the 1930’s some of which can now be found in the Computer History
Museum in Silicon Valley. For a discussion of the history of such early machines see
[89] and [531 1551 154].

The advent of modern factoring algorithms led to a renewed interest in such ‘siev-
ing machines’. In the early 1980s a special purpose computer was designed to imple-
ment the CFRAC factoring algorithm by Smith and Wagstaff [78], called the ‘Georgia
Cracker’. This was accompanied by another design by Rudd, Buell and Chiarull who
designed a machine in 1984 which could factor numbers ten times faster than existing
general purpose computers [81].

In the early 2000’s there was renewed interest in special purpose hardware for the
sieving step. This was initiated by a EuroCrypt 1999 Rump Session talk in which Adi
Shamir introduced his idea for the TWINKLE machine. In classical sieving we sieve a
region by assigning each region some space in a computer memory, then we use time



to go through all the primes in the factorbase so as to encode the contribution of each
prime to each location in the space. TWINKLE switches this around, and uses light
based computation (much like one of Lehmer’s devices [54]]). The idea now is that space
is used up by lights which flash according to a timing signal dependent on the prime,
thus each light corresponds to a prime; whilst we use time to represent the sieving
region. At a time signal corresponding to when more lights flash we have an element in
the sieving region which needs to be investigated further. The initial TWINKLE design
was presented in [90] and then analysed in [58] by Lenstra and Shamir. It was deemed
too costly to build in order to factor numbers of interest.

TWINKLE was soon followed up in 2003 by another idea of Shamir and Tromer
called TWIRL [91]. This dispensed with the optical computing methodology, but kept
the time/space reversal, of TWINKLE. The design was based on novel routing networks
to represent the sieving operation. The design was never built, but was considered fea-
sible for factoring 1024-bit integers in a paper by Lenstra and co-authors [64]]; one
estimate gives a cost of $1.1 million dollars to factor a 1024-bit integer in one year. A
related design, based on idea of Bernstein (see below), was presented by Geiselmann
and Steinwandt in [32] 33]]. It too was considered practical for 1024-bit moduli, but
slightly more expensive to build than TWIRL.

Related to TWIRL is a design from 2005 by Franke and others called SHARK
[28]. This used a different form of routing network, but could utilize more off-the-shelf
components. The authors estimated that one could factor 1024-bit numbers in a year at
a cost of $200 million dollars. This is higher than TWIRL, but was considered easier to
build with current technology; thus the design risk was less.

It is not only the sieving step which has been the subject of hardware design pro-
posals. Modern factoring also involves a large matrix step. In 2001 Bernstein presented
a proposal for the matrix step, which in fact influenced the methods of Geiselmann and
Steinwandt mentioned above. Bernstein’s idea was to reduce the amount of idle storage
in the standard matrix algorithm by using a form of mesh sorting. The design was anal-
ysed, again by Lenstra and co-authors, in [63]], where they concluded that the method
was not cost-effective in factoring 1024-bit integers.

Special purpose, but commodity hardware, has also been used to factor integers. The
Graphical Processing Units (GPUs) in modern gaming consoles provide a cheap form
of computing. Often the hardware is sold at a discount as the manufacturer aims to get
their investment back in sales of games. Combined with the amazing parallel processing
capability of modern GPUs, games consoles form an attractive way of obtaining super-
computer performance at a fraction of the price. In 2011 it was shown how to utilize
such hardware to factor integers, using a variant of the Elliptic Curve Factoring Method
(ECM) (116, [15].

5 Attacking Cryptosystems Based on Elliptic Curves

For an elliptic curve E(IF,) over the finite field IF, to be used in cryptography, one usually
selects a curve which has a subgroup of prime order p, with p ~ ¢q. By Hasse’s Theorem
we cannot have p > ¢, and for efficiency we want to keep g as small as possible, but the
complexity of the best algorithm for attacking an elliptic curve has complexity O(+/p).



Thus to obtain 80-bit security, one selects a 160-bit curve, to obtain 128-bit security one
selects a 256-bit curve and so on.

Inspired by the RSA Challenges, Certicom (a Canadian company which specialised
in ECC based cryptography) in 1997 launched the Certicom ECC Challenge. This com-
prised a set of toy challenges (for 79-bit, 89-bit and 97-bit curves), Level I challenges
(for 109-bit and 131-bit), plus Level II challenges (for 163-bit, 191-bit, 239-bit and 359-
bit). The challenges were also sub-divided into those over finite fields of characteristic
two and those over large prime fields.

By the end of 1999 all of the toy challenges had been solved in both categories
of fields. These attacks were performed via the method of van Oorschot and Wiener
[97], which are themselves extensions of the ideas of Pollard [76, [77]]. Clients were
distributed across the internet on peoples idle machines, with communication back to
the central control point being performed either by e-mail or via socket connections.
The 109-bit challenges were then all solved by 2004. Some teams have attempted to
solve the 131-bit challenge, but so far no reports of success are available.

The application of gaming consoles mentioned earlier has also been applied to at-
tacking elliptic curve based systems. For example [[17]] discusses breaking a 112-bit
elliptic curve instance using gaming consoles.

In [50] Lenstra and his co-authors consider the cost of breaking ECC keys using
Amazon EC2 instances alone. Their estimates give that determining a 256-bit ECC key
will require one to spend $10?° million on EC2. With the estimated costs for the Level
II Certicom challenges being $10°, $10'!, $10'8, $103¢ million respectively. Current key
sizes are recommended to be 256-bits for ECC, to correspond to the 128-bit security of
AES-128, or 512-bits, to correspond to the 256-bit security of AES-256. Thus, baring
the advent of a quantum computer, current recommended key sizes for ECC can be
considered secure.

However, one needs to avoid ‘special curves’ which have attacks which perform
better than O(+/p). One such class of curves are those defined over finite fields with
g = {". An example of such attacks is the Weil descent attack when ¢ = 2" and n is
composite, as explained in [31]], the so-called GHS-attack. This attack exploits special
properties of elliptic curves over such fields for composite n. The attack works much
like factoring methods; in the first stage one collects relations and then in the second
one uses linear algebra to find specific discrete logarithms. Thus whilst this attack has
no effect on key sizes it does have an effect on the choice of specific key types.

In recent years the method of Weil descent has been extended to elliptic curves over
general fields of the form Fy.. This study was initiated by Semaev [87]], who introduced
the Semaev summation polynomials into the Weil restriction methodology. This idea
was then developed by Gaudry [30] and Diem [24]]. A nice succinct statement of these
results is that if € is a prime power and 7 is such that

a- Jlog(€) <n <b- +/log(t)

for some fixed positive real numbers a < b then asymptotically one can solve the dis-
crete logarithm problem on an elliptic curve E(F) in time

ny\2/3
Oog(t"))



Another class of weak curves are the so-called anomalous curves, which are the
curves for which p = ¢g. These were shown to be very weak in three papers which
appeared at roughly the same time [84), 88| 93]

5.1 Pairing Based Cryptography

The most interesting class of curves for which there is a possible weakness are those
which possess a pairing to a finite field. In particular there are classes of elliptic curves
E(F,) for which there are numbers k < n for which there is an efficiently computable
map

f:E(Fy) x E(Fy) — Fy.

In fact such pairs (k, n) exist for all elliptic curves, but curves for which (k, n) are small
are very rare indeed.

In the early days of ECC it was common to select curves, for efficiency reasons,
which had k = 1 and n < 6. However, this means one can map the discrete logarithm
problem in E(IF,) into the discrete logarithm problem in Fy: [69]. Suppose E(FF,) is
chosen to have 80-bit symmetric security, i.e. 160-bit ECC security, then this means the
finite field F» is of size less than 960. In the early 1990’s this killed off such curves in
the case when n # 6.

When n = 6 one seemed to have a nice balance in the security, as in those days
1000 bit finite field discrete logarithms were considered as secure as 160-bit elliptic
curve discrete logarithms. This ‘magic’ property of the number six, i.e. 6 - 160 ~ 1000,
was utilized by Lenstra and Verheul to construct the XTR cryptosystem in [60] in 2000.

However, the move to 128-bit symmetric security, and the equivalent 256-bit elliptic
curve security and the supposed equivalence of 3072 bit finite field discrete logarithm
security, led to the number six loosing its magic properties and being replaced by the
magic number 12, since 12 - 256 = 3072. We shall return to the number 12 below. Thus
the existence of such pairings seemed to imply that such curves should be avoided at all
costs in cryptographic applications.

However, the interest in pairings on elliptic curves was ignited when Joux [42] found
a constructive application of such mappings. This was quickly followed by other appli-
cations, such as Identity Based Encryption [14} 82]]. Soon a whole zoo of applications
of pairings was created. But such a zoo needed secure curves to work on.

The main security requirement of pairing based systems is that the curve E(F,)
needs a large subgroup of prime order p with log, p being twice the desired symmetric
security level, so p = 22%° say. We also would like g to be small to enable good effi-
ciency. But we need a pairing to exist for which n is such that the finite field ;. gives
hard discrete logarithms.

There turned out to be three popular choices.

1. Pick ¢" = ¢, for £ = 2 or ¢ = 3. The advantage here is one obtains very good im-
plementation efficiency. The problem is the discrete logarithm in low characteristic
fields turned out to be not as hard as originally thought (see below).



2. Pick p = g and select n to make the discrete logarithm hard. Thus we return to
picking n to be (say) the magic number 12. Such curves are usually called “pairing-
friendly”. A typical choice here was the so-called Barreto—Naehrig curves [11]],
called BN curves. The problem here is that such curves are subject to a potential
‘medium prime’ attack (again see below).

3. Pick n = 2, and make ¢ huge, e.g. ¢ ~ 2'°% but keep p of size 22°¢ (say). Here one
loses efficiency, but we are pretty certain of security.

We now discuss these last three cases in turn:

When q" = €™ for small £: Algorithms to solve discrete logarithms in small character-
istic field have had a very interesting history. In the case of £ = 2, the first algorithms
can be dated back to 1982 [40]. But the real advance came in 1984 when Coppersmith
[22], building upon earlier ideas of Blake et al [13]], gave an algorithm with heuristic
complexity Ly (1/3,c + o(1)). This was the first algorithm to have such a complexity,
and this was a decade before the NFS algorithm was known for the factoring problem
with a similar complexity.

The idea behind Coppersmith’s algorithm was shown, after the invention of the
Number Field Sieve, to be closely related to another algorithm called the Function
Field Sieve which was invented by Adleman in 1994 [2]]. This algorithm was improved
slightly by Joux and Lercier in 2002 [44]], but there seemed to be little further improve-
ments that could be made.

Then in 2013 a series of papers and email announcements started coming out. In
looking at fields of the form g = 2™, an announcement by Joux in Febrary of 2013 gave
a Ly(1/4,¢ + o(1)) complexity algorithm and a new record of m = 1778, which was
way above existing records [43]]. Then in the same month Granger et al solved discrete
logarithms in a field with m = 1971, using a variant of the Function Field Sieve [33]. In
March Joux responded with another record of m = 4080, with Granger et al responding
with m = 6120 in April. The back-and-forth continued, with Joux posting a record of
m = 6168 in May. In June 2013 Barbulescu et al presented a quasi-polynomial time
algorithm for fields of the form ¢" = 2™ [§]. Finally in January 2014 Granger et al
posted the solution to a problem with m = 9234. Thus in one year the entire area of
pairing based cryptography over finite fields of characteristic two had been destroyed.
The current record is a huge value of m = 30750 set by Granger et al in 2019 [37].

The case of characteristic three finite fields, which held a lot of promise for pairing
based cryptography, faired not much better. In the period from 2010 to 2016 the record
advanced from a 676-bit field, up to 4841 [LL].

Medium Prime Finite Field Discrete Logarithms The ‘medium prime’ case of the finite
field discrete logarithm problem is for the case ¢" = ¢”, where ¢ is not small and m
is not one. It was not really until the advent of pairing based cryptography and XTR
in the early 2000’s that this problem became of interest to cryptographers. The first
major work on this case of the problem was by Granger and Vercauteren [36], and Joux
and Lercier [45], which showed that a variant of the Function Field Sieve could be
applied in this case to obtain a complexity of Ly (1/3,¢ + o(1)). In [46] the analysis
was then carried out for the Number Field Sieve algorithm as well. This enabled a



Ly;(1/3, ¢ + o(1)) algorithm to be applied in all finite fields; with the precise algorithm
to be used depending on the sizes of £ and m.

In 2015 Barbulescu et al [[10] initiated the renewed study of an earlier algorithm of

Schirokauer called the Tower Number Field Sieve (TNFS), which had appeared in [85]].
There followed a rapid sequence of papers looking again at the TNFS as a means to
attack the third type of pairing parameters mentioned above, e.g. [9, 147, 148, 183]].

No efficient implementation of the TNFS algorithm exists as of 2019. Yet, hard-
ness estimates can be done using rough extrapolations. This was done for example by
Barbulescu and Duquesne in [7] or Guillevic in [38]], who provided comprehensive anal-
yses of key sizes for such pairing based systems. In particular their recommendation
is that for 128-bits of symmetric security a BN curve needs to be selected with at least
g ~ 2%, which makes the implementation advantages of BN curves disappear, since g
is no longer of the order of 22°°. Thus curves would need to be selected, to obtain the
same balance between security and performance, with a higher embedding degree n.
This is a particular problem as such BN curves have recently been standardized for use
in systems such a the Trusted Computing Module.

When n = 2: In this case the theoretical algorithm of choice is that of Joux et al [46].
Using an adaption of this method, Barbulescu in 2014 announced a discrete logarithm
record in a finite field of the form T, for a prime g of 264-bits, where the interesting
subgroup had order p ~ 220!, To date this is the largest problem solved, and hence it
appears that picking g of approximately 512 to 1500 bits should result still result in a
secure pairing system. At the 128-bit security level their estimates correspond to using
an embedding degree of n = 16 or n = 18, whereas at the 256-bit security level an
embedding degree of m = 24 is to be preferred, and even that is not optimal.

6 Post Quantum Cryptography

The problem with the above analysis of the difficulty of the factoring and discrete log-
arithm problems, is that it becomes totally redundant if a quantum computer is ever
built. In 1994 Shor [93]] came up with a polynomial time algorithm for both the factor-
ing problem, and the discrete logarithm problem in any finite abelian group. The only
problem with Shor’s algorithm is that one requires a quantum computer to run it.

A quantum computer uses quantum bits (so called qubits) as opposed to classical
bits. Currently very small numbers of quantum bits can be processed for a short period
of time without falling prey to noise. Thus, the issue is whether one can build a quantum
computer, with enough qubits, which can run noise-free for long enough to factor an
interesting number, or break an interesting discrete logarithm.

The current quantum factoring records are much less than that which can be done
with classical computers. In 2001 a team from IBM factored the number 15 (into 3 X 5
surprisingly enough) using a quantum computer with seven qubits [98]]. At the time of
writing (Autumn 2019) the current record is to factor 4088459 = 2017 x 2027, which
was done on a 5 qubit processor [23]. However, despite these numbers being small the
threat of a quantum computer means that people have turned to examining so called
post-quantum systems.



These post-quantum public key cryptographic systems are necessarily based on dif-
ferent hard problems (lattice based problems, coding theory based problems, problems
in isogeny theory and so on). However, these problems need to go through the same
analysis of difficulty to determine key sizes as has previously happened for the pre-
quantum algorithms. At the time of writing NIST is running a ‘competition’ to deter-
mine what type of post-quantum will be most suitable in the coming decades.

Lattice Based POC: One of the most promising areas of post-quantum cryptography
is those systems based on lattices. The most basic lattice problem is the shortest-vector
problem, which is the problem of determining the smallest non-zero vector in the set

{x=A-k:keZ"}

when A is a random square integer matrix of dimension n. The most famous classical
algorithm to solve this problem is the LLL algorithm [[62], and its modern improvements
such as the BKZ algorithm, which was introduced in [86] and then improved in other
works such as [21]]. However, none of the classical algorithms to solve this problem can
be significantly improved using a quantum computer. Thus, the closest vector problem
seems a very good candidate to use to build post-quantum cryptographic systems.

Just like with factoring and elliptic curve based systems before them, lattice based
cryptanalysis has been spurred on by a series of challenge problems. The most famous
of these are the Darmstadt Lattice Challenge https://www.latticechallenge.org/.
This presents a number of challenges for different dimensions 7, and for different vari-
ants of lattice problems.

The most important variant of the challenges is that given by the Learning-With-
Errors (LWE) problem. This is the problem to recover the vector s € Z" given only a
random matrix A and the vector b which satisfies

b=A-s+e (mod q)

for some vector e of small euclidean norm. The LWE problem is related to the classical
closest vector problem in lattices, but it can be used to more easily construct crypto-
graphic systems.

The problem with lattices problems, and LWE problems in particular, is that the
potential attack algorithms have many different parameters which can be tweaked, and
many different sub-procedures may have (small) potential quantum speed-ups. Thus
determining a precise ‘key size’ estimate is hard. To help this with the LWE prob-
lem there is software which performs this calculation for one called the lwe-estimator:
https://bitbucket.org/malb/lwe-estimator/src/master/.

Coding Based PQC: Basing public key cryptography on the difficult problem of decod-
ing random linear codes is a long standing construction. The earliest designs go back
to McEliece [68] in 1978. What is quite remarkable about code based cryptography is
that the state-of-the-art in terms of cryptanalysis has remained relatively constant over
the last forty years. This is in part due to the problem of decoding random linear codes
being known to be an NP-hard.
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Again to spur the community into studying these problems, especially due to the
NIST ‘competition’, a set of challenge problems have been created http: //decodingchallenge.
org/. The problems, much like the Darmstadt Lattice Challenge problems are divided
into generic decoding problems, and problems related more closely to proposed cryp-
tographic systems.

MQ Based PQC: 1t is well known that the SAT problem is NP-Complete, thus it is
clearly an attractive proposition to try to base cryptographic schemes on problems re-
lated to SAT. One such attempt is to use so-called MQ based problems. In these prob-
lems one is given a large set of multi-variate quadratic equations over a finite field
(usually one of characteristic two) and one is asked to find a solution. The first such im-
portant proposal in this space was by Matsumoto and Imai in 1988 [67]], who presented
a proposal for public key signatures and public key encryption. This was, however,
broken in 1995 by Patarin [73]].

The basic idea remains attractive. Whilst almost all work on public key encryption
based on MQ systems has not led to a good system, the situation for public key signa-
tures is very different. Patarin and his co-authors introduced the ‘Balance Oil and Vine-
gar’ signature scheme in 1997 [74] and then the ‘Unbalanced Oil and Vinegar’ scheme
in 1999 [49]. These ideas have kept being worked on, and a number of submissions to
the NIST ‘competition’ are based on the Oil and Vinegar construction.

Again to help research in cryptanalysis of MQ based cryptography a web site with
a set of challenges has been set up https://www.mgchallenge.org/.

Symmetric Key Based PQC: Another way to construct post-quantum signatures is to
dispense with complex constructions based on hard mathematical problems, and sim-
ply base public key cryptography upon symmetric key cryptography. This is because
quantum computers are not expected to pose much of a threat to standard symmetric
key cryptography. Two of the main post-quantum signature schemes to precisely this.

The first construction based on hash-functions goes back to an old idea from 1979,
namely the one-time signature scheme of Lamport [52]. This when combined with
Merkle-trees can be used to form a statefull many-time signature scheme, [70]]. To re-
move the statefull nature of the signature scheme, an algorithm called SPHINCS was
proposed in 2015 [12].

The second construction makes use of the difficulty of inverting one-way functions,
and is based on a technique from theoretical cryptography called MPC-in-the-Head
[41]. This methodology was extended in a series of works [34, 3]. When instantiated
with low-complexity block ciphers such signature schemes are rather efficient.

7 Key Size Recommendation

The asymptotic complexity of GNFS to factor an integer N is of the following form, as
N — oot

L(N)'*D, with L(N) = exp ((64/9)'* (log N)'/*(log log N)*"?) .

Back almost 30 years ago, the complexity of MPQS was written with a similar shaped
equation, with a larger exponent 1/2 instead of 1/3 in the exponent. But the (1 + o(1))
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part was present there too. In that MPQS context, the RSA-129 paper contained the
following cautious words, to guard against the temptation to ignore the o(1) and use
simply the analogue of L(N) as an operation count: since o(1) is neither 0 nor constant,
this practice hardly makes sense. Even knowing the computation time from one number
N, gives only shallow ground for an extrapolation to another size N, based on the ratio
L(N,)/L(N): this cannot account for the growth of what is hidden by o(1). Yet, with
due care, extrapolations based on such ratios were proposed over the years, based on
known GNFS records, in order to answer the much-needed question: what key size will
match the appropriate security level by year X ?

Table [2]is given in [26] as a summary of recommendations from various sources.
It summarizes the key size recommendations for the ‘standard’ algorithms currently in
use, i.e. it ignores the current zoo of post-quantum algorithm proposals. The column
‘Legacy’ refers to key sizes which are currently in use and which should be retired as
soon as possible (but not urgently); whereas near term refers to a time period until 2026
(ten years ahead for a report published in 2016), whereas long term refers to projecting
security beyond that horizon.

Future System Use
Parameter |Legacy|Near Term|Long Term
Symmetric Key Size k 80 128 256
Hash Function Output Size m 160 256 512
MAC Output Size m 80 128 256
RSA Problem t(n) > 1024 3072 15360
Finite Field DLP {p") > | 1024 3072 15360
tUp), t(q) =] 160 256 512
ECDLP lUg) > 160 256 512
Pairing q") > 1024 3072 15360
Up), t(g) 2| 160 256 512

Table 2. Key Size Analysis, where £(-) refers to the bit-length of the parameter.

Another way of measuring security was also introduced by Lenstra and co-authors
in [65]. In this paper the authors suggest measuring the energy required to break a
cryptosystem. This idea stemmed from a remark made about the factorization of the
RSA-768 challenge, in that the authors estimated that it used as much energy as would
have sufficed to bring two Olympic size swimming pools to the boil from a starting
temperature of 20 degrees Celsius.

The traditional 80-bit security level is equivalent to boiling the average daily rain
fall of the Netherlands (which is apparently according to [65] the healthy equivalent to
215 swimming pools per day). To obtain 128-bit security one needs to expend the energy
to boil off all the water on the planet. Thus with this metric one can rest assured that
ciphers that require 2'?® operations to break them will remain secure for a very long
time indeed.
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