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Chapter 1

The rule-based model approach.

A Kappa model for hepatic stellate cells activation by TGFB1

In this chapter, we introduce Kappa, a site graph rewriting language. As a realistic case study, we model a population of hepatic stellate cells under the effect of the TGFB1 protein. Kappa offers a rule-centric approach, inspired from chemistry, where interaction rules locally modify the state of a system that is defined as a graph of components, connected or not. In this case study, the components will be occurrences of hepatic stellate cells in different states, and occurrences of the protein TGFB1. The protein TGFB1 induces different behaviors of hepatic stellate cells thereby contributing either to tissue repair or to fibrosis. Better understanding the overall behavior of the mechanisms that are involved in these processes is a key issue to identify markers and therapeutic targets likely to promote the resolution of fibrosis at the expense of its progression.
1.1. Introduction

1.1.1. Modeling systems of biochemical interactions

The description and the analysis of the large scale and highly combinatorial systems which emerge from some mechanistic models of Systems Biology are still out of scope of the state of the art. In such models, the individual behavior of proteins or other components, that may establish links and modify their capability of interaction, is driven by races against shared resources. Moreover, occurrences of proteins may form a large amount of distinct complexes. Concurrency between interactions at different time-scale induces non linear feedback loops that control the abundance of these complexes. Lastly, these systems involve interactions between very small molecules, as ions and ligands, and giant complexes as DNA strands, the ribosome, or the signalosome. Understanding how the collective behavior of population of proteins and other components emerges from interactions between individual proteins, remains a crucial and mainly open challenge.

While technological progresses provide quickly an ever increasing amount of details about the potential mechanistic interactions between the components of these systems, and at an affordable cost, the scientific community is far from a global understanding of how the macroscopic behavior of these systems emerges from these interactions. This is the holy grail of Systems Biology. Yet, this challenge is hopeless without the help of specific and innovative methods to describe these complex systems and analyze their properties. These methods must scale to the large amount of information that is published in the literature at an exponentially increasing rate.
1.1.2. Modeling languages

Formal languages have been widely used to describe models of mechanistic interactions between occurrences of proteins. They provide mathematical tools to encode interactions and to define rigorously the behavior of the systems they represent by the means of a choice of semantics, would they be qualitative, stochastic, or differential.

Languages as reaction networks and classical Petri nets [53] are based on multi-set rewriting. Applying an interaction consists in consuming some reactants while producing some products. Kinetic constants specify, according to the choice of semantics, either the speed, or the average frequencies of application of each kind of reactions. These languages are very convenient to model the behavior of small or medium-size interaction systems. Yet, they struggle to scale to large models because one name (or one placeholder in the case of Petri nets) is required for each distinct kind of complexes.

It is worth to make the distinction among agent-based and rule-based approaches. In agent-based approaches, each entity, would it be a process [22] or an object [37] has to contain the specification of all its potential behaviors. The evolution of the configurations of the different entities is synchronized by the means of communication rules that define the operational semantics of the model. There are usually very few rules. It is possible to restrict the behavior of an agent with respect to some conditions over the properties of some other agents to which this agent would be linked. Yet, some fictitious processes would then be required to fetch the necessary information. Such trick has been already used in the first models written in the π-calculus [77]. Nevertheless, in general, agent-based approaches lead to network of finite state processes [60]. Thanks to this, the behavior of these models can be studied by the means of symbolic model checking tools as PRISM [65].

Agent-based approaches fail to scale whenever occurrences of components admit too many distinct configurations or whenever their capabilities of interaction depend too much on the configurations of the components they are linked to. Such models
cannot be described, and *a fortiori* their behavior cannot be computed with such approaches.

Rule-based approaches consist in defining models by the means of interaction rules. Each rule specifies under which conditions over the configurations of the different occurrences of agents an interaction may happen and what is the impact of applying this interaction. This way, the state of an agent does not define once for all the capabilities of interaction of this agent. The capabilities of interaction are within the rules. This way, it is no longer necessary to itemize exhaustively the set of all the configurations agents may take. Rules only describe the parts that matter in the interactions that they describe. As a matter of fact, rule-based approaches scale better and ease the versioning of models. Moreover, since it is not necessary to describe every capability of interaction of the occurrences of the components, they ease unbiased modeling when the conception of the model is not influenced by a specific goal.

Ambient-calculus [19, 20], bioambients-calculus [78], and brane-calculi [18] are particular cases of languages. They describe the behavior of hierarchies of compartments, which may be arbitrarily nested. Some agents in the compartments, or in the case of the brane-calculi, in the membranes of compartments, provide to their compartments some capabilities to move within the hierarchy of compartments and to fuse pairwise. Capabilities of interaction may depend on the relative localization of compartments within the hierarchy of compartments. Projective brane calculus [29] describes even more faithfully the organization of compartments within a cell, by making the description of the state of the system independent from the choice of the root of the hierarchy of compartments.

1.1.3. Kappa

Languages for site graph rewriting [28, 42, 2, 59] aim at describing in a transparent way networks of interaction between occurrences of components, by the means of a syntax that is inspired from chemistry.
In Fig. 1.1(a) is given a site graph. This is a biochemical complex made of two occurrences of the ligand protein EGF, two occurrences of the receptor EGFR, one occurrence of a scaffold protein (Shc), two occurrences of a transport protein (Grb2), and one occurrence of the protein Sos. In Fig. 1.1(b) is given an example of binding rule. Two occurrences of the receptor EGFR, when both activated by a binding with some occurrences of the ligand EGF, may bind to each other to form a dimer. The other interaction sites are omitted because they play no role in this interaction. In Fig. 1.1(c) is given an example of movement rule. An occurrence of the enzyme Glycolase (DG) may glide along both directions (according to a random walk process) along a DNA strand.

1.1.3.1. Overview

In Kappa, each complex is described by a site graph. An example of site graph is given in Fig. 1.1(a). A site graph is made of some nodes that denote occurrences of some components. Each component is associated with a list of interaction sites. Sites may be free, or bound pairwise. Besides, some interaction sites may be tagged with a property, which may stand for an activation level. Interactions between occurrences of components may change the conformation of components. For instance, in the case of proteins, they may be folded and/or unfolded, which may hide or reveal some interaction sites. In Kappa, there is no explicit notion of three dimension structure. In contrast, the conditions for a site to be visible are specified in the description of the interactions themselves.
The behavior of a system that is written in Kappa is described by the means of context-free rewriting rules. In Fig. 1.1(b) is shown a rule of dimer formation. Two occurrences of the receptor \textit{EGFR} that are activated by some occurrences of the ligand \textit{EGF} may bind to each other and form a dimer. In Fig. 1.1(c) is given a second rule that is taken from a model of DNA repair [63]. In this rule, an occurrence of an enzyme, the Glycolase (\textit{DG}), may glide randomly in both directions along a DNA strand.

1.1.3.2. The semantics of Kappa

A rule may be seen from an intensional point of view, as a local transformation of the state of the system, or extensionally as a potentially infinite set of reactions which may be obtained by fully specifying the context of application of these rules. From this set of reactions, several semantics may be induced. These semantics may be qualitative, stochastic, or differential, as for reaction networks and Petri nets (quantitive semantics — that is to say stochastic or differential — require the use of rate constant). Yet, the stochastic semantics of a model that is described in Kappa may be executed directly, without ever generating the underlying network of reactions. This execution is based on the iteration of the following event loop (which corresponds to the application of Gillespie’s algorithm [50]). Given the current state of the system, denoted as a site graph, the set of all the potential events that may happen next is computed. An event consists in applying a rule in the site graph at an occurrence of the left hand side of a rule. Each event has a propensity which is defined as the rate of the corresponding interaction rule. Then, the next event is drawn randomly with a probability that is defined proportionally to its propensity, while the time between two consecutive events is drawn according to the exponential law with the parameter equal to the sum of the propensity of all the available events. For the sake of scalability, it would not be reasonable to recompute the list of all the potential events after each rule application. This set can indeed be dynamically updated by accounting only the new potential events and the events that are no longer possible, due to the application of the last
event \cite{30}. The actual simulator engine has been optimized thanks to the potential
sharing between the patterns that occur in the left hand side of rules \cite{10}.

1.1.3.3. The Kappa ecosystem

Modeling platform. Kappa models can be designed in a dedicated modeling platform \cite{12}. Rules can be specified in a text window while widgets provide access to most
of the existing Kappa tools, including simulation, static analysis, and causal analysis.

The platform can be used online (for reasonable size models) or installed locally.
Support for linking with python frontend/backend and exporting results in Jupiter
notebooks is also provided.

Stochastic simulation. The stochastic simulator KaSim samples the trajectories
of Kappa models faithfully according to their probability density distribution. As
explained in Sect. 1.1.3.2, it relies on a representation of the state of the system as
a site graph. The set of events that may be applied in the current state is computed
dynamically \cite{30}. The use of a dedicated category-based data-structure to describe and
update this set while optimizing the benefit due to potential common regions among
patterns \cite{10} has speed up the simulator.

Additionally, the Kappa platform provides support for end-user interactions during
the execution of a model \cite{9}. In particular, the end-user can pause the simulation while
observing the behavior of the model, specify modifications of the state of the model,
and restart the simulation to observe the impact of his intervention.

Static analysis. Static analysis enhances the confidence in models. The static ana-
lyzer KaSa \cite{31, 46, 11} computes and proves some structural properties about the
complexes that may be formed in a given model, given an initial configuration. This
tool uses the abstract interpretation framework \cite{25} to approximate the computation
of a least fix point over sets of patterns of interest. This way, it detects and proves
which of these patterns may be reachable. As a matter of fact, any pattern of in-
interest that is not in the result of the analysis will never occur in a state that may be
reached from the initial state. Due to the approximation, we cannot conclude about
the patterns that are discovered by the analysis; they may – or not – occur in a given
reachable state. This analysis is particularly useful to detect some relationships among
the states of the sites of some agents. It can also be proved that some rules will never
be applied in a given model. More information about how static analysis can help the
modeling process is provided in [11].

**Causal analysis.** Causal analysis aims at extracting different scenarii of interest
from a given simulation. While a simulation describes the behavior of a population
of agents which may evolve back and forth, causal analysis aims at describing the
evolution of some individuals while focussing on the computation steps that make
progresses. Given an event of interest, causal analysis provides a set of minimal scenarii
that are extracted from the simulation traces and that describe the events that were
necessary to trigger an instance of the event of interest.

Causal analysis relies on two main ingredients. Firstly, scenarii are described as
event structures. This way, concurrency between causally independent events is ex-
plained and their interleaving orders is abstracted away. Secondly, operational research
techniques are used to extract minimal sub-structures leading to the same ending
event. This way, non necessary events are discarded. More information about the
formal background of causal analysis may be found in [33].

**Underlying network and model reduction.** As explained in Sec. 1.1.3.2, a
Kappa model induces a (potentially infinite) network of reactions. The tool KaDe
[17] generates this network. Several export formats are available: the network may be
exported in the DOTNET language [43, 8] or in SBML [56], or as a set of differential
equations written in MAPLE [71], MATHEMATICA [87], MATLAB [70], or OCTAVE [38].

Model reduction may be used to simplify the underlying reaction network, the
underlying system of differential equations, or even the underlying Markov chain.
Exact model reduction techniques consist in discovering a change of variables. They
find out sets of quantities that can be exactly described while discarding the others. Such changes of variables may be detected directly at the level of the site graph structure, hence without even generating the underlying network of reactions. These reductions are based on the detection of symmetries [45] and the static inspection of the flow of information among different regions of complexes [47, 32, 48, 16].

Conservative methods, based on tropicalisation techniques, have also been proposed [7]. By exploiting separation between time- and concentration-scales, they permit to eliminate some variables, at the cost of numerical approximations. Here the exact behavior of the variables of interest is lost, but it is safely approximated by the means of intervals.

1.1.3.4. Main limitations

Kappa suffers from several limitations. For instance, the name of the interaction sites of an agent shall be pairwise distinct; also, in regards to geometry, Kappa does not offer any support either for describing the tridimensional structure of the complexes, or for describing their spatial distribution. Disallowing multiple occurrences of sites in a given agent greatly eases the detection of occurrences of patterns in graphs. Not only this is the cornerstone for an efficient stochastic simulation, but also it is the root of some algebraic constructions widely used in static analysis and model reduction. Some languages get rid of this limitation either directly as in BNGL [42] and mod [1], or indirectly by encoding them by the means of hyperlinks as in React(C) [59]. Nevertheless, it deeply impacts the efficiency of simulation engines. As far as geometry is concerned, some assumptions about the spatial conformation of agents may be implicitly encoded within rewriting rules. Some extensions of the language provide a syntax to describe the relative position of agents within complexes so as to restrict the potential events to those which satisfy some specific constraints [34].

As far as the spatial distribution of complexes is concerned, the assumption is made that they are perfectly mixed. As a matter of fact, in the case of intracellular models,
crowding effects that may result from the accumulation of proteins in some specific regions of a cell, cannot be modeled. The same way, the gradients of proteins that may result from the action of a scaffold protein cannot be described (an occurrence of a scaffold protein holds some occurrences of proteins to maintain them in the same biochemical complex; in Kappa, no assumption is made about the position of these occurrences of proteins when they are released, even for a short amount of time). A partial alternative consists in encoding a grid of potential discrete positions. Then, some rewriting rules may be used to model the diffusion of proteins, which consists in making proteins glide from one position to an adjacent one. SpatialKappa [82] offers a transparent syntax for discrete diffusion of agents, based on this construction. Beside, the ML language [54] provides support for describing models of interactions between proteins with continuous motion. In Kappa, it is also possible to define a static finite hierarchy of compartments. Yet, the transport of occurrences of proteins by the means of vesicules cannot be modeled this way. The formal cell machinery [27] addresses this issue, but does not provide efficient simulation engines.

1.1.4. Modeling a population of hepatic stellate cells

In this chapter, we model in Kappa the behavior of a population of hepatic stellate cells. This is an interesting case study as it illustrates the flexibility of the language. It is worth noting that the system that is modeled is not, as it is usually the case, a population of proteins, but a population of cells interacting with some signaling proteins. Also the abstraction level of the model is tailored to cope with the amount of information that is available about the interaction and the combinatorial complexity of the execution of the underlying mechanisms. We provide in this section some biological context about the model.

Chronic liver diseases (CLDs) are long duration and slow progression pathologies
Figure 1.2: Dynamics of Hepatic Stellate Cells. Upon injury, damaged hepatocytes produce signal to induce inflammation that in turn promotes TGFB1-dependent activation of HSC. Activated HSC orchestrate tissue repair and are either eliminated through senescence and apoptosis or deactivated towards a transient reverted state that can be reactivated more rapidly. Upon repeated injuries, activated HSC progress toward a myofibroblast state that escapes to control, leading to fibrosis.
which represent a major public health issue in terms of economic cost [14]. CLDs are mainly associated with viral infections, alcoholic diseases and more recently with the non-alcoholic fatty liver diseases (NAFLD) due to the increasing frequency of metabolic syndromes (insulin resistance, type 2 diabetes and obesity). Chronic hepatitis is associated with the development of fibrosis, which results in the abnormal deposition of extracellular matrix rich in interstitial collagen and a severe dysfunction of liver functions. The terminal stage of fibrosis is cirrhosis, which constitutes the major risk of occurrence of Hepatocellular Carcinoma (HCC). The mortality linked to the complications of cirrhosis (hemorrhage, liver failure, cancer) leads to the death of a little more than one million people per year in the world.

The matrix microenvironment is therefore the major regulator of events related to the fibrosis-cirrhosis-cancer progression and Hepatic Stellate Cells (HSC) are the main actors for modifying the extracellular microenvironment (Fig. 1.2). In response to hepatic insults, HSC undergo a process of activation from quiescent vitamin A-rich cells in normal liver to proliferating, fibrogenic and contractile myofibroblasts [83]. Among the molecules that drive HSC activation, the transforming growth factor TGFB1 plays the major role. In addition to the deposition of fibrillar matrix components, activated HSC produce a wide variety of molecules involved in extracellular matrix remodeling, which in turn modulates the availability and signaling of TGFB1. Upon injury, HSC are activated to repair tissues and next are eliminated according to three mechanisms: apoptosis, senescence and reversion leading to return to the healthy situation [61]. However, when injury persists, HSC remain activated with a myofibroblast phenotype, and extracellular matrix accumulates leading to fibrosis, cirrhosis and cancer. The understanding of the dynamics of HSC activation and regulation by TGFB1 is essential to identify markers and therapeutic targets likely to promote the resolution of fibrosis at the expense of its progression.

In this chapter, we developed a Kappa model to characterize the dynamics of HSC activation and the different states upon TGFB1 stimulation.
1.1.5. Outline

The rest of the chapter is organized in the following way. In Sect. 1.2, the main features of Kappa are informally explained in graphical representation (figures have been generated with the GKappa library [44]). In Sect. 1.3, the rules that model the behavior of the hepatic stellate cells are given and explained. The kinetic parameters are also documented. Some references to the literature are provided to justify both rules and parameters. In Sect. 1.4, the model is checked and simulated. Static analysis is used so as to increase the confidence on the model. Then the model is simulated under two scenarii. In the first one, the population of hepatic stellate cells responds to an acute inflammatory aggression. In the second one, the case of chronic inflammation is considered. In Sect. 1.5, the chapter is concluded. The current state of the model is discussed as well as future extensions of it.

1.2. Kappa

We give the syntax and the semantics of Kappa.

1.2.1. Site graphs

We introduce in this section the notion of site graphs. Site graphs will be used to describe not only the different states of the systems that we are modeling, but also the different patterns that will be used in the section 1.2.2 to describe, by the means of rewriting rules, the behavior of these systems.

1.2.1.1. Signature

The definition of a model starts with its signature. This signature specifies the alphabet, that is to say all the ingredients that may be involved in this model. It may
be described graphically by the means of a contact map, as the one that is given in Fig. 1.3. A contact map is made of a list of nodes that specifies the different kinds of agents in the model. Each node has a name and is drawn with a specific shape. The notion of agent in Kappa is quite abstract. Agents can be used to encode not only instances of proteins, but also individual cells, depending on the granularity of the model. Moreover, in order to tune the scaling of a model, an agent may also stand for a fixed amount of occurrences of a given kind of protein, or a given kind of cell, all in a same configuration. Each agent is also fitted with a set of interaction sites, which are depicted around it by the means of named circles. In Kappa, a given kind of agent cannot bear two interaction sites with the same name. Lastly, each interaction site is fitted with a set of tags that may be used to denote its activation level, as the stage of differentiation of some cells, for instance. Activation states may also be used to describe the localisation of the occurrences of some agents or of some sites within a finite hierarchy of compartments. Interaction sites may also carry a binding state: sites with the symbol $\sqsubseteq$ may potentially remain free; the pairs of sites that may be bound pairwise are described in the contact map by the means of undirected arcs. In the contact map, a site may be bound to several others (we will explain later that in such a case, there is a competition for the binding to this interaction site). Moreover, a site may be bound to itself in the contact map (in such a case, the corresponding interaction sites of two occurrences of the agent may be bound together).

**Example 1.1:** An example of contact map is given in Fig. 1.3. It describes the components of our model. This contact map introduces three kinds of agents: hepatic stellate cells HSC, myofibroblasts MFB, and occurrences of the transforming growth factor protein TGFB1. The model documents only one interaction site for the protein TGFB1. This site, which is called cell, enables the occurrences of the TGFB1 protein to bind either a hepatic stellate cell or a myofibroblast. The protein TGFB1 has also many other interaction sites and may exist in various forms (active, latent, degraded, ...). Yet these considerations do not matter in the scope of this model. They are
Figure 1.3: A contact map. This map specifies the signature of a model by itemizing the different kinds of agent, their interaction sites, the different activation states that each kind of sites may take, and the potential bindings between these interaction sites.

useful only when considering the extracellular matrix molecular network. Thus, we omit them for the sake of simplicity. In the model, we are interested in the state of three interaction sites of the hepatic stellate cells. Two of them describe the different forms of the cells and its different activation stages. We distinguish quiescent cells, activated cells, inactivated cells, and reactivated cells. Then within each form, there may be different activation stages. When the notion of activation stage does not make sense, the stage null is used. For instance, quiescent cells have no intermediary stages, thus their sites activation are always in the state null. Otherwise, the cell may be in an intermediary stage stage0 or stage1, or fully activated, which is written as complete. The third site, called receptor, is an abstraction of all the TGFB1 receptors in a hepatic stellate cell. This site receptor carries out a binding state. This site can be free or bound to an occurrence of the TGFB1 agent. A given cell may fix many occurrences of the TGFB1 protein. The sites of the occurrences of the TGFB1 protein may also be free. For scalability issues, we abstract this by a single interaction site per cell. Hence an agent TGFB1 does not stand for a single occurrence of the TGFB1 protein, but for the average amount of occurrences of this protein that are bound to a hepatic stellate
The site receptor also carries out a localization, which ranges among null, intern, and membrane. The state null means that all the receptors of the cell are currently degraded. The state intern means that they all have been internalized. Lastly, the state membrane means that they are all available on the membrane of the cell.

As far as myofibroblasts are concerned, the model focuses on three interaction sites as well. Myofibroblasts carry out a state. We distinguish initial and apoptotic/senescent ones, and also the ones coming from the differentiation of a reactivated hepatic cell. Beside, there exist several differentiation stages between different states, which is encoded within a site called differentiation. Myofibroblasts may be in an intermediary stage, which is written as stage0 or stage1, or fully differentiated, which is written as complete. The third site, which is called receptor, copes for the receptors of an occurrence of myofibroblast. This site works exactly as the site receptor of the hepatic stellate cells does. Lastly, the agent TGFB1 has a unique interaction site. This site carries out a binding state. Indeed a pack of occurrences of the TGFB1 protein may be either free, or bound to the receptors of a hepatic stellate cell, or bound to the receptors of a myofibroblast.

### 1.2.1.2. Complexes

Kappa models describe the behavior of a soup of complexes. A complex is made of several occurrences of agents. Each occurrence of an agent is equipped with a set of interaction sites. Some sites carry out an activation state, but only one. Lastly, each occurrence of a site may be either free, or bound to exactly one other occurrence of a site. As opposed to the contact map, an occurrence of a site cannot be bound to itself in a complex. Additionally, an occurrence of a site cannot be bound to two distinct occurrences of sites. A complex forms a connected pattern, this means that it is always possible to go from a given occurrence of an agent to another one by following a potentially empty sequence of bonds.

**Example 1.2:** An example of complex is given in Fig. 1.4. This complex is made
Figure 1.4: A complex. It contains several occurrences of agents. Each occurrence documents the set of its interaction sites. The sites that may carry out an activation state, have one. Moreover, each site that may carry a binding state is either free, or bound to another site.

of two occurrences of agents. The first one denotes an occurrence of hepatic stellate cell. The second one denotes a pack of TGFB1 proteins. The TGFB1 proteins are bound to the receptors of the hepatic stellate cell which is in its quiescent form (hence not activated yet). Lastly, the receptors of the hepatic stellate cell are located on the membrane of this cell.

The signature constrains the set of complexes of a model. Not all the complexes that satisfy the syntax of Kappa are consistent with a signature. The contact map not only provides the list of all the potential kinds of agents with their interaction sites, but also it summarizes the potential states of the sites of each occurrence of agents. More precisely, each occurrence of an agent in a complex shall specify the same interaction sites as the corresponding agent in the contact map. Moreover, every site in a complex such that the corresponding site in the contact map admits at least one activation state, shall bear an activation state as well. This is the same for the binding states. These constraints ensure that the state of each occurrence of agents in a complex is fully specified. Three additional constraints ensure that the state of sites matches with the contact map: firstly an occurrence of site may carry an activation state only when the corresponding site in the contact map carries this activation state as well; secondly an occurrence of site may be free only when the corresponding site in the contact map may be free as well; thirdly, two occurrences of sites may be bound together only when the two corresponding sites may be bound in the contact map.
Figure 1.5: The unique projection from the complex of Fig. 1.4 into the contact map of Fig. 1.3. This projection is defined by mapping each occurrence of agents of the complex to the unique node corresponding to this agent in the contact map.

These constraints can be formalized by requiring that every complex can be projected onto the contact map, that is to say that the function which maps every occurrence of agents of a complex to the agent with the same name on the contact map is always a homomorphism. Said differently, the contact map may be understood as the folding of every complex of a model and every node of the contact map summarizes all the potential configurations of the occurrences of the corresponding agent.

Example 1.3: In Fig. 1.5 is depicted the projection of the complex of Fig. 1.4 onto the contact map of Fig. 1.3.
Figure 1.6: Two connected patterns. They are made of occurrences of agents. Each occurrence of agents documents a subset of its interaction sites. Each site may carry out an internal state and/or a binding state (while remaining consistent with the content of the contact map). An occurrence of an interaction site may be free or bound to a specific occurrence of an interaction site.

1.2.1.3. Patterns

The behavior of complexes is defined by the means of rewriting rules. These rules specify not only the necessary conditions to trigger an interaction, but also the potential effects of these interactions. Before explaining more precisely what a rewriting rule is, it is necessary to introduce the notion of pattern. Indeed patterns are used to specify under which conditions a rule may be applied.

We focus the presentation on the description of connected patterns. More sophisticated patterns may be obtained by putting several connected patterns side by side. A connected pattern is a contiguous part of a complex. This way, it may be made of zero, one, or several occurrences of each kind of agents. Each occurrence of an agent may be associated with a set of interaction sites. Each occurrence of an interaction site may potentially bear an activation state. Lastly, each occurrence of an interaction site may be free or bound to exactly one other occurrence of an interaction site. The binding state of an occurrence of an interaction site may also remain unspecified.

Example 1.4: Two examples of connected patterns are given in Fig. 1.6. The first pattern (see in Fig. 1.6(a)) is made of a single occurrence of the agent HSC and documents the state of two sites. The site state is in the state quiescent whereas the site activation is in the state null. Neither the binding state, nor the state of the interaction site receptor is specified.
The second pattern (see in Fig. 1.6(b)) is made of one occurrence of the agent HSC and one occurrence of the agent TGFB1 that are bound together via the site receptor of the first one and the site cell of the second one. The site receptor of the agent HSC is tagged with the string ‘membrane’, which means that the receptors of this cell are on the membrane. It is also specified that the hepatic stellate cell must be in the quiescent state. The activation level of the cell is not documented.

As it was already the case for complexes, the contact map also constrains the patterns may be used in a model. This way, the occurrence of an agent in a pattern can only document the interaction sites which are associated to the unique occurrence of this agent in the contact map. An occurrence of an interaction site may bear a given activation state only if the corresponding site in the contact map is tagged with this activation state. An occurrence of an interaction site may be free only when the corresponding site in the contact map may be free as well. Lastly, two occurrences of sites may be bound together in a pattern only when there is a link between the two corresponding sites in the contact map. Said differently, as it was already the case for complexes, it shall be possible to project the pattern onto the contact map. This means that the function mapping each agent of a pattern to the unique corresponding agent in the contact map shall be a homomorphism.

1.2.1.4. Embeddings between patterns

A pattern may specify more or less information. It is indeed possible to insert some interaction sites in the occurrence of an agent that does not document all its interaction sites. Moreover, it is also possible to insert a new binding or activation state to an interaction site that misses one. It is even possible to bound a given site to the fresh occurrence of an agent. In all these cases, we will say that the initial pattern occurs in the second one, or equivalently, that the second pattern contains an occurrence of the first one. That is to say that the relationship between the occurrences of agents in the first pattern and the occurrences of agents in the second pattern induces an
embedding. An embedding from a pattern into another one is a function which maps each occurrence of agents in the first pattern to an occurrence of agents in the second pattern while preserving the structure of site graphs. This means that this mapping preserves the kinds of agents, the sites that are documented, the activation and binding states.

It is worth noting that complexes are particular patterns. In a complex, each occurrence of an agent documents all its sites, with an activation state and a binding state whenever they have one. This way, it is not possible to insert more information in a complex. A complex is a connected pattern that cannot be embedded in any other connected pattern.

**Example 1.5:** Two examples of embeddings are given in Fig. 1.7. These are the only embeddings between the patterns that were given in Fig. 1.6 and the complex that was given in Fig. 1.4. In both embeddings, each occurrence of an agent in the pattern is mapped into the unique occurrence of this agent in the complex.

It is worth noting that an embedding from a connected pattern into another pattern is fully defined by the image of one of its occurrences of agents. The other associations
may be retrieved by following the links between interaction sites and by using the fact that embeddings shall preserve links. This property highly eases the research of occurrences of a given pattern inside another pattern. Site graphs are *rigid* [32, 75].

### 1.2.2. Site graph rewriting

Patterns are used to specify the potential behavior of Kappa models, by the means of rewriting rules. This is the objective of the current section.

#### 1.2.2.1. Interaction rules

Complexes may evolve by applying interaction rules. An *interaction rule* is defined as a pair of patterns with an implicit pairing relation between some occurrences of agents in the first pattern and some occurrences of agents in the second pattern. The first pattern specifies the local conditions under which an interaction may be triggered. The difference between both patterns specifies the transformation that is performed when this rule is applied. As a matter of fact, the second pattern in a rule shall be obtained from the first one by modifying the activation and/or the binding states of some interaction sites, inserting fresh occurrences of agents (in this case, the full interface of these occurrences shall be documented), and removing some occurrences of agents.

**Example 1.6:** In Fig. 1.8, three examples of interaction rules are given.

In Fig. 1.8(a), occurrences of the protein TGFB1 bind a hepatic stellate cell in its quiescent form. The receptors of this cell must be located on its membrane. The interaction consists in establishing a bond between the site receptor of the agent HSC and the site cell of the agent TGFB1 while internalizing the receptors of the cell.

In Fig. 1.8(b), an activated hepatic stellate cell in activation stage 0 and connected to some TGFB1 proteins may proliferate. As a result, the TGFB1 proteins are consumed, which frees the receptors of the cell, and another cell is created. This cell is in
Figure 1.8: Three examples of rules: in 1.8(a), a binding rule; in 1.8(b), a proliferation rule; and in 1.8(c), a degradation rule.

The same activation stage and is also activated. Moreover, its receptors are free and in the state null. We notice that the configuration of the newly produced cell is fully specified, as it is required when a fresh agent is created.

In Fig. 1.8(c), a quiescent hepatic cell in the activation state null may be degraded. Whenever this interaction rule is applied, an occurrence of hepatic stellate cell in this configuration is removed. There is no requirement on the receptors of the cell. They may be null, on the membrane, or internalized. Additionally, when the receptors are bound, the corresponding binding is released before degrading the cell, which also frees the occurrences of TGFB1 proteins potentially bound to the cell. This update has not to be specified explicitly in the rule: this is called a side effect.
1.2.2.2. Reactions induced by an interaction rule

As explained previously, the left hand side of a rule specifies under what context a given interaction may happen. It is then possible to insert further constraints for the conditions under which a rule may be applied, by refining the patterns that occur on the left hand side and on the right hand side of a rule in exactly the same way. A rule that cannot be refined further (without creating a new connected component) is called a reaction-rule [51].

Special care has to be taken about agent degradation. On the first hand, when refining the state of an agent to be degraded in the left hand side of a rule, the right hand side is not impacted (since there is no corresponding agent). On the second hand, agent degradation may cause side effects. Indeed, the state of an occurrence of agent to be degraded may be refined by binding one of its sites to the site of another occurrence of agent. In such a case, if the latter occurrence is not degraded, then its site becomes free in the right hand side of the rule. There is no pending bound in Kappa.

**Example 1.7:** In Fig. 1.9, some rules are refined into reaction-rules. In Fig. 1.9(a) is shown a refinement of the rule that was given in Fig. 1.8(a). It is additionally specified that the hepatic stellate cell shall be on the state null of activation. In Fig. 1.9(b) is depicted the unique refinement of the rule that was given in Fig. 1.8(b) (since this was already a reaction, no further information can be inserted). In Fig. 1.9(c) is drawn a refinement of the rule that was given in Fig. 1.8(c). It is additionally specified that the receptors of the hepatic stellate cell shall be internalized and bound to some occurrences of the TGFB1 proteins. These occurrences are released when the hepatic stellate cell is degraded, as a result of side effects.

1.2.2.3. Underlying reaction network

A set of rules can be translated into a – potentially infinite – set of reaction-rules, by replacing each interaction rule by the set of the reaction-rules that can be obtained as
Figure 1.9: Three examples of reaction-rules for the rules of Fig. 1.8.
refinements of this rule. It is then enough to replace each complex by a name to get a proper (potentially infinite) reaction network, in which each rule is defined as a tuple of reactants and a tuple of products. This reaction network is defined uniquely up to the choice of the names of each complex. The behavior of a set of interaction rules may then be defined as the behavior of its underlying reaction network. Quantitative semantics require to assign rates to each rules, the rate of each reaction-rule being defined as the rate of the rule it has been generated from.

**Example 1.8:** We conclude this section by describing the compilation of a toy model written in Kappa into a reaction network. We consider a model with only one kind of agent, a protein. This protein has two sites, \( l \) and \( r \). Each occurrence of these sites may be phosphorylated, or not. The signature of the model is given in Fig. 1.10(a) by the means of a contact map. The phosphorylation and the dephosphorylation of each site of an occurrence of a protein is independent from the state of the other site in this occurrence, which is formalized in the four rules that are given in Fig. 1.10(b). This way, neither the phosphorylation rules, nor the dephosphorylation rules, document the state of the other site.

The underlying reaction-rules are obtained by expanding the context of application of each interaction. This way, in our example, each rule gives birth to two reaction-rules, according to the phosphorylation state of the site that is not specified in the initial rule. These reaction-rules are given in Fig. 1.10(c).

The next step consists in naming the different kinds of complexes that are involved in the so-obtained reaction-rules. An occurrence of the protein with no phosphorylated site is called \( A \), an occurrence of the protein with only the site \( r \) phosphorylated is called \( B \), an occurrence of the protein with only the site \( l \) phosphorylated is called \( C \), and an occurrence of the protein with both sites phosphorylated is called \( D \). Named reactions are given in Fig. 1.10(e). They have been obtained by replacing each occurrence of complex with its name in the reaction-rules.

Defining the behavior of a model by the means of its underlying reaction networks
(a) Contact map.

(b) Interaction rules.

(c) Reaction-rules.

(d) Dictionary.

A : \[ \xrightarrow{A \rightarrow C} \]
B : \[ \xrightarrow{B \rightarrow D} \]
C : \[ \xrightarrow{C \rightarrow A} \]
D : \[ \xrightarrow{D \rightarrow B} \]

(e) Reactions.

A \rightarrow C
B \rightarrow D
A \rightarrow B
C \rightarrow D

Figure 1.10: A model made of a contact map and four interaction rules, and its compilation into a reaction network.
has been done to ease the presentation. The semantics of the language BNGL was initially implemented this way [43]. Yet, such a semantics is not so convenient in practice, since a Kappa model usually induces too many reactions. The semantics may be formalized directly by the means of a process calculus [31, 48] or in a categorical setting [33, 45]. The first approach provides a more operational perspective whereas the second one abstracts away more computational details. It is worth noting that usual categorical rewriting frameworks (by single push-out [67], double push-out [23], or sesqui-pushout [24]) fail in modeling correctly side effects. Two known approaches solve this issue. It is possible to twist the definition of embeddings [33, 45] or to enrich graphs with constraints [6].

The simulator of Kappa directly applies rewriting rules in the graph that describes the state of the system [30, 10]. The underlying reaction network is never computed explicitely.

1.3. Model of activation of stellate cells

Now we describe in Kappa a model of the behavior of a population of hepatic stellate cells.

1.3.1. Overview of model

In Fig. 1.11 is sketched the potential behavior of an occurrence of hepatic stellate cell. This diagram itemizes the different transformation processes between the different forms of hepatic stellate cells. In particular, it describes how hepatic stellate cells are activated by the TGFB1, and differentiate into myofibroblasts which undergo different processes. An important point is the inactivation pathway leading to the generation of inactivated hepatic stellate cells which differ from the quiescent phenotype. Inactivated cells are more quickly reactivated by TGFB1 than quiescent ones, thereby amplifying
Figure 1.11: The behavior of hepatic stellate cells. TGFB1 protein induces the activation of quiescent hepatic stellate cells (qHSC) (green dashed arrow). The activated hepatic stellate cells (aHSC) differentiate to myobroblasts (MFB) (light green arrow). MFB have two potential behaviors (green arrow): either they enter in the apoptosis/senescence pathway or are inactivated to inactivated hepatic stellate cells (iHSC). iHSC have three potential behaviors: either they reverse into qHSC (light purple arrow), or they enter in the apoptosis/senescence pathway (light purple arrow), or they are activated by the protein TGFB1 (purple dashed arrow), leading to reactivated hepatic stellate cells (HSC reactivated) (light purple) that may differentiate to reactivated myobroblasts (MFB reactivated) (purple). The reactivated MFB have only one behavior, that is the apoptosis/senescence pathway (purple).

Cell response in chronic diseases. The apoptotic/senescence pathway allows for the feedback control (to keep the explanation simple) of the activation pathway.

1.3.2. Some elements of biochemistry

Before describing the interaction rules, we give some reminders of basic elements of biochemistry. Our goal is to explain how rate constants are defined and computed. As often as possible, we try to define them with respect to the reaction half-time, that is the time after which on average, half of the reactants of a reaction have been consumed.
1.3.2.1. Reaction half-time

Let us consider a first-order reaction of the form $A \rightarrow B$. We assume that the time when each instance of the reaction is applied is drawn randomly according to an exponential law with parameter $k$. That is to say that given an occurrence of the component $A$, the probability that this occurrence has turned into an occurrence of the component $B$ after time $t$ is equal to $(1 - e^{-k \cdot t})$.

Assuming that $A$ is in large quantity in the system, the expectation $E[A](t)$ of the quantity of $A$ remaining in the system at time $t$, is defined by the following equation:

$$E[A](t) = E[A](0) \cdot e^{-k \cdot t}$$

where $E[A](0)$ denotes the initial quantity of $A$ (we write it as an expectation for the sake of homogeneity).

The half-time of the reaction, that is written $t_{1/2}$, is then the time so that the expectation of the quantity of the component $A$ that has been consumed at time $t_{1/2}$ is equal to half of the initial quantity of this component. That is to say that:

$$\frac{E[A](0)}{2} = E[A](0) \cdot e^{-k \cdot t_{1/2}}.$$

It follows that:

$$k = \ln \frac{2}{t_{1/2}}.$$

In the case of a degradation reaction, that is to say, when the reaction has no product, the half-time of a reaction is also called its half-life time.

1.3.2.2. Conversion

In practice, reaction time is documented in the literature in various forms. Sometimes, it is documented as the time taken to transform all the occurrences of the component $A$ into occurrences of the component $B$. Since there always remains a residual quantity,
we interpret this as the time $t_{99\%}$ so that the expectation of the quantity of the component $A$ that has been consumed by the reaction at time $t_{99\%}$ is equal to 99% of the initial quantity of this component.

The conversion from $t_{99\%}$ to $t_{1/2}$ can be made thanks to the following reasoning. Given $q$ between 0 and 1, we can define $t_q$ the time so that the expectation of the component $A$ that has been consumed is equal to the fraction $q$ of the initial quantity of this component. The duration $t_q$ is defined by the following equation:

$$(1 - q) \cdot E[A](0) = E[A](0) \cdot e^{-k \cdot t_q}.$$

It follows that:

$$\frac{\ln 2}{t_{1/2}} = -\frac{\ln (1 - q)}{t_q}.$$ 

Thus,

$$t_{1/2} = \frac{\ln 2}{\ln \frac{1}{1-q}} \cdot t_q.$$ 

We can conclude that:

$$t_{1/2} = \frac{\ln 2}{\ln 100} \cdot t_{99\%}.$$

### 1.3.2.3. Production equilibrium

It often happens that a degradation rule is counter-balanced by a synthesis rule in order to maintain an expected average amount of components in stationary regime.

Let us consider two reactions, a degradation reaction $A \rightarrow$ with a half-life time $t_{1/2}$ and a synthesis reaction $\rightarrow A$ at a rate $k$. The goal is to set the rate constant $k$ so that the expected average amount of the component $A$ is equal to $E[A]_{eq}$ in stationary regime. This means that, when the quantity of $A$ is equal to $E[A]_{eq}$, the overall propensity of the degradation rule shall be equal to the one of the synthesis rule. That is to say that:

$$k = \frac{\ln 2}{t_{1/2}} \cdot E[A]_{eq}.$$ 

33
It is worth noting that this parameterization does not enforce a rigid equilibrium. This ensures only the eventual behavior of the system in the absence of other mechanisms that could modify the quantity of the component $A$.

### 1.3.2.4. Erlang distributions

The exponential law is defined by only one parameter. As a consequence, the standard deviation of the time a given event may take, is fully defined by its average time. This is not always satisfying from a modeling point of view, since some processes may require time distributions with different standard deviations.

A solution to this issue consists in decomposing a given interaction into several intermediary steps, each of these being executed according to an exponential distribution. The resulting composite process satisfies a so called Erlang-distribution \[41\] that is defined by two parameters (the average time of each intermediary step and the number of these steps). For instance, we may consider the sequential composition of two steps the duration of each of which being defined by an exponential law with a same parameter, and compare it with a single process the duration of which is defined by an exponential law, twice as slow as each step of the composite process. Then the standard deviation for the time so that half of the quantity of the initial component has completed the two intermediary steps is less than the standard deviation of the time so that half of the quantity of the initial component has completed the single step process. Moreover, the time so that the expectation of the quantity of the initial component that has completed the two-step process is equal to 99% is shorter than the time that is defined the same way for the single step process.

We do not know how to define analytically the reaction half-time of the intermediary processes with respect to the overall completion time of the process. Instead, we fit these values empirically, by simulating the behavior of the intermediary interactions (without considering the rest of the model).
1.3.3. Interaction rules

We now itemize the interaction rules of our model. The rate constants are parameterized with some values essentially found in the literature. The value of these parameters is given after the description of the rules in Fig. 1.25 on page 51.

1.3.3.1. The behavior of TGFB1 proteins

In Fig. 1.12 is specified the behavior of TGFB1 proteins.

The degradation of the protein TGFB1 is described in Fig. 1.12(a). In general, the occurrences of the protein TGFB1 are spontaneously degraded only in their active form. Yet, in this model, only the active form of TGFB1 is involved, this is why the activation state of the occurrences of the protein TGFB1 is omitted. Inactive form of the protein TGFB1 plays an important role in the extracellular matrix. Additionally, this rule specifies that only the occurrences of the agent \textit{TGFB1} that are not linked to any other agent may be degraded. The degradation rate is set according to the half-time of the protein.

The rules in Figs. 1.12(b), 1.12(c), 1.12(d), 1.12(e), 1.12(f), and 1.12(g) describe the interactions between TGFB1 and cells, the latter being in different states. We use several rules in order to give them different rates. Interactions with \textit{TGFB1} agents are possible only when cell agents have a free receptor at their membrane and \textit{TGFB1} agents are in their active state (which is omitted in our model) and not bound to any other agents. The receptors that bind TGFB1 are internalized leading to the state called \textit{intern}. In order to preserve a pool of qHSC for cell renewal, we modulate the rule rate from (Fig. 1.12(b)) with a variable \( V_r \) that stands for the degree of renewal. This variable ranges between 0 and 1 according to the amount of cells that are currently bound to TGFB1 proteins. The more cells are bound to some TGFB1, the lower \( V_r \) will be, till reaching the value 0. Compared to hepatic stellate cells, myofibroblasts are less sensitive to the protein TGFB1 [80], therefore we reduced the rate of transformation induced by TGFB1 binding by 41.6% (41.6%
Figure 1.12: The behavior of the protein \textit{TGFB1}.
1.3.3.2. Renewal of quiescent HSCs

The quantity of quiescent HSC in the liver results from an equilibrium between the production and the degradation of these cells. While qHSCs have mesenchymal stem cell origin [76, 52], there is no information about the qHSC production and their renewal in normal and pathological livers. Upon TGFB1 stimulation, qHSC are transformed towards aHSC and the pool of qHSC is likely consumed. We introduced a variable \( V_r \) to preserve a residual pool of qHSC (see page 35). The degradation and production rules for hepatic stellate cells in their quiescent form are described in Fig. 1.13.

The degradation of qHSC occurs when they have a null activation and no links with any other agents (see Fig. 1.13(b)). In Fig. 1.13(a), the state of the quiescent hepatic stellate cells which are synthetized has to be fully specified. It is written that their activation state is null and their receptors are free and on the membrane.

The rates of both rules are set according to the explanations that were given in Sec. 1.3.2 on page 31 so as to ensure the renewal rate of the hepatic stellate cells in their quiescent form and also the overall amount of them in regular regime.
1.3.3.3. Activation and differentiation

The activation of an occurrence of a hepatic stellate cell may happen when the three following conditions are satisfied: it shall be in a quiescent form (which is written as *quiescent*), its activation level shall be null (which is written as *null*), and it shall be activated by some TGFB1 proteins (Fig. 1.14(a)). This activation modifies the conformation of the hepatic stellate cell, which is now an activated one (which is written *activated*) in the first stage of activation (which is written as *stage0*).

Activation is a gradual process (Figs. 1.14(b) and 1.14(c)), the hepatic stellate cells enter in their second activation stage (which is written as *stage1*), and their third and last one (which is written as *complete*). During this process, they remain in their activated form.

Once in the last stage of activation, hepatic stellate cells may differentiate into myofibroblasts. This process is done in three stages. The first step consists in replacing a fully activated hepatic stellate cell into a myofibroblast (*MFB* agent) in initial state (which is written as *initial*) and in the first differentiation stage (which is written as *stage0*). The description of this first step requires four rules (Fig. 1.14(d)). The main reason is that the state of the cell receptors shall be maintained. Yet since *HSC* and *MFB* are two different agents, it is not possible to inherit information from the *HSC* agents that are consumed to the *MFB* agents that are created. Thus, the solution is to write one rule for each potential state of the interaction site *receptor*, and there are four of them.

After differentiation of HSC towards MFB, the latter undergoes two other steps of differentiation. The rule in Fig. 1.14(e) describes the passage from the initial stage into the second one (which is written *stage1*). Then, the rule in Fig. 1.14(f) describes the passage from the second stage into the last one (which is written *complete*).

The rates of activation and differentiation steps are defined by the means of a reaction half-time, following the guidelines that were given in Sec. 1.3.2. Each activation step shares the same rate, while each differentiation step shares another one.
Figure 1.14: Activation of hepatic stellate cells and formation of myofibroblasts.
1.3.3.4. Proliferation of activated hepatic stellate cells

The activation of hepatic stellate cells by some occurrences of the \textit{TGFB1} protein may induce their proliferation (Fig. 1.15).

There are three different rules according to the activation stage of the cells. As a result of proliferation, the occurrences of the \textit{TGFB1} agent are consumed, and the occurrences of the \textit{HSC} agent are duplicated. It is worth noting that we have assumed that the new occurrences are in the same state and in the same activation stage as the occurrences which have given them birth. But, their receptors are not operational yet (which is written as \textit{null}).

The rate of the rules are computed from the half-time of the proliferation reaction.
1.3.3.5. Proliferation of myofibroblasts

The proliferation of myofibroblasts works exactly as the proliferation of activated hepatic stellate cells. Myofibroblasts must be in the initial state and activated by some occurrences of the TGFB1 protein. Occurrences of myofibroblasts may then be duplicated, conserving the state and the differentiation stage. The receptors of the newly created myofibroblasts are not operational yet (which is written as null). Proliferation speed is set by the means of the proliferation half-time of myofibroblasts.

1.3.3.6. Apoptosis and senescence of myofibroblasts

Upon the action of the TGFB1 protein, hepatic stellate cells are activated and differentiated into myofibroblasts which are in charge of tissue repair. Moreover, when TGFB1 is consumed, some of these MFB are eliminated (around 50%) through the
apoptosis/senescence pathway which is modeled in Fig. 1.17, the rest of them becomes inactivated (for 50%) through an inactivation pathway which is depicted in Fig. 1.18.

Due to the lack of information, the processes of apoptosis and senescence have been merged. The resulting pathway is made of two steps. The first step (Fig. 1.17(a)) consists in marking the myofibroblast for apoptosis/senescence. It requires the myofibroblast to be in its initial form (which is written initial), in the final stage of differentiation (which is written as complete), and its receptors to be free. As a result, the state is changed into apoptosis. We use a different scale for the differentiation level of the myofibroblasts that are marked for apoptosis, hence the differentiation level is set to stage1. The rate constant of the interaction accounts for the half-time reaction of myofibroblasts and the fact that only half of them follow this pathway.

The second step consists in the degradation of the myofibroblast (Fig. 1.17(b)). The degradation rate is computed from the half-life time of the myofibroblasts once they have entered the apoptosis/senescence pathway.

1.3.3.7. Inactivation of myofibroblasts

Inactivation of myofibroblasts is a two-step process which is depicted in Fig. 1.18. This process turns them back to hepatic stellate cells. Yet, since the cells that come from the inactivation of myofibroblasts have a different behavior, we call them inactivated cells.

The first step (Fig. 1.18(a)) consists in turning occurrences of myofibroblasts into
hepatic stellate cells in inactivated form (which is written \textit{inactivated}). This requires the occurrences of myofibroblasts to be in their initial state (hence they have not entered the apoptosis pathway, and they cannot come from the reactivation of an inactivated cell) and in the final stage of differentiation. Moreover, binding with occurrences of the TGFB1 protein blocks this process, thus their receptors are assumed to be free. No further assumption is required on the state of the receptors of the occurrences of the myofibroblasts. As a result, the occurrences of myofibroblast are replaced with occurrences of hepatic stellate cell in the initial state and in the first stage of inactivation (which is written \textit{stage1}). The state of the receptors is maintained. Since the agents \textit{MFB} and \textit{HSC} are different, we have to use three rules to model this (as we did already for describing the first step of differentiation of hepatic stellate cells (Fig. 1.14(d))). The rate of these rules are the same than the rules for apoptosis/senescence (Fig. 1.17(a)), since it stands for the behavior of the other half of the myofibroblasts.
The second step of the inactivation of hepatic stellate cells is described in Fig. 1.18(b). It still requires the cell not to be activated by the TGFB1 proteins. As a result, the cell enters the final stage of inactivation (which is encoded by the activation state null). The rate of the rule for this second step of inactivation is defined by the half-time of inactivation of hepatic stellate cells.

1.3.3.8. Behavior of inactivated hepatic stellate cells

Inactivated hepatic stellate cells are either slowly eliminated through degradation process, or returned to the quiescent form, or reactivated by a new TGFB1 stimulation into myofibroblasts.

Inactivated HSC can be eliminated through two processes, apoptosis/senescence or reversing. To undergo those pathways, HSC agents must be inactivated (which is written inactivated) and not under the process of activation (which is written null). Moreover, these HSC agents must not be bound to TGFB1 agents. We choose that 95% of iHSC will enter apoptosis/senescence (Fig. 1.19(a)), the remaining part will reverse into a quiescent state (Fig. 1.19(b)).

The 5% of iHSC undergoing reversion are similar to the one undergoing apoptosis/senescence and reverse into qHSC (Fig. 1.19(b)). The process of reversion forms similar qHSC than those previously described (Fig. 1.13). Nevertheless, the state of the receptor is conserved during reversing. The rates of degradation and return to quiescence rules depend on iHSC half-life time.

Upon a new TGFB1 stimulation, inactivated hepatic stellate cells may be react-
(a) Initial step of reactivation.

(b) Second step of reactivation.

(c) First step of redifferentiation.

(d) Second step of redifferentiation.

Figure 1.20: Redifferentiation of inactivated hepatic stellate cells.
activated. This is a two-step process. In the first step, which is depicted in Fig. 1.20(a), the occurrences of the TGFB1 agent are consumed and the conformation of the cell changes. They are now in the first stage of reactivation, which is formalized by the state reactivated and the activation level stage0. The second step, which is written in Fig. 1.20(b), puts the cell in the second stage of reactivation, its activation level is set to complete. The rate of the reactivation of iHSC is 4 time the rate of a HSC activation, that is why the parameter ihsc\textsuperscript{stage1/2reaction} is divided by the parameter react\textsubscript{factor} (that is set to the value 4).

Reactivated hepatic stellate cells follow the same process of differentiation than activated ones leading to the formation of reactivated myofibroblasts (which is written as reactivated) as described in Figs. 1.20(c) and 1.20(d). Similar to the differentiation of initial myofibroblasts (Fig. 1.14), the description of the first step of redifferentiation requires four rules (Fig. 1.20(c)). Those four rules aim at conserving the state of the receptors during the change from occurrences of the agent HSC into occurrences of the agent MFB. The rate of the rules for MFB reactivated stage depends on the half-time of the reaction needed to their formation.

After differentiation of HSC towards MFB, the latter undergoes another step of differentiation. The rule in Fig. 1.20(d) describes the passage into the last stage (written complete). The rate of the complete differentiation rule depends on the half-time of the complete differentiation of the reactivated MFB.

1.3.3.9. Proliferation of reactivated cells

The proliferation of reactivated cells is formalized in Fig. 1.21. It works exactly as the proliferation of initial cells. Myofibroblasts and hepatic stellate cells must be in the state reactivated and bound to some occurrences of the protein TGFB1. Occurrences of HSC and MFB may then be duplicated, conserving the state of their sites state and activation for the formers and the state of their sites state and differentiation for the latters. The receptors of the newly created cells are not operational yet (which is
Figure 1.21: Proliferation of reactivated cells.
(a) Apoptosis/senescence.

**Figure 1.22:** Apoptosis/senescence of reactivated myofibroblasts.

written as *null*). Proliferation speed is set by the means of the proliferation half-time of each stage of activation and differentiation. In particular, the factor $\text{react}_{\text{factor}}$ accounts for the fact that reactivated cells proliferate more than firstly activated ones.

### 1.3.3.10. Degradation of reactivated MFB

Unlike Myofibroblasts, no information shows a potential inactivation for reactivated MFB. Starting from that, the only way for MFB in a *reactivated* to disappear is through apoptosis/senescence (Fig. 1.22). It requires the myofibroblasts to be in their reactivated form (which is written *reactivated*), in the final stage of differentiation (which is written as *complete*), and their receptors to be free. The reaction rate is computed from the half-life time of the myofibroblasts.

### 1.3.3.11. Behavior of receptors

The receptors of cells have also their own behavior which regulates the capability of cells to interact. This holds for the receptors of the protein TGFB1 as well. The behaviors of these receptors in hepatic stellate cells and in myofibroblasts is sketched in Fig. 1.23 by the means of transition systems which show the possible changes from one state to another, labelled with some rate constants. This behavior can be modeled by the means of four pairs of rules (Fig. 1.24) [84]. Those rules regulate the capability of the occurrences of the *HSC* and *MFB* agents to interact with occurrences of the *TGFB1* agent.
Figure 1.23: Receptors cycle.

(a) The receptors of HSC.

(b) The receptors of MFB.

Figure 1.24: Behavior of the receptors.

(a) HSC receptors expression.

(b) MFB receptors expression.

(c) HSC receptors recycling.

(d) MFB receptors recycling.

(e) HSC internalized receptors degradation.

(f) MFB internalized receptors degradation.

(g) HSC externalized receptors degradation.

(h) MFB externalized receptors degradation.
The first pair of rules describes the production of the receptors for HSC and MFB agents (Figs. 1.24(a) and 1.24(b)). Hepatic stellate cells and myofibroblasts may produce their receptors when they are not present (which is written null). Newly produced receptors are expressed at the membrane of the cells (which is written membrane). The rate of production of receptors is given by the parameter \( Pr \).

The second pair of rules describes the recycling of the receptors from the pool of internalized receptors to the membrane (Fig. 1.24(c) and 1.24(d)). Interacting with their ligands may induce the internalization of the receptors (which is written intern). This internalization may lead to the recovery of the receptor permitting its expression at the membrane (which is written membrane). The rate of this process is given by the parameter \( Kr \).

The third pair of rules describes the degradation of the receptors from the pool of internalized receptors (Figs. 1.24(e) and 1.24(f)). This internalization may also lead to the degradation of the receptors (which is written null). The rate of this degradation process is given by the parameter \( Kid \).

The fourth pair of rules describes the degradation of the receptors lying on the membrane (Figs. 1.24(g) and 1.24(h)). Receptors have a turnover leading to their degradation even without interaction with the protein TGFB1. In that case, they may change from the state membrane into the state null. The rate of this degradation process is given by the parameter \( Kcd \).
### Parameters

In the previous section we described the rules present in our model, the table in Fig. 1.25 contains the parameters used to define the rate of these rules. Most of these parameters were found in the literature; for some of them, some calculations and estimations were done. Sometimes, information was lacking, that is why for few

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Symbol</th>
<th>Values</th>
<th>Acquisition</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>Number of Disse’s Space</td>
<td>( \text{Number of Disse’s study} )</td>
<td>10</td>
<td>Calculated</td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>Number of cells by Disse’s Space</td>
<td>( \text{HSC number by } )</td>
<td>4</td>
<td>Calculated</td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>Total number of cells</td>
<td>( \text{HSC number} )</td>
<td>40</td>
<td>Calculated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>qHSC</td>
<td>( \text{hsc} )</td>
<td>90 days</td>
<td>Estimated</td>
<td>[62]</td>
</tr>
<tr>
<td></td>
<td>Half-activation time</td>
<td>( \text{halfactivation} )</td>
<td>0.17 hour</td>
<td>Calculated</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Max of self activated</td>
<td>( \text{max} )</td>
<td>0, 0.166, 1</td>
<td>Bibliography</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td>sHSC</td>
<td>( \text{hsc} )</td>
<td>12.64 hours</td>
<td>Estimated</td>
<td>[80]</td>
</tr>
<tr>
<td></td>
<td>Doubling time</td>
<td>( \text{hsc} )</td>
<td>8.43 hours</td>
<td>Estimated</td>
<td>[80]</td>
</tr>
<tr>
<td></td>
<td>Apoptosis proportion</td>
<td>( \text{apoptosis} )</td>
<td>50% of total MFB</td>
<td>Bibliography</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>Inactivation proportion</td>
<td>( \text{inactivation} )</td>
<td>50% of total MFB</td>
<td>Bibliography</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>MFB react</td>
<td>( \text{react} )</td>
<td>1.58 hours</td>
<td>Estimated</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>Doubling time</td>
<td>( \text{react} )</td>
<td>0.0425 hours</td>
<td>Estimated</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>hHSC</td>
<td>( \text{hsc} )</td>
<td>25-29 days</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Half-life</td>
<td>( \text{hsc} )</td>
<td>90 days</td>
<td>Bibliography</td>
<td>[62]</td>
</tr>
<tr>
<td></td>
<td>Apoptosis proportion</td>
<td>( \text{apoptosis} )</td>
<td>5% of total hHSC</td>
<td>Estimated</td>
<td>[36], [66]</td>
</tr>
<tr>
<td></td>
<td>Quiescent return proportion</td>
<td>( \text{quiescent} )</td>
<td>5% of total hHSC</td>
<td>Estimated</td>
<td>[36], [66]</td>
</tr>
<tr>
<td></td>
<td>Half-activation time</td>
<td>( \text{activation} )</td>
<td>0.0425 hours</td>
<td>Estimated</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>TGFB1</td>
<td>( \text{tgfb} )</td>
<td>5 min</td>
<td>Bibliography</td>
<td>[85]</td>
</tr>
<tr>
<td></td>
<td>Inflammatory input</td>
<td>( \text{tgfb} )</td>
<td>100 * number of qHSC</td>
<td>Calculated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fixing time</td>
<td>( \text{fixing} )</td>
<td>3 min</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of receptor by cell</td>
<td>( \text{factor} )</td>
<td>7730</td>
<td>Bibliography</td>
<td>[69]</td>
</tr>
<tr>
<td></td>
<td>Receptor Recycling rate</td>
<td>( \text{Kr} )</td>
<td>0.5 hours</td>
<td>Bibliography</td>
<td>[84]</td>
</tr>
<tr>
<td></td>
<td>Production rate</td>
<td>( \text{Pr} )</td>
<td>0.066 hours</td>
<td>Bibliography</td>
<td>[84]</td>
</tr>
<tr>
<td></td>
<td>Degradation rate</td>
<td>( \text{Kcd} )</td>
<td>0.6 hours</td>
<td>Bibliography</td>
<td>[84]</td>
</tr>
<tr>
<td></td>
<td>Ligand induced degradation rate</td>
<td>( \text{Kid} )</td>
<td>0.066 hours</td>
<td>Bibliography</td>
<td>[84]</td>
</tr>
<tr>
<td></td>
<td>Time of transformation</td>
<td>( \text{transform} )</td>
<td>36.64 hours</td>
<td>Calculated</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td>aHSC transition stage</td>
<td>( \text{athsc} )</td>
<td>46.22 hours</td>
<td>Calculated</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td>MFB differentiation stage</td>
<td>( \text{mfb} )</td>
<td>18.06 hours</td>
<td>Calculated</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>MFB inactivation stage</td>
<td>( \text{mfb} )</td>
<td>3.62 hours</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MFB apoptosis stage</td>
<td>( \text{mfb} )</td>
<td>6.31 hours</td>
<td>Estimated</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>MFB second differentiation stage</td>
<td>( \text{mfb} )</td>
<td>6.31 hours</td>
<td>Estimated</td>
<td>[40]</td>
</tr>
</tbody>
</table>

Figure 1.25: Parameterization of the model.
parameters we estimated their values using literature and our knowledge. As explained previously in Sec. 1.3.2, defining the reaction half-time of intermediary stages with respect to the overall completion time of the process is complicated. The computation of those reaction half-times has been made empirically.

1.4. Results

1.4.1. Static analysis

Before sampling the trajectories of the model, we use the static analyzer KaSa [11] so as to check the structural invariants. The objective is two-fold. Firstly the analyzer may detect some rules that will never be applied in the model. If so, this would mean that some parts are missing and that the model should be completed accordingly. It may also be due to some typos that should be corrected. Secondly, we want to check whether the intended relationships among the state of interactions sites in the different cell conformations hold effectively.

The analysis takes about 0.08 seconds on a 2.3 GHz Intel Core i9 8 cores MacBook Pro. The analysis detects no unapplicable rule and infers the structural invariants that are shown in Fig. 1.26. These invariants take the form of some refinement lemmas. They are written as logical implications. The left hand side is made of a pattern that specifies some conditions about the conformation of a cell. The right hand side completes this pattern with some additional constraints. These constraints are necessary satisfied in every occurrence of the left hand side pattern in a state that the system may take during a potential execution. They take the form of sites that are decorated with an exhaustive list of the states that they may take.

In particular, the analysis detects and proves the following properties about the different stages of the different forms of cells.

- Quiescent hepatic stellate cells may be only in the stage null (Fig. 1.26(a));
Figure 1.26: The result of static analysis. For each implication, every occurrence of the pattern on the left hand side of an implication in a reachable state necessarily satisfies the conditions described in the right hand side.
• Activated hepatic stellate cells may be only in the stages stage0, stage1, and complete (Fig. 1.26(b));
• Inactivated hepatic stellate cells may be only in the stages null and stage1 (Fig. 1.26(c));
• Reactivated hepatic stellate cells may be only in the stages stage0 and complete (Fig. 1.26(d));
• Myofibroblasts in their initial form may be only in the stages stage0, stage1, and complete (Fig. 1.26(e));
• Myofibroblasts on the way to apoptosis may be only in the stage stage1 and their receptors may not be bound (Fig. 1.26(f));
• Reactivated myofibroblasts may be only in the stages stage0 and complete (Fig. 1.26(g)).

The analysis also discovers that the receptors that are either missing (null), or on the membrane (membrane) of the cells, are necessarily free both in the case of hepatic stellate cells (Fig. 1.26(h)) and myofibroblasts (Fig. 1.26(i)).

1.4.2. Underlying reaction network

The set of rules may be compiled into a reaction network or equivalently into a system of ordinary differential equations thanks to the tool KaDe [17]. This computation takes about 0.04 seconds on a 2.3 GHz Intel Core i9 8 cores MacBook Pro. The resulting system involves 56 kinds of complexes.

1.4.3. Simulations

Simulating our model provides the results given in Fig. 1.27. In Fig. 1.27(a), we mimic an acute inflammatory aggression by one input of TGFB1. This is indeed the regime under which we have calibrated our model thanks to the information available in the literature. In Fig. 1.27(b), chronic inflammation was created by multiple inputs of TGFB1 (10 times here), and the expected behavior was successfully reproduced by
(a) Response to an acute inflammatory aggression.

(b) Response to chronic inflammation.

Figure 1.27: Simulations of the model. Curves represent the time evolution of the number of occurrences of each form of cells in response to TGFB1 inputs. Time is expressed in hours. In Fig. 1.27(a), one input of TGFB1 at time 100. In Fig. 1.27(b), there are eleven inputs of TGFB1, first at time 100 then starting from time 700, each 100 hours there will be an input of TGFB till getting ten inputs.
our model. Each simulation takes around 14 seconds of CPU to simulate 4000 hours of biological time on a 2.3 GHz Intel Core i9 8 cores MacBook Pro. These curves show the evolution of the number of occurrences of each form of cells with respect to time (in hours). To parameterize the model, we choose to work in a volume corresponding to 10 Disse Spaces, containing among 40 quiescent HSC (calculated from [39]). Adding TGFB1 to the model at time 100 initializes the activation process, transforming quiescent HSC (qHSC, blue) towards activated HSC (aHSC, orange). After that, the newly activated HSC enter in differentiation process leading to the formation of MFB (green). When TGFB1 is completely consumed, MFB are either eliminated by apoptosis/senescence or inactivated (Fig. 1.27(a)). The inactivation of MFB leads to the formation of inactivated HSC (iHSC, purple). The iHSC are either eliminated by apoptosis/senescence or reverse towards quiescent HSC. Upon a new stimulation by TGFB1, iHSC can also reverse towards reactivated HSC first, then in reactivated MFB (red). Iterative inputs of TGFB1 in the model quickly favor the accumulation of reactivated myofibroblasts, the inactivation and apoptosis/senescence pathways being surpassed by MFB proliferation and reactivation. Moreover, TGFB1 iterative inputs induce a population switch with diminution of initial cells and augmentation of reactivated cells. After few inputs of TGFB1, some inactivated HSC remain but after more inputs, they completely disappear leading to the saturation of the environment by reactivated MFB 1.27(b). The timing for iterative inputs of TGFB1 is crucial. When too close, only MFP and HSC proliferation is observed. When too separate, much inactivated HSC are eliminated leading to decrease the inflammatory answer.

The primary results are encouraging, showing the dynamic of hepatic stellate cells in function of the TGFB1 inputs. Our model successfully describes the behavior of hepatic stellate cells shown in Sec 1.3.1 and respects the time link to this dynamic; activation process takes around 168 hours, differentiation around 336 hours, inactivation around 664 hours [5, 40]. However, some parts of the model need to be reviewed. Firstly the proliferation process is one of our main problems. Cells proliferation is lower than expected, for example the number of activated HSC should be 3 fold
higher than the number of cells undergoing activation process. It could come from a part that is missing to explain the dynamics of the model (as discussed in conclusion Sect. 1.5). It could also be solved by considering more intermediary stages in Erlang time-distributions (which would lower the standard deviation of their overall process durations, hence favoring cell synchronization, and amplifying the amplitude of their abundance peaks). Also, reactivated cells elimination should be homogenized with initial MFB apoptosis/senescence. Last but not least, the model is quite rigid. Some encoding artifacts have been used. For instance controlling HSC activation by a factor should be removed and the rules firing should control it without any help. Globally, this model needs to be perfected but the primary results are promising.

1.5. Conclusion

This chapter was devoted to the rule-based language Kappa. As a realistic case study, we developed a model for the activation of hepatic stellate cells by the protein TGFB1. We have used knowledge from the literature to calibrate the model according to its expected response to a single acute inflammatory aggression and we were able to reproduce the expected behavior in case of chronic inflammation (up to minor differences in response amplitudes). Beyond the benefit of formalizing executable models, Kappa offers a convenient syntax, close to biochemistry, which eases the modeling process, the potential updates of the model, and the documentation of it. In Sec. 1.3, the description of the Kappa interactions provides a practical road map to navigate among the different elements of the model.

Yet modeling requires a constant search for the most adequate abstraction trade-off. Models may be made arbitrarily precise when detailed information about biochemical mechanisms is available in the literature and when this amount of details does not overcome the in silico computational resources. In this model, we favored simplicity while sticking to the experimental observations. We aim to investigate further
different parts of the model and include more details gradually. During this, we will check that the overall behavior of the model is preserved and explore the impact of these updates in specific regimes. Rule-centric approaches make this empiric modeling approach easier.

More specifically, we plan to investigate further on two parts of the model. The first one is about the receptors of cells. With a view to simplifying, we have abstracted all the receptors of each occurrence of cells, by a single Kappa site, called receptor. Moreover each agent TGFB1 indeed stands for a pack of occurrences of the protein TGFB1. The main motivation is to spare computation time. The impact on the model is that all the receptors of an occurrence of a cell are considered to be in the same state. This abstraction could be refined by modeling the receptors of each cell and each occurrence of the TGFB1 protein individually. Yet the cost may become prohibitive both with respect to memory (each occurrence of the TGFB1 protein would be described explicitly) and to computation time (binding between occurrences of the TGFB1 protein and their receptors would occur at a very fast scale and the simulation would have to account for very frequent instances of this event). The issue with memory could be solved easily by the means of counters. The total number of occurrences of free TGFB1 could be modeled as a numerical value (called 'token' in Kappa), and the number of receptors in each of the four different states (null, membrane, intern and free, and intern and bound) should be described by the means of some counters, as enabled by a recent extension of Kappa [13].

The second part concerns the memory of cells. As we have seen, activated and re-activated hepatic stellate cells exhibit a different behavior. This means that these cells have a memory and that the history of each cell impacts its further behavior. In the current version, this is modeled by introducing different forms of cells, and providing each form with different capabilities of interaction and rates. This modeling directly operates at the level of the phenotypes of the cells. It would be interesting to better understand where these different behaviors come from by modeling an abstraction of the protein content of the cells. This way, the behavior of each cell would directly
emerge from its protein content. Due to the difference of time-scales and the lack of details in the literature, the protein content cannot be modeled precisely. Instead it could be described by equipping each cell with some abstract counters \[13\]. The value of these counters could increase upon activation and decrease during cool-down phases, while influencing the capabilities of interaction of the cell.

In Kappa, basic elements are interactions. Their rates provide information about their time-distribution independently from the rest of the system. In the literature, information about reaction durations takes different forms. It can be specified as the time to complete a given ratio of a given process, or defined more phenotypically by the time period between peaks of concentrations. In Kappa, only exponential time-distributions can be assigned to an interaction. This means that the average time of a reaction and its standard deviation are fully entangled. More diverse time-distributions may emerge as a result of sequential composition of reactions. For instance, Erlang time-distributions \[41\] may be obtained by modeling a process as the sequential composition of \(k\) intermediary steps. Intermediary steps reduce the time-variability of the full process and eventually lead to a fixed duration. Yet, this comes with a computational overhead. From a parameterization point of view, rates of intermediary steps are more difficult to guess and must be data-fitted.

One critical point of modeling TGFB1-dependent activation of HSC is the identification of the parameters because of the lack of quantitative values. To overcome this issue, we merged information about HSC activation from both \textit{in vivo} and \textit{in vitro} experiments, however the difference in dynamics of activation/regulation between these two approaches has been already widely documented such as for gene expression \[35\]. Indeed, seeding quiescent HSC on plastic dishes induces HSC activation through molecular mechanisms that differ in part from mechanisms within liver tissue because of the presence of other cell types and microenvironments. An evolution of the model might be to integrate other cellular components and the biomechanical constraints that play a critical role in activation of HSC and in regulating myofibroblasts phenotype \[86, 74\]. Importantly, the phenotype of activated HSC is more complex than
initially reported and the recent development of single cells RNAseq analyses allows
now to demonstrate the heterogeneity of activated HSC [64]. We need to get more
information on phenotyping the different HSC species including the MFB states in or-
der to better characterize the different reversibility pathways and to understand what
contributes to the disequilibrium towards the disease progression.

While the biomechanical aspect is generally discarded in modeling cell activation-
differentiation and cell signaling, modeling biological processes needs to take into ac-
count the physical constraints occurring in situ. Obviously extracellular matrix is the
paradigm of such constraints and is the major regulator of cell responses [73, 21]. Ex-
tracellular matrix is not an inert material supporting cells within tissue but a plastic
and complex network associating insoluble molecules such as collagen mostly arranged
as supramolecular assemblies, glycoproteins such as fibronectin, and proetoglycans
that consist in polypeptide backbone decorated by glycoaminoglycans that confer
viscoelasticity and hydrophilic properties. This core matrisome characterized by [57]
comprises among 300 proteins and is associated with ECM-affiliated proteins, ECM-
regulators and secreted factors [81]. ECM composition and mechanical properties are
specific of tissue and change during physiopathological processes such as development,
inflammation, wound-healing, fibrosis and cancer. In the liver, the matrisome analyses
were recently reviewed in [3] and showed the incomplete and heterogeneous descrip-
tion of this network. Because of the impossibility to catch a spatial and evolutive view
of this network, models based on differential equations searched for driving molecules
of the network behavior such as the core matrisome proteins, fibrin and collagen [68],
and the ECM regulators [4, 58] in order to reduce the complexity.

Using Kappa language allows for the creation of an agent ECM that could inter-
act with cellular and molecular agents. Different states could be attributed to ECM
agent such as low, intermediate and high stiffness that control in turn the activation
of HSC. While the relationship between ECM stiffness and HSC activation is known
since a long time mainly by using 2D cell culture [86, 74], the quantitative evaluation
of each molecule implication in stiffness remains to be clarified. Of course, the role
of several molecules in liver stiffness during fibrosis has been characterized and Lysyl Oxidases (LOX) that catalyze cross-linking of collagen and elastin are some of these major actors [79]. The development of 3D-multi cellular hepatic models and microfluidic organ-on-a-chip liver models might be useful to get quantitative data about the contribution of molecular agents in stiffness and activation of HSC [72, 26]. In line with this, our future challenge aims to integrate the Kappa model for extracellular matrix-dependent TGFB1 activation that we recently developed [11]. TGFB1 is synthesized as a latent form (LAP-TGFB1) associated with the Latent TGFB1 binding protein (LTBP1) that sequesters it within the extracellular matrix networks. The release of active TGFB1 depends on enzymatic activities but above all on mechanical strengths involving matrix components and membrane receptors [55]. As a regulatory loop, the activated HSC synthesize extracellular matrix components including TGFB1 and are involved in regulation of matrix plasticity thereby affecting TGFB1 activation. Integrating matrix components implicated in TGFB1-dependent HSC activation might improve the present model and allow us to identify new regulators of the equilibrium between repair and fibrosis.
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