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ABSTRACT

In this paper we provide two methods that improve the detection
of sound events in domestic environments. First, motivated by the
broad categorization of domestic sounds as foreground or back-
ground events according to their spectro-temporal structure, we pro-
pose to learn a foreground-background classifier jointly with the
sound event classifier in a multi-task fashion to improve the gener-
alization of the latter. Second, while the semi-supervised learning
capability adopted for training sound event detection systems with
synthetic labeled data and unlabeled or partially labeled real data
aims to learn invariant representations for both domains, there is
still a gap in performance when testing such systems on real en-
vironments. To further reduce this data mismatch, we propose a
domain adaptation strategy that aligns the empirical distributions of
the feature representations of active and inactive frames of synthetic
and real recordings via optimal transport. We show that these two
approaches lead to enhanced detection performance in terms of the
event-based macro F1-score on the DESED dataset.

Index Terms— Sound event detection, foreground-background
classification, semi-supervised learning, domain adaptation

1. INTRODUCTION

Over the past five years, the interest in environmental acoustic
scenes has increased considerably among researchers in the field of
audio signal processing, largely driven by the Detection and Clas-
sification of Acoustic Scenes and Events (DCASE) Challenge and
Workshop series [1–3]. As a result, many tasks involving the au-
tomatic analysis of ambient sounds have progressed substantially.
This includes sound event detection (SED), a core task for home
surveillance or assisted living [4–6].

To this end, DCASE Challenge Task 4 encourages the devel-
opment of methods that contribute to the advancement of SED
methods that are trained in a semi-supervised way with a hetero-
geneous dataset [7] including a set of synthetic soundscapes with
annotations indicating the sound events class labels and timestamps
(strong labels), as well as a set of real recordings, mostly unlabeled
and where only a small subset contains at most information about
the active sound classes in the recordings (weak labels). The ob-
jective of the task is to find for a given soundscape the class of

This work was made with the support of the French National Research
Agency, in the framework of the project LEAUDS “Learning to understand
audio scenes” (ANR-18-CE23-0020). Experiments presented in this paper
were carried out using the Grid’5000 testbed, supported by a scientific inter-
est group hosted by Inria and including CNRS, RENATER and several Uni-
versities as well as other organizations (https://www.grid5000.fr).

the active sounds as well as their onset and offset time. Many im-
provements to the Task 4 baseline system have been proposed: aug-
mentation schemes to improve generalization [8, 9]; changes in the
acoustic front-end with alternative time-frequency representations
to log-Mel spectrograms [10] or time-frequency resolutions for each
sound event class [11]; modifications to the backbone architecture
with appended multi-task branches and post-processing techniques
to refine the outputs [12–14].

In this work we propose two methods to improve SED in
domestic environments. First, we propose the classification of
sounds by their spectro-temporal content as foreground or back-
ground events as an auxiliary task for SED. This broad catego-
rization of sound events was shown to be useful for deep neural
network-based source separation systems to differentiate rapidly
varying spectro-temporal features of short duration sound events
from slowly varying features of long duration sounds [15, 16]. The
proposed foreground-background classifier is jointly trained with
the SED branch in a multi-task fashion and the combination of both
branches is also investigated. The second improvement is a domain
adaptation strategy to reduce the mismatch between synthetic and
real recordings. Our proposed strategy aligns the empirical distri-
butions of the feature representations of active and inactive frames
of synthetic and real data via optimal transport [17, 18]. Altogether
the proposed methods lead to enhanced performance in terms of the
event-based macro F1-score on the Domestic Environment Sound
Event Detection Dataset (DESED) validation and public evaluation
sets [19, 20].

The remainder of this article is organized as follows. In Section
2 we present the proposed improvements to the SED task. Experi-
mental evaluation is discussed in Section 3 and lastly, we conclude
the paper in Section 4.

2. PROPOSED METHODS

2.1. Foreground-background classification

Let X , Y and Z be the input, output and latent space. For the
SED task we denote the soundscape time-frequency representation
by x ∈ X with corresponding annotations y ∈ Y . We have access
to a synthetic dataset with strong labels DS = {(xs

i, y
s
i)}ns

i=1 and
two datasets of real recordings: a weakly labeled dataset DW =
{(xw

i , y
w
i )}nw

i=1 and an unlabeled dataset DU = {xu
i}nu
i=1.

The SED model is a Mean Teacher model [21] in which both
the student and the teacher models have the same convolutional-
recurrent neural network (CRNN) architecture. We use the CRNN
from the student model as a representation mapping g : X → Z ,
where the log-Mel spectrograms are mapped to the latent space. The

https://www.grid5000.fr
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Figure 1: Proposed model with colored data flow for synthetic and real data. For simplicity, the diagram depicts only the student model
and the associated classification costs. The dash-lined path represents the training scheme with the fusion of the sound event detection and
foreground-background classification branches.

SED model is represented by the function f : Z → Y that maps
the latent representations to the output space.

2.1.1. FB branch

Motivated by the broad categorization of sound events into fore-
ground and background according to their spectro-temporal struc-
ture, we propose a foreground-background (FB) auxiliary classi-
fier fFB : Z → YFB that maps the latent space to foreground-
background labels. We learn this classifier jointly with the SED
model in a multi-task fashion, hypothesizing that these different yet
related classification tasks will help improve the network’s gener-
alization capability. Analogously, for the teacher model we denote
by g′, f ′ and f ′FB, the CRNN embedding function, SED and FB
branches, respectively. Figure 1 shows the proposed system depict-
ing the student model.

To train the FB classifier in the multi-task paradigm, we de-
rived foreground-background ground-truth annotations yfb

i from the
strong labels ys

i of the synthetic data by combining the sound event
labels in two categories: foreground: (alarm - bell ringing, speech,
cat, dog, dishes) and background (blender, vacuum cleaner, frying,
electric shaver - toothbrush, running water). The SED model is
optimized by minimizing

LSED = L(ys
i, f(g(xs

i))) + λLstrong(f(g(xi)), f
′(g′(xi)))+

L(yw
i , f(g(xw

i ))) + λLweak(f(g(xi)), f
′(g′(xi)))+

L(yfb
i , fFB(g(xs

i))) + λLstrong(fFB(g(xi)), f
′
FB(g′(xi))) (1)

where L(·, ·) is a binary cross-entropy classification loss, and
Lstrong(·, ·) and Lweak(·, ·) are mean-square error consistency costs
which are differentiable on their second parameter over strong
(frame-level) and weak (clip-level) scores, respectively. The con-
sistency weight λ is tied to all consistency costs.

2.1.2. SEDFB branch

Going beyond the proposed FB classification branch, we explored
its fusion with the SED branch into a detection branch (SEDFB) to
refine outputs. This branch is represented by a function fSEDFB :
Y × YFB → Y (f ′SEDFB for the teacher model). The input for the
SEDFB branch is the outer product of the outputs from the SED

and FB branches wi = f(g(xi)) ⊗ fFB(g(xi)), as this fusion cre-
ates a representation containing information from the joint interac-
tion of the SED and FB classifiers. The following classification-
consistency cost pair is added to the training objective in (1):

LSEDFB =L(ys
i, fSEDFB(ws

i)) + λLstrong(fSEDFB(wi), f
′
SEDFB(wi)).

(2)

The overall cost involving the SEDFB branch is given by

L = LSED + LSEDFB. (3)

2.1.3. Output smoothing

We used two methods to post-process the SED frame-level scores.
The first method corresponds to smoothing the binary multi-label
frame-level scores with a median filter of 0.45 s. The second ap-
proach consists of Hidden Markov Model (HMM) decoding. Fol-
lowing the same procedure as in [14], we determined the optimal
transition probabilities for each sound event class using the vali-
dation set. We contrast the contribution of both post-processing
schemes in Section 3.3.

2.2. Domain adaptation for sound event detection

From the unsupervised domain adaptation perspective, we regard
the synthetic dataset with strong labels as the source domain S =
DS , and the combination of real recordings from the weakly and
unlabeled dataset as the target domain T = DW ∪ DU . We denote
as xs and xt the soundscapes from S and T , respectively.

In contrast to adversarial adaptation approaches that introduce
a domain discriminator to reduce the distribution discrepancy be-
tween domains [14, 22, 23], our proposed strategy relies on optimal
transport for its ability to find correspondences between samples
by exploiting the geometry of the underlying space. We adopt the
DeepJDOT framework [18], to correct the mismatch between the
distributions of learned feature representations in the two domains.

2.2.1. Joint distribution optimal transport

Let µs =
∑ns
i=1 aiδg(xs

i),y
s
i

and µt =
∑nt
i=1 biδg(xt

i),y
t
i

be two em-
pirical distributions on the product space Z × Y , where δg(xi),yi
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is the Dirac function at position (g(xi), yi) ∈ Z × Y , and ai and
bi are uniform probability weights, i.e.

∑ns
i=1 ai =

∑nt
i=1 bi = 1.

The associated cost for the i-th source and j-th target element can
be expressed as a weighted combination of costs in the latent and
label spaces

d(g(xs
i), y

s
i; g(xt

j), y
t
j) = αc(g(xs

i), g(xt
j)) + βL(ys

i, y
t
j) (4)

where c(·, ·) is the squared `2 distance, L(·, ·) is a cross-entropy
loss that enforces regularity between the source and target domain
labels, and α and β are two scalar values. Since no labels yt

j are
available in the target domain they are replaced with pseudo-labels
f(g(xt

j)) obtained from the classifier f : Z → Y . We seek
for a transportation coupling γ ∈ Rns×nt in the space Γ(µs, µt)
of joint probability distributions with marginals γ1nt = µs and
γT1ns = µt, where 1d is a d-dimensional vector of ones, and a
pair of mapping functions g and f that minimize

min
γ∈Γ(µs,µt),g,f

∑
i,j

γi,jd(g(xs
i), y

s
i; g(xt

j), f(g(xt
j))). (5)

We follow a two-step procedure to solve this optimization problem.
In the first step, we compute the optimal coupling matrix γ with
fixed model parameters f and g,

min
γ∈Γ(µs,µt)

∑
i,j

γij(α||g(xs
i)− g(xt

j)||2 + βL(ys
i, f(g(xt

j)))). (6)

In the second step, with fixed γ, we update the models g and f as

min
g,f
Ls +

∑
i,j

γij(α||g(xs
i)− g(xt

j)||2 + βL(ys
i, f(g(xt

j)))) (7)

where Ls correspond to the classification cost on the source domain
to avoid losing performance on synthetic data.

2.2.2. Sampling strategy

For each data batch we sample all active and inactive frames from
the source and target domains as indicated by the strong labels and
the pseudo-labels. For both domains we only keep active frames
where no sound event overlap occurs, so that the optimal transport
takes place between the empirical distributions of the sound classes
of both domains. The number of sampled active frames per class
can vary considerably from batch to batch for synthetic and real
data, which can lead to the absence of certain classes in one type
of data for some batches. To account for this imbalance problem
we only keep active frames from common classes to both domains,
and then balance all classes by resampling them randomly, taking as
many elements as there are in the class with fewer elements. Sim-
ilarly, the number of inactive frames in the source and target do-
mains varies from batch to batch, so we sample randomly each set
by taking as many inactive frames as there are in the set with fewer
elements.

2.2.3. Pseudo-label refinement

To improve the reliability of the pseudo-labels assigned to real data,
we leverage the provided annotations of the weakly labeled set to re-
fine pseudo-labels on this subset. The refinement process consists of
fusing the frame-level outputs of the SED branch f on soundscapes
fromDW with their clip-level annotations by an element-wise mul-
tiplication. The target domain pseudo-labels are thus updated for

Figure 2: Proposed adaptation method to correct domain mismatch.

weakly labeled data as ŷt
j = f(g(xw

j )) � yw
j , j = 1, . . . , nw. This

operation constrains the estimated labels to contain at most the same
classes present in the weakly labeled soundscapes. Filtering out all
extra classes helps reduce false positives and allows more reliable
pseudo-labels to be obtained for the proposed sampling strategy and
domain adaptation process.

2.2.4. Training objectives

We denote as ẑs and ẑt the sampled active frames and as z̄s and
z̄t the sampled inactive frames from the source and target domain
latent representations zs and zt, respectively. After an initial pre-
training stage using (3), we construct the following objective func-
tion to account for the mismatch between the empirical distributions
of active and inactive learned feature representations

Ls + Lactive + Linactive (8)

where

Ls =
1

ns

ns∑
i=1

L(ys
i, f(g(xs

i))) +
1

ns

ns∑
i=1

L(yfb
i , fFB(g(xs

i))) (9)

corresponds to the first and third classification cost terms of the
training classification cost in (1). As only the student model un-
dergoes adaptation, no consistency losses are included in the above
objective to train the source domain classifier. The cost function La

corresponds to the distribution alignment loss of active frames

Lactive =
1

|Cactive|

Nactive∑
i,j

γactive
ij (α||ẑs

i − ẑt
i||2 + βL(ys

i, ŷ
t
j)) (10)
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where |Cactive| is the cardinality of the subset of labels Cactive ∈ C
representing the total number of active classes in the batch. The
second term in (10) enforces consistency between the target do-
main pseudo-labels and source domain labels. The cost function
Linactive accounts for the alignment of the marginal distributions of
the learned representations of inactive frames in both domains:

Linactive =

Ninactive∑
i=1

γ inactive
ij (α||z̄s

i − z̄t
i||2). (11)

Figure 2 depicts the proposed frame-level domain adaptation
strategy based on optimal transport for the SED task.

3. EXPERIMENTS AND RESULTS

3.1. Model

The selected model architecture is the same as the baseline system
of DCASE 2020. The CNN part is composed of 7 layers with 16,
32, 64, 128, 28, 128, 128 filters, respectively. A kernel of size 3x3
was used with max-pooling [2, 2], [2, 2], [1, 2], [1, 2], [1, 2], [1,
2] and [1, 2], respectively. A gated linear unit activation is applied
to the convolution operations. The RNN part is composed of 2 lay-
ers of 128 bidirectional gated recurrent units. The output of the
CRNN is followed by a dense layer with sigmoid activation to pro-
duce frame-level (strong) class-wise posteriors. Clip-level (weak)
scores are obtained by multiplying the aforementioned linear layer
with a dense layer with softmax activation followed by mean tem-
poral aggregation. The FB branch consists of a dense layer with
sigmoid activation, which acts upon the outputs of the RNN block.
The SEDFB branch is composed of a bidirectional RNN with 128
gated recurrent units and a dense layer with sigmoid activation.

3.2. Dataset and training procedure

We conducted experiments on the Domestic Environment Sound
Event Detection Dataset (DESED) dataset [19, 20], composed of a
training set of 2,584 synthetic audio clips generated by Scaper [24],
1,578 real soundscapes with clip-level annotations and 14,412 un-
labeled real recordings. In the training stage, the model was trained
for 200 epochs with the Adam optimizer, a dropout value of 0.5, and
a gradually increasing learning rate with a max value of 10−3 [25].
The consistency weight λ was set to 1. In the adaptation stage, the
student model was adapted for 300 epochs. We used cost weights
α = 0.2, β = 5.0, and the contribution of the source domain classi-
fier cost Ls to the total adaptation cost was multiplied by 100. The
learning rate was fixed to 10−4. Experiments with optimal transport
were performed using the Python Optimal Transport package [26].

3.3. Results

In Table 1 we compare results obtained by the proposed methods
on the validation and public evaluation sets of the DESED dataset
in terms of the event-based macro F1 score. The model labeled as
Baseline correspond to the baseline system of DCASE 2020 Chal-
lenge Task 4. Although the baseline system of the 2021 edition
comprises the same architecture as Baseline, it cannot be compared
with our methods as it was trained on a different synthetic dataset
with data augmentation. For each evaluation set we show perfor-
mance with median filtering (+MF) or HMM smoothing (+HMM)
post-processing.

Adding the FB branch is beneficial to the SED task as it im-
proved results on the validation set compared to Baseline by 8.3%.

Table 1: Performance on the validation and public evaluation sets.
Method F1 score F1 score

val val eval eval
+MF +HMMs +MF +HMMs

Baseline 34.8 38.1

+ DA 42.41 43.89 44.8 47.12

+ FB 43.12 45.42 46.06 49.38
+ FB + DA 45.68 47.77 50.79 53.10

+ SEDFB 46.15 46.20 48.40 49.79
+ SEDFB + DA 47.61 47.75 52.12 53.30

DCASE 1 45.13 48.07 50.58 53.35
DCASE 2 45.15 47.08 50.28 52.23

Further enhancement was achieved by refining outputs with HMM
smoothing, as performance increased by 10.6%. Moreover, its fu-
sion with the SED branch into a combined SEDFB branch brought
an additional gain of 3% with median filtering. A similar trend is
observed for the public evaluation set.

Model adaptation with the proposed strategy increased perfor-
mance over Baseline by 7.6% as a standalone method, and by 10.8%
and 12.8% when combined with the FB and SEDFB branches.
These results prove the effectiveness of the system in reducing mis-
match between synthetic and real data. Compared to the validation
set, performance was about 2% larger on the public set, which might
be due to the fact that the empirical distribution of the active and in-
active frames of this set resembles more that of the provided real
training data on which adaptation was carried out.

HMM smoothing as a post-processing method yielded greater
improvement to the scores over median filtering for all proposed
models except for the SEDFB-based methods, in which +MF and
+HMM provided similar scores, implying that the SEDFB branch
plays a similar role as HMM decoding in the modeling of time-
varying spectra of sound events.

DCASE 1 and DCASE 2 are model ensembles comprising
three and two + FB + DA systems from different training runs,
respectively. Ensembling is achieved by simply averaging the
model outputs. These models correspond to the submissions
made to the DCASE 2021 Challenge Task 4 and are labeled as
Olvera INRIA task4 SED 1 and Olvera INRIA task4 SED 2, re-
spectively. Both systems showed competitive performance in terms
of the event-based macro F1-score on the evaluation and public
evaluation sets among 65 systems.

4. CONCLUSION

In this paper we proposed two methods that enhance the detection
of domestic sound events. Motivated by the categorization of the
spectro-temporal characteristics of domestic sounds as foreground
or background, we proposed the use of an auxiliary foreground-
background classifier that is jointly trained with the sound event
classifier to improve generalization. Furthermore, we proposed to
incorporate an adaptation stage based on the joint distribution op-
timal transport of feature embeddings and labels to account for the
acoustic mismatch between the available synthetic and real training
data. We showed that the multi-task training scheme together with
the adaptation stage substantially improved the performance of the
baseline system.
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