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Abstract

3D gaze estimation is about predicting the line of sight
of a person in 3D space. Person-independent models for
the same lack precision due to anatomical differences of
subjects, whereas person-specific calibrated techniques add
strict constraints on scalability. To overcome these issues,
we propose a novel technique, Facial Landmark Heatmap
Activated Multimodal Gaze Estimation (FLAME), as a way
of combining eye anatomical information using eye land-
mark heatmaps to obtain precise gaze estimation without
any person-specific calibration. Our evaluation demon-
strates a competitive performance of about 10% improve-
ment on benchmark datasets ColumbiaGaze and EYEDIAP.
We also conduct an ablation study to validate our method.

1. Introduction

Eye gaze is an important non-verbal cue of humans and
is capable of describing human emotion and behaviour. It
is used in large cross-domain applications such as study
of human behavior [24], clinical diagnosis [27], human-
computer and human-robot interaction [11, 19]. To have
precision in such applications, it is very important to have
an accurate estimation of eye gaze. 3D gaze estimation is
about inferring the actual line-of-sight of a person in 3D
space and is the main focus of this paper.

Owing to the importance of study of this problem, vast
research has been conducted. With the evolution in the
field of deep learning, this problem has also moved sig-
nificantly towards using it to predict gaze [10, 30, 33, 35].
Many techniques focus on person-independent gaze estima-
tion [33, 35] (Figure 1(a)) where the model is evaluated
on un-encountered subjects. But gradually, it was proved
that it is not possible to reduce error below a certain point
due to heavy dependency of gaze on the anatomy of the eye
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Figure 1: Different types of gaze estimation methods:
(a) person-independent technique, (b) person-specific tech-
nique, (¢) FLAME. Training subjects are green and test
subjects are yellow. r stands for RGB image and h stands
for eye landmark heatmap.

of different subjects [12]. Few classical model-based tech-
niques [12, 13] were able to incorporate these anatomical
features with few calibration samples, but they are not ro-
bust to variation in the image under different settings. As
a result, subject-specific personalized models [30, 22] (Fig-
ure 1(b)) got introduced which were able to further reduce
errors using additional calibration steps on the test subjects
to incorporate anatomical features.

However, although these person-specific models tend to
give a low value of error, using them to design practical sys-
tems is difficult. This is because, in real-world scenarios,
systems keep on encountering new subjects. So, for addi-
tional calibration, there have to be steps to take test sam-
ples with accurate ground truth and feed it to the model to
calibrate before the actual task can be carried out. In differ-
ent settings with varying surroundings and distance between
subject and camera, it is challenging to procure test samples
with accurate ground truth to calibrate the model. Further,
for applications like clinical diagnosis of psychological dis-
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orders, for example autism and schizophrenia, where gaze
is a very important non-verbal cue, the affected people can-
not follow precise instructions to be performed for acquiring
calibration samples. This makes it practically impossible to
rely on person-specific methods for many applications.

In order to address this issue, and also use the anatomi-
cal features while predicting the gaze, we propose the Facial
Landmark Heatmap Activated Multimodal Gaze Estimation
(FLAME), which focuses on precise gaze estimation with-
out calibration by incorporating the anatomical information
contained in eye landmarks along with RGB features (Fig-
ure 1(c)). Landmarks corresponding to the outline of the
eye hold key information about its anatomical features, and
as also shown by [29], depict strong correlation with gaze
direction. However, since the extraction of eye landmarks
using other algorithms are also prone to errors, to make the
model robust to these, we take a heatmap based approach in-
spired by [9] for skeleton-based action recognition. Instead
of using absolute coordinates of landmark points, we use
a Gaussian probability distribution heatmap for each land-
mark. This allows us not to pose strong constraints on the
obtained value of the landmark coordinates and rather to
provide it in the form of a probability distribution, while
also allowing the system to extract salient anatomical fea-
tures from it.

The high-level idea is depicted in Figure 2, which fol-
lows a two-stream CNN based neural network, working on
RGB and eye landmark heatmap modalities to predict gaze
angles. These angles can easily be converted to directional
vector using basic trigonometry. To the best of our knowl-
edge, this is the first work in gaze estimation using the infor-
mation from eye landmarks in the form of a heatmap along
with the RGB image.
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Figure 2: Method Summary. Landmark heatmap is first
obtained from cropped eye images. Then, both are pro-
cessed through a two-stream CNN-based network to extract
gaze and anatomical information separately, which is fur-
ther used along with head pose to predict gaze. Dotted line
marks the pre-training extraction and solid line marks the
training pipeline.

Key contributions of this work are as follows:

* A novel approach for precise gaze estimation without
calibration by incorporating anatomical features of
the eye seamlessly with only RGB image as input.

* A method for obtaining, and using eye landmarks
as heatmaps to extract anatomical features and merge
with RGB feature map.

» Extensive experimentation on public benchmarks
to obtain accurate gaze estimations in person-
independent settings.

In the rest of the paper, we discuss our proposed ap-
proach in detail. Section 2 describes the past work in this
field, followed by complete details of the proposed method-
ology in Section 3. In Section 4 we discuss the implemen-
tation details, which is succeeded by results and ablations
in Section 5. Section 6 concludes the work and discusses its
future scope.

2. Related Work

3D gaze estimation can be broadly divided into 2
parts: geometric methods [ 3] and appearance-based meth-
ods [26]. Geometric methods [12, 13] focus on modelling
the eye, extracting features in terms of geometrical parame-
ters and use it to predict gaze. They have several constraints
like near-frontal head-pose and high-resolution images, and
thus have limited application as compared to appearance-
based methods, which can directly estimate gaze from
eye images, and thus have gained significant popularity in
present days.

Among person-independent methods, [33] proposed a
LeNet-based architecture using a single eye patch, [10] used
parallel VGG-16 based architecture and fed eyes and face to
estimate head pose and gaze angle, [4] used Dilated Convo-
lutions, while [35] used a more complex CNN backbone to
predict gaze. [34] did full-face gaze estimation by gener-
ating an attention map, and [18] implemented three paral-
lel CNN backbones to process left eye, right eye and full
face to predict gaze. [23] depicted a more robust use of
head-pose for gaze estimation. Further, [29] proposed a
multi-task CNN to predict eye-gaze and facial landmarks,
and concluded that eye-landmarks are strongly co-related
to gaze. As a developing trend, to remove person-specific
bias of the models as shown by [12], person-specific mod-
els [30, 22] have been proposed for gaze estimation which
calibrate the model on few samples of test subjects before
evaluation. Unsupervised learning has also come into the
picture with [31] proposing unsupervised gaze estimation
model using gaze redirection mechanism. Recently, [6] pro-
posed gaze estimation using transformers and [7] imple-
mented gaze estimation by attention mechanism and also
using difference layer to remove unwanted features from
both eyes.



Multimodal fusion has been of significant interest across
domains. With time, late fusion has gained significant pop-
ularity where each mode is processed separately and com-
bined later. It can be achieved by element-wise summation,
concatenation, bi-linear product [3], weighted average [21],
rank minimization [28]. [15] involves using attention to pick
the best mode for each input. Multimodal fusion mod-
ule [16] was proposed which allows slow modality fusion
in features of different dimensions.

Inspired by these works, we developed our own tech-
nique which we describe in-depth in the following sections.

3. Method Overview

The first part of our method is to extract the eye land-
marks from the RGB image and generate the heatmap, fol-
lowed by a two stream network having multiple compo-
nents. From here on, for all discussions, r refers to RGB
image and h represents eye landmark heatmap.

3.1. Eye Landmark Heatmap

To get the heatmap, we first extract the 2D eye land-
marks from corresponding RGB images using facial land-
mark submodule [1, 32] of OpenFace 2.0 [2]. We prefer
this because it can provide landmarks for the outline of
the cornea and pupil along with outer eye, and is signifi-
cantly precise and easy to use. OpenFace gives 28 2D land-
marks for each eye as shown in Figure 3 in pixel coordi-
nates, capturing the outline of the complete eye, cornea and
pupil. These three components not only allow us to cap-
ture the shape of the outer eye but also the boundaries of
inner regions, giving a large variety of descriptive informa-
tion about the anatomy of the eye.

Figure 3: Eye landmarks from Openface 2.0

For a d-dimensional input, Gaussian probability distri-
bution heatmap is defined by

1

P(X) =
(2m)* |3

exp (5 (X757 (X))
ey

with mean p and covariance matrix X. We use it to ob-
tain the Gaussian probability distribution heatmap of the
eye landmark coordinates having the same dimensions as
the input image.

3.2. Transfer Function

The transfer function 7" (r, h) is the function that defines
the exchange of information between the two streams. It
is based on Multimodal Transfer Module (MMTM) [16],
which is a slow modality fusion block used to re-calibrate
channel-wise features based on squeeze and excitation
mechanism between any two feature maps of arbitrary di-
mension. The complete set of steps can be visualized from
Figure 4.
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Figure 4: Multimodal Transfer Module [16]

Assume an input feature vector of height n and width
m. Let r; € R™*™*¢ be the i-th RGB feature map of
¢r, channels and h; € R™*™*“ the i-th heatmap feature
vector of ¢, channels. We first squeeze them into S,, €
R and Sy, € R, the channel-wise descriptors, using
global average pooling across the spatial dimensions:

n m
1

S’f‘i (C): n.m;;’ri(p?(bc) (2)
1 n m
Shi (¢) = m;;h (p.q.0) 3)

Then, we concatenate these two, and pass it through a dense
layer to obtain a joint representation Z;. This Z; is passed
through separate dense layers to obtain excitation signals
E;; € R and Ey, € R for both RGB and heatmap
modalities.
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Figure 5: Complete model architecture. Two identical CNN backbones process the RGB and heatmap modality separately,
with exchange of information at intermediate layers as per transfer function and later fusing them using aggregation function.
This hybrid feature map along with head pose is passed to a fully-connected regression network to predict gaze angles.

The final re-calibrated feature map can be obtained by
taking sigmoid o of the excitation signal and performing
channel-wise multiplication with the actual feature map:

ri (c)
hi (¢) =20 (Ep, (¢)) - hi (¢)

We take dim(Z;) = % (dim (Sy,) + dim (Sy,)), as sug-
gested in [16]. In our case, dim (Sy,) = dim (S, ).

To design the complete transfer function T (r, k), we use
this MMTM block for feature reactivation at the last and
second last feature maps, as given in Figure 5. This is be-
cause we want the network to learn some initial representa-
tion and then, the higher-level features of both streams can
be utilized by each other. At the deeper layers, using this
transfer function can help both individual unimodal streams
to learn better representation by benefiting from the infor-
mation extracted by the other stream.

2-0(Er; () -ri(c) S

®)

3.3. CNN Backbone

We believe that gaze is a relatively low-level feature and
thus, a shallow architecture is effective to learn relevant fea-
tures. So, we designed a custom CNN backbone based on
Residual Blocks [14] as given in Figure 5.

It starts with a 3x 3 convolution layer followed by Batch
Normalization, ReLU and maxpool with kernel size (2, 2)
and stride (2, 2). This is followed by 3 modules, each hav-
ing 2 residual blocks followed by a maxpool layer. The in-
termediate feature output at the end of each module has 64,

128 and 256 channels respectively. Both RGB and heatmap
modalities are processed using identical backbones to main-
tain symmetry, as it creates identical feature dimensions to
ease and balance other operations in the network.

3.4. Aggregation Function

The aggregation function A (r, h) is used to fuse the final
feature map of both streams in order to get a hybrid repre-
sentation. This is done by channel-wise concatenation of
the individual feature maps, and then passing this through
a residual block. The output of this is a hybrid feature map
having relevant information from both RGB and heatmap
modalities.

3.5. FLAME

The complete architecture of FLAME, as depicted in
Figure 5, is designed from the previously described individ-
ual units. The two separate CNN backbones take 120 x 120
RGB eye patch and 120 x 120 x 28 eye landmark heatmap.
Both learn features independent of each other until the last
two modules where both the features are fused into one an-
other by the transfer function T (r, h), which consists of
two MMTM blocks. Thereafter, using the two final feature
maps, a hybrid feature map is obtained by the aggregation
function A (r, h). This feature map contains the information
of the gaze direction as well as the anatomical information
of the eye and is a better descriptor of the gaze direction.

It is then flattened and concatenated with the head pose
angles and is passed through two dense layers of 512 neu-



rons each, followed by a two-dimensional output layer for
the pitch and yaw gaze angles directly in the World Coor-
dinate System (WCS). In the dense layers, dropout is used
with pgropout = 0.2 and ReLU is used as activation func-
tion. The output layer, however, is kept as linear with no
activation function.

3.6. Loss Function
This model is end-to-end trainable using the gaze angle
ground truth. The 3D angular loss can be defined as
gp-Gt
|gpllgel’

(6)

Lang (gp, gt) = arccos

where g, and g, represent the predicted and true gaze vec-
tors respectively. This loss, given by Equation 6, directly
gives the angular deviation of predicted gaze vector gp, from
the true gaze vector gy in 3D space.

However, training directly on this loss function, as used
by a few models [30], is not ideal because the gradient of
this loss, given by

OLang (7) = ! where z = g:p-g:t ,
|gp|‘gt|

ox V1—2x2
increases sharply with decrease in loss and approaches oo
as the loss approaches 0 (z approaching 1). So, training on
this loss makes the network unstable with decrease in loss.
Thus, we define a vector difference loss for training,
which is the sum of squared errors of each individual com-
ponent of the gaze vector g, = (9§,9y,97) where k =
{p,t}, given by

(7

‘Cvec (gpvgt) = (gg_gf)2+ (g;g_g;/!)g_’_ (g;_th)Q : (8)

For evaluation, we use the 3D angular loss itself as per
Equation 6.

4. Implementation Details
4.1. Datasets

We perform the experiments with two benchmark
datasets: ColumbiaGaze [25], EYEDIAP [20]. EYEDIAP
is a video dataset with 16 subjects, with different head mo-
tion and gaze target settings. We select every 20-th frame of
the HD screen target videos (continuous and discrete) under
both static and moving head pose of all subjects for our ex-
periments. ColumbiaGaze is a dataset with discrete values
of head pose and targets, having 56 subjects, each with a
combination of 7 horizontal and 3 vertical gaze targets. We
select all the images from this dataset. For all these images,
the ones on which OpenFace outputs could not be obtained
were left out of the final dataset. For our experiments, we
use the raw images without any re-alignment.

4.2. Preprocessing

We first extract face crops of the ColumbiaGaze and
EYEDIAP images using RetinaFace [8], and zero-pad it to
a uniform size of 384 x 480 (4:5 ratio). As ColumbiaGaze
dataset was of higher resolution, we rescale the padded 4:5
crops to this dimension. Then, we run OpenFace 2.0 to ob-
tain eye landmarks, and generate the heatmap for all the
data with dimension d = 2, ¥ = [ (2D identity matrix)
and u = (z;,y:),7=1,2,...,28 where (z;, y;) are the ob-
tained eye landmark coordinates, following the method dis-
cussed in Section 3.1. We then divide the complete dataset
into cross-subject split of 8:1:1 for train, validation and test
sets, respectively.

4.3. Training and Optimization

The network is trained with randomly initialized weights
for 200 epochs with a batch size of 8, using Adam Opti-
mizer with an initial learning rate of 10~4, and is decreased
by a factor of 0.5 after 85-th, 120-th and 175-th epoch. Dur-
ing training, 120 x 120 pixels eye patch of either left or the
right eye is picked randomly for each image sample along
with the corresponding landmark heatmap of that eye hav-
ing same resolution, and fed to the network. The eye crop is
obtained by calculating the centre of the eye using the four
corner landmarks (8, 14, 11, 17 in Figure 3), and taking a
120x120 patch across it with the obtained centre. The same
operation is done with landmark heatmap to maintain align-
ment between both inputs. Head pose is used as available
with the datasets, but can also be obtained from facial analy-
sis toolkits like OpenFace 2.0 with sufficient precision. The
model is then trained against ground truth gaze angles using
the vector difference loss given by Equation 8.

4.4. Experimental Settings

In order to conduct an ablation study of the proposed
method, we implemented three other models in addition to
our main approach of FLAME. All four experimental set-
tings are described below:

FLAME: Our original approach as proposed in Section 3.5
with settings as described in Section 4.3 on all the datasets.
FLAME-aggregation-only (F-AO): The original architec-
ture without the transfer function T (7, k). This is to evalu-
ate the impact of using multimodal transfer.
FLAME-additive-fusion (F-AF): Another approach to
fuse both modalities, where aggregation function is the
element-wise addition of the final feature map of both
modalities. This is to analyse the effectiveness of aggre-
gation function A (r, h). There is no T (r, h) here.
FLAME-baseline (F-B): This is the baseline approach that
performs gaze estimation using only the RGB images and
proposed CNN backbone. It is to see the contribution of the
entire heatmap modality and proposed novelty.



5. Results

The performance of our method can be evaluated by
Equation 6, the angular error between true and predicted
gaze vectors in 3D space. Results are given in Ta-
ble 1 for both cross-subject and cross-dataset validation to
see how well the model performs on unencountered sub-
jects (cross-subject evaluation), and also on completely un-
known setup (distance of subjects, camera settings, etc.)
and range of ground truth (cross-dataset evaluation).

Table 1: Results on cross-subject, cross-dataset evaluation.

~_TU | ColumbiaGaze | EYEDIAP
Train
ColumbiaGaze 4.64° 12.53°
EYEDIAP 12.83° 4.62°

Figure 6 represents the relation between prediction and
truth values for both datasets. They pretty much follow a
linear relationship which further proves the correctness of
our methodology.
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Figure 6: Analysis of predictions versus true labels.
Top heatmaps are evaluating the yaw angle and bottom
heatmaps are evaluating the pitch angles.

In Table 2 we can see that when the model was not pro-
vided with any previously encountered subjects, it was able
to extract the information from eye landmarks and reduce
the mean error by 1.29° and 0.7° as compared to RGB only
representing the baseline (F-B). However, to still analyse
the factors contributing to errors, it can be understood that
we are using 2D facial landmarks, and not 3D. This might
fail to capture the precise orientation and shape of the eye in
3D space, and may not describe accurate anatomical struc-
ture. Additionally, there can be significant error in eye land-
mark extraction, particularly when the eye is not fully vis-
ible, or when the person is looking directly into the cam-

era. These can be larger for the cornea and pupil landmarks
which have finer boundaries.

Cross-dataset error is predominantly because the two
datasets are very different to one another in many param-
eters such as range of gaze angles, distance of subject, or
camera parameters. However, although these values are not
directly comparable to other methods due to difference in
datasets used for cross-dataset evaluation, the performance
is competitive to them.

5.1. Ablation Study

It is also important to understand the contribution of all
the components proposed in our methodology. For this, we
implemented three other architectures as described in Sec-
tion 4.4. The results obtained are given in Table 2.

Table 2: Mean and standard deviation (std) of angular error
for different experimental settings

Experiment Setup | ColumbiaGaze EYEDIAP
mean \ std mean \ std
F-B 5.93° | 3.20° 5.32° | 3.08°
F-AF 5.88° | 3.06° 5.30° | 3.03°
F-AO 5.06° | 3.13° 4.80° | 3.02°
FLAME 4.64° | 2.86° 4.62° | 2.93°

We can see that FLAME outperforms all other experi-
mental settings. Figure 7 depicts the distribution of error
for EYEDIAP and ColumbiaGaze datasets on all four ex-
perimental settings through a box plot.

" Dataset
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[0 EYEDIAP
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F-B F-AF F-AO FLAME
Method

Figure 7: Distribution of errors of all experimental settings

There is a difference in mean error of 0.18° for EYE-
DIAP and 0.42° for ColumbiaGaze between F-AO and
FLAME, where the absence of transfer function was the
only difference. This shows its contribution.



Further, F-AO and F-AF differ in aggregation function
A (r,h). We compare our approach with element-wise ad-
dition method in F-AF, where A (r,h) = rq + hy. The
error difference highlights the effectiveness of our aggrega-
tion function for creating a hybrid feature map.

At last, the contribution of our complete methodology
can be seen through the difference of FLAME with F-B.

We also compared the performance of FLAME with dif-
ferent input resolutions. In practical settings, having high-
resolution eye images is a constraint due to limited camera
resolution, distance of subject from it, etc. On Columbi-
aGaze, we obtained error of 4.79° in 60x60 pixels and 5.5°
on 30x30 pixels image resolution. Based on this, we would
propose 120 x 120 pixels as optimum and 60 x 60 pixels as
the minimum threshold of input resolution with FLAME.

5.2. Comparison with State-of-the-art

We also compare our method with various state-of-the-
art. The results are given in Table 3. All of them are for
leave-one-subject-out settings (or cross-subject evaluation).

Table 3: Mean 3D angular error as reported by differ-
ent SOTA methods: person-specific methods (top), person-
independent methods (bottom)

Method | ColumbiaGaze | EYEDIAP
Yu et al. (sup. HCS) [31] 5.25° 7.09°
Yu et al. (sup. WCS) [31] 3.54° 6.79°
Yu et al. (unsup.) [31] 7.15° 8.2°
Zhang et al. [34] - 6.0°
Zhang et al. [33]* - 7.37°
Zhang et al. [35]* - 6.79°
Cheng et al. [5] - 5.3°
Cheng et al. [6] - 5.17°
Fischer et al. [10]" - 6.4°
Chen et al. [4]" - 5.9°
Kellnhofer et al. [17]* - 5.36°
Yu et al. [29] - 8.54°
FLAME (ours) 4.64° 4.62°

*error metric as reported by [5], ¥error metric as reported by [6]

It can be seen that our method performs significantly
better than all of the person-independent methods for gaze
estimation. This shows the impact of using eye landmark
heatmaps to utilize anatomical information of the eye along
with the RGB image. When comparing to the models
of [31], a person-specific method (based on few-shot cal-
ibration), our approach performs better than all 3 methods
on both datasets, except for one model in ColumbiaGaze.
A larger error than person-specific models can be because
when the model gets the test samples directly, it can ex-
tract additional information like orientation in 3D space,
PERCLOS (% of eye closed), and other salient anatomi-

cal features, which are not possible to capture using 2D eye
landmarks. For ColumbiaGaze, SOTA benchmarks are not
available for many models.

Thus, with all these analyses and experimentation, we
can justify that our approach holds key to a precise gaze
estimation.

6. Conclusion

We presented an approach of using 2D eye landmarks
along with RGB images to perform 3D gaze estimation by
incorporating anatomical features of the eye without any
person-specific calibration. In our approach, we obtained a
2D Gaussian probability distribution heatmap of eye land-
marks from the RGB image itself and then used a two-
stream CNN-based network to effectively extract relevant
features. We used this along with head pose to predict gaze
angles. Our method gives better results than all state-of-the-
art methods on two benchmark datasets. This proves that
eye landmarks can play a vital role in incorporating anatom-
ical information to predict gaze more accurately.

We believe more precise systems can be designed if we
can incorporate more information related to the anatomical
aspects of the eye, and use eye landmarks in other ways. As
of now, we leave that for further study.
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