
HAL Id: hal-03384865
https://inria.hal.science/hal-03384865v1

Submitted on 19 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Network Federation for Inter-cloud Operations
Johannes Köstler, Sven Gebauer, Hans P. Reiser

To cite this version:
Johannes Köstler, Sven Gebauer, Hans P. Reiser. Network Federation for Inter-cloud Operations.
21th IFIP International Conference on Distributed Applications and Interoperable Systems (DAIS),
Jun 2021, Valletta, Malta. pp.21-37, �10.1007/978-3-030-78198-9_2�. �hal-03384865�

https://inria.hal.science/hal-03384865v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Network Federation for Inter-Cloud Operations
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Abstract. This paper introduces the NetFed network federation ap-
proach, which enables inter-cloud operations on the basis of shared over-
lay networks. This allows to match the particular application needs to
the most suitable infrastructure provider. The agent-based federation ap-
proach utilizes WireGuard and GRE to deliver a flexible and transparent
layer 2 or layer 3 overlay network, while maintaining data integrity and
confidentiality. The evaluation shows that our prototype can be deployed
to arbitrary cloud platforms and benefits from a low traffic and process-
ing overhead.
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1 Introduction

Cloud federation is the practice of interconnecting two or more private or public
cloud infrastructures. This practice allows clients to optimize the use of cloud
infrastructures by using resources of the best cloud service provider in terms
of costs, flexibility, availability, legal constraints, and particular technological
needs. By using multiple different cloud platforms, a customer can avoid poten-
tial vendor lock-in, and the combination of public cloud and private in-house
infrastructure can offer advantages in terms of security and privacy.

One of the major challenges with cloud federation is the federation of net-
works: The transparent distribution across multiple cloud platforms, in particu-
lar in the IaaS service model, requires a distributed virtual network that behaves
much like a virtual network within a single cloud platform. Most cloud platforms
offer some ways of connecting external machines to their networks through vir-
tual private networks (VPNs), but protocols and configurations differ signifi-
cantly between various cloud platforms. These differences make a combination
of several cloud networks non-trivial. Especially under the aspects of flexibility
and vendor lock-in, the question arises whether and how it is possible for a cloud
user to federate multiple cloud networks in a generic way that allows for addition
and removal of network segments.

In this paper, we explore existing approaches to cloud federation and present
a novel solution based on WireGuard tunneling and distributed agents for auto-
mated configuration. Our research focuses on a number of goals: (i) Optimizing
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performance, i.e., minimizing latency, maximizing throughput, and avoiding po-
tential central bottlenecks in the over-all architecture; (ii) federation at the data
link layer, in order to enable the use of broadcast, unknown-unicast, and multi-
cast traffic (BUM traffic) as well as the use of IPv4 and IPv6 traffic; (iii) easy-to-
use and transparent deployment on any private and public cloud infrastructure;
(iv) security, in particular prevention of unauthorized access from outside, as
well as confidentiality and integrity for any network traffic forwarded between
cloud endpoints; (v) support for efficient multiple, isolated virtual networks via
a single inter-cloud tunnel.

The remainder of this paper is structured as follows. The next section dis-
cusses existing approaches and related work in the field of network federation.
In Section 3 we systematically explore and compare existing technology for net-
work tunnel protocols that potentially can be used for network federation, and
justify why WireGuard is the best choice for our purposes. Section 4 presents our
NetFed architecture that enables automated federation of isolated network seg-
ments based on federation agents. Section 5 presents evaluation results, before
the paper closes with a short conclusion.

2 Related Work

Federating isolated networks for resource aggregation on the basis of VPNs is a
common concept. Wood et al. [24] define the hybrid cloud use case as virtual pri-
vate cloud (VPC), in which VPN technology connects computing resources from
cloud sites to the enterprise site. The cloud provider deploys custom edge routers
that can be configured by a network manager to serve as VPN tunnel endpoint
in the cloud network. The authors also propose a reference architecture called
CloudNet that uses multiprotocol label switching (MPLS) and virtual local area
networks (VLANs) to provide isolated tunnels for each cloud customer. With
the emergence of software defined networks (SDNs) [12], the provision and con-
trol of such cloud gateways was centralized and simplified with OpenFlow [20].
Nowadays, all major cloud providers offer some sort of VPC service for site-to-
site and client-based point-to-site connections. These VPCs can provide benefits
with respect to scalability and interoperability for confined use cases [19], but
are restricted to a single cloud provider and do not necessarily provide the full
networking functionality. For instance, Amazon Web Services (AWS) only trans-
ports traffic based on a proprietary routing mechanism and all address ranges
used in a virtual network must be known to the AWS platform, what prevents
BUM packets from being forwarded [21]. Google Cloud Platform (GCP), on the
other hand, does currently only support IPv4 unicast traffic [5].

Vendor-specific solutions ultimately bear the risk of vendor lock-in. Tai et
al. [23] propose cloud federation as a way to avoid this risk and underline the
advantages arising from multi-cloud deployments. Many cloud federation ar-
chitectures leverage SDNs to combine isolated clouds in virtual overlay net-
works [3, 10, 13, 16, 17]. Mechtri et al. [13] deploy Cloud Networking Gateways
(CNG) as OpenFlow switches in each cloud, which are controlled by a central
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CNG manager. Gateways provide different tunnel protocols like IPsec, Open-
VPN, Generic Routing Extension (GRE) or OpenFlow as drivers. Gaul et al. [3]
deploy the OpenVirteX (OVX) [1] network virtualization platform over multiple
clouds. Each cloud provider runs the network hypervisor on its gateways, so that
the SDN controllers of the tenants can provision multiple virtual SDNs over all
participating clouds. OVX maps multiple virtual resources to physical resources
and uses MAC and IP rewriting in the flows communicated to the underlying net-
working infrastructure. Levin et al. [10] also provide multi-cloud interoperability
through inter-cloud networking based on federation agents. These agents are in
fact OpenDaylight [14] controllers that run OpenDOVE (Distributed Overlay
Virtual Network) to provide overlay networks and communicate with each other
to established Virtual Extensible LAN (VXLAN) tunnels across multiple clouds.
The agents are controlled by a central federation manager, which manages the
cross-cloud networks of the cloud tenants. The BEACON framework proposes a
similar architecture with an envisioned extension of OpenDOVE [16].

Another group of more use-case-driven approaches renounce the complexity
of SDNs [4,9,11,15,25]. WAVNet [25] builds a virtual cloud by directly connecting
common desktop computers on a layer 2 overlay. The peers are connected by tap
devices tunneled over the Internet. Rendezvous servers are used to make peers
known to each other and UDP hole punching accesses computers behind net-
work address translation (NAT) services. Moreno-Vozmediano et al. [15] present
a framework that connects devices of fog and cloud environments via tunnel
agents controlled by a central management instance. The agents establish layer
2 or layer 3 tunnels using GRE and IPsec. Compared to connections without
overlay, their prototype achieves 50% of the original throughput with a secure
layer 2 overlay and almost 70% with a secure layer 3 overlay. The approach pro-
posed by Kimmerlin et al. [9] has a similar structure, but instead of a central
manager the overlay can be shaped by all participating agents. The agents pro-
vide layer 2 tunnels using VXLAN, GRE, or Geneve over IPsec. The resulting
throughput stagnates at around 60-70% of the reference throughput depending
on the used IPsec ciphers. Mansouri et al. [11] propose a network federation
based on the WireGuard VPN and Terraform in a database evaluation use case.
WireGuard agent VMs are provisioned using Terraform and establish layer 3
tunnels between arbitrary clouds. The solution does not support layer 2 network-
ing and unfortunately there are no evaluations on the sole tunnel performance.
Goethals et al. [4] provide cross-domain federation in orchestration environments
by deploying OpenVPN containers in different networks. The deployment is in-
tegrated into the Docker orchestrator. However, the use of OpenVPN limits their
throughput to barely 10% of the available bandwidth.

Summing up, it can be concluded that there exist very different solutions
with distinctive characteristics. SDN-based solutions offer the greatest flexibility
and can provide far more extensive functionality. However, they require heavy-
weighted controller and their large protocol stack adds additional complexity.
There are various agent-based solutions that impress with their simplicity, but
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not all support all networking functionality and their performances differ to a
large extent.

3 Tunnel Protocols

For selecting the optimal tunnel protocol for our overlay networks, we compare a
variety of modern and freely available VPN protocols. Proprietary protocols like
Microsoft’s Secure Socket Tunneling Protocol (SSTP) or rather dated protocols
like Point-to-Point Tunneling Protocol (PPTP) are not considered. Besides the
possibility to transport IP packets and Ethernet frames over the Internet, our
main protocol requirements are low connection overhead and high throughput
as well as encryption and authentication support for security purposes. We set
up VPN tunnels with all these technologies to measure their performance, assess
their security features, and gain insights about their usage. The results of this
evaluation are shown in Table 1 and discussed in the following.

3.1 Forwarding

The private networks of the VPN protocols are provided at different network lay-
ers. OpenVPN and tinc support both the creation of virtual tap or tun devices
in order to act as virtual Ethernet switches or virtual routers. SoftEther provides
the same functionality, but follows its own terminology (virtual hub/L3 switch).
ZeroTier offers emulated Ethernet networks only, whereas WireGuard and IPsec
operate only on layer 3. In that case, an additional transport protocol is required
to run Ethernet over the IP tunnel. Traditionally IPsec is often combined with
L2TP, but we found GRE to be more light-weight and fully stateless. L2TP adds
additional overhead through its session concept. OpenVPN and SoftEther fol-
low a star topology with a central server, whereas the other support a full mesh
topology. Link deactivation examines whether the internal routing can be con-
trolled to favor certain links. This is only possible with IPsec and WireGuard, as
the routing has to be implemented manually. A key requirement for the utilized
VPN protocol is the ability to forward BUM traffic. IPsec and WireGuard on
layer 3 have no built-in broadcast support. Thus, such traffic requires a layer
2 tunnel for transport and virtual switches for propagation. In OpenVPN and
SoftEther, the central server sends broadcast traffic to all connected clients. tinc
maintains its own spanning tree routing structure that is used to send messages
to all connected clients during broadcasts, and ZeroTier uses sender-side replica-
tion and internal multicast groups. All solutions that support broadcast traffic
have also some kind of loop prevention.

3.2 Performance

In order to assess the performance of the VPN candidates, we measured through-
put and latency between each VPN client and server with the standard network
utilities ping and iperf3 in two different deployments, with two virtual machines
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IPsec OpenVPN SoftEther tinc WireGuard ZeroTier

Forwarding

Operation Mode L3 L2/L3 L2/3 L2/L3 L3 L2
Mesh topology 3 7 7 3 3 3

Link deactivation 3 7 7 7 3 7

Broadcast
replication

None Central Central Tree None Sender

Performance

Multi-core
utilization

71 7 71 7 3 31

Cloud deployment2 (Download: 948 Mb/s; Upload: 882 Mb/s; RTT Latency: 3.1 ms)

Download
(Mb/s)

347 139 53 138 439 64

Upload
(Mb/s)

260 111 146 132 489 54

Additional
RTT (ms)

0.2 0.5 0.8 0.3 0.2 0.5

Testbed deployment2 (Throughput: 4.370 Mb/s; RTT Latency: 1.6 ms)

Throughput
(Mb/s)

211 76 131 83 577 155

Additional
RTT (ms)

0.2 1.7 2.5 1.3 1.6 1.5

Security

No cipher agility 7 7 7 7 3 3

Formally verified 7 7 7 7 3 7

No known
weaknesses

3 3 3 7 3 3

No single
point of failure

3 7 7 3 3 7

Configuration

Central
configuration

7 3 3 7 7 3

Central services None PKI PKI None None Discovery

Multiplexing

Protocol5 GRE VLAN VLAN VLAN GRE Native
Maximum number

of networks
232 212 212 212 232 > 224

Additional
packet size (Bytes)

4 4 4 4 4 0

1 This is not documented and only based on observations during our benchmark
2 Instead of distinct values for download/upload, testbed measurements only report

one throughput value as the links were basically symmetrical
3 Inconclusive due to a suspected implementation bug
4 Inconclusive due to a known implementation bug
5 For protocols without built-in network multiplexing support, we assume the most-

efficient extension, depending on their operation mode

Table 1. VPN Protocol Comparison
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each. In the first case we set them up on two different cloud platforms, and in the
other case on dedicated hosts in our local testbed. For each deployment, we did
some reference measurements to determine the baseline throughput and latency
(see Table 1). All measurements were executed for 60 seconds and an average
value was calculated over the whole time period.

The virtual machines of the cloud deployment were equipped with one virtual
CPU and 2 GB of RAM each. WireGuard with a throughput of 439 Mb/s (down)
and 489 Mb/s (up) as well as a round-trip overhead of only 0.2 ms is by far the
best performing VPN solution in this scenario. IPsec comes in on the second
place with only half of WireGuard’s performance. OpenVPN, SoftEther and
tinc rank on a comparable level with only a quarter of WireGuard’s performance.
ZeroTier turned out to be extremely slow while causing high CPU load on the
sending host. This turned out to be a known performance issue with single CPU
machines in current versions of ZeroTier [7]. A similar problem also manifested
in the download measurements of SoftEther. Here, we were not able to find
additional information or the limiting factor.

In the testbed deployment we used virtual machines with two CPU cores
and 1 GB of RAM. This remedied the performance issues with ZeroTier and
SoftEther. As the link quality in this setup was symmetrical, we only report
one value for throughput. The trends from the previous results are also reflected
in these measurements. WireGuard once again performs best, with 577 Mb/s.
IPsec follows with 211 Mb/s and after that we can find two clusters with around
140 Mb/s (ZeroTier and SoftEther) and 80 Mb/s (tinc and OpenVPN).

Driven by the issues with the single core CPU, we also investigated if the
tested VPN implementations make use of multi-core architectures. We could ob-
serve performance gains only with WireGuard and ZeroTier. For WireGuard,
OpenVPN and tinc we found documentation that confirms our findings, for the
others we can only rely on the observations during our measurements. Paral-
lelizing strongswan (Debian’s default IPsec implementation) is possible with the
kernel module pcrypt, but we did not use any customizations during our tests.

3.3 Security

Our general security requirements – authentication of peers as well as integrity
and confidentiality of transported data – can be provided by all tunnel proto-
cols. Cipher agility denotes the negotiation of cipher algorithms between peers
during the initial handshake. No cipher agility results in a simpler and more se-
cure protocol, if the protocol is actively maintained. In case ciphers are broken,
the whole software must be updated, but cipher configuration updates are at
least just as burdensome. All VPNs support asymmetric authentication. IPsec,
WireGuard, tinc and ZeroTier use asymmetric key pairs without certificates,
whereas OpenVPN and SoftEther utilize a Public Key Infrastructure (PKI). In
addition, IPsec, OpenVPN and SoftEther allow further authentication methods
like pre-shared keys, passwords as well as external authentication protocols and
frameworks. Regarding known weaknesses, tinc lists some issues allowing man-
in-the-middle and chosen plaintext attacks, which were fixed in the preliminary
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release 1.1 [22]. However, this release has not yet been made stable since 2018.
If we investigate possible failure points, it becomes evident that OpenVPN and
SoftEther offer single points of failures due to their centralized structure. The
same applies to their PKI, if certificates revocations are used, and to ZeroTier’s
discovery service. We found protocol verifications or cryptographic evaluations
only for WireGuard and IPsec, with WireGuard being the only formally verified
protocol. But even with those analyses, the varying encryption and authentica-
tion approaches make it hard to absolutely assess the security of the solutions.

3.4 Configuration Complexity

As configuration can be automated and its complexity is a rather subjective
measure, we only assess the number of configuration updates required whenever
peers are added or removed dynamically. Hereby, we can put all candidates in one
of two groups. OpenVPN, SoftEther and ZeroTier use a centrally configured star
topology and hereby need to connect to one host for reconfiguration. IPsec, tinc
and WireGuard, on the other hand, can run on a mesh topology that requires all
other peers to be contacted in order to advertise the updated configuration. In
addition to that, ZeroTier requires an additional proprietary discovery service,
which delivers the initial configuration or points to custom configuration servers.
Also, OpenVPN and SoftEther suffer from additional configuration efforts with
a PKI, if asymmetric authentication is assumed. OpenVPN and SoftEther could
also use a custom authentication mechanism, but this would require additional
implementation efforts. Using a pre-shared key is also no option in a star topology
with dynamically joining and leaving nodes, as removed nodes could reconnect
with the already known secret.

3.5 Network Multiplexing

To support multiple individual overlay networks, the VPN technology should
support network multiplexing. For IPsec and WireGuard, GRE is able to create
up to 232 distinct tunnels between each host pair utilizing the GRE Key Exten-
sion, which adds an overhead of 4 bytes to each packet. OpenVPN, SoftEther
and tinc have no built-in support for network multiplexing, but the application
of VLAN offers 212 virtual networks over any Ethernet network with a 4 byte
overhead per packet. It would also be possible to use a distinct VPN with a
unique UDP port for each individual network resulting in 216 possible networks
and no per-packet overhead. However, this approach would not scale very well
as the configuration complexity would also increase with number of networks.
In a similar way, ZeroTier’s built-in network multiplexing supports up to 224

networks without packet or large configuration overhead. In summary, all proto-
cols support network multiplexing in some way, but with regards to the number
of possible networks and their transport and configuration overhead, ZeroTier
is the optimal approach, followed by IPsec and WireGuard using GRE, with a
slightly larger number of available networks.
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3.6 Conclusion

In summary, we see WireGuard in combination with GRE as the most promising
VPN tunnel protocol. Mainly because of its performance results, but also because
of its simple and secure design, which has been formally verified. We value the
the higher configuration efforts when peers are added or removed as well as the
missing broadcast replication only as minor disadvantages that can be tolerated.

4 Approach

Figure 1 illustrates a high-level overview of our NetFed architecture for the au-
tomated federation of isolated network segments, showing two sample federated
networks spanning three sites. Networks are either bridged Ethernet or routed
dual-stack IPv4/6 networks, consisting of multiple virtual or physical network
segments inside a company site or cloud platform. The segments are connected
through federation agents (or peers), which run tunnels that forward the traffic
isolated from each other. NetFed knows two types of tunnels. Peer tunnels, which
connect two federation agents site-to-site, and neighbor tunnels, which connect
a federation agent with a host (or neighbor) in the same segment point-to-site.

Federation Agent
Site B

Federation Agent
Site A

Federation Agent
Site C

Network Manager

Segment

Segment Segment

Network 1

Network 2

Fig. 1. High-level overview of two sample federated networks spanning three sites

At least one federation agent is placed in each site and all agents are con-
nected with each other in a mesh topology. Additional agents could be utilized
to balance the load or isolate certain networks. Links can be deactivated in
order to ensure loop prevention and efficient routing. Federation agents run vir-
tual switches and routers as GRE and WireGuard tunnel endpoints. A dynamic
configuration interface is exposed to the network manager. This central control
instance knows all federation agents and initializes the tunnels during startup
based on an external description or dynamically adapts the tunnel configurations
during runtime. The deployment of the federation agents is the responsibility of
the cloud orchestrator and not covered in this paper. We followed an agent-based
federation approach, as it constitutes a well-established approach and guaran-
tees full control over the network segments without any vendor dependencies or
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restrictions. Thus, our solution can be deployed to arbitrary cloud platforms and
computing environments.

4.1 Operation Modes

NetFed offers two operation modes – bridged and routed – to provide layer 2 and
layer 3 federation. In bridged mode, the federation agents act as virtual switches
in order to connect the isolated Ethernet fragments. This behavior is presented
in Figure 2 with Network 0 between Site A and Site B. This setup offers the
highest flexibility and transparency, as it forwards any traffic and requires no
further host configuration.

Site CSite B
Virtual Switch

for Network 0/1
(Federation Agent 2)

Network Segment

Virtual Switch
for Network 1

(Federation Agent 3)

Port eth1

Restricted Network Segment
Without Bridging Support

Neighbor Tunnel
to 10.0.2.123 on device eth1

GRE tunnel to Agent 2
(10.0.2.124) on eth010.0.2.123

Site A
Virtual Switch
for Network 0

(Federation Agent 1)

Network Segment

Port eth1

Peer Tunnel
to Agent 2

Peer Tunnel
to Agent 1

Port eth2

Peer Tunnel
to Agent 3

Peer Tunnel
to Agent 2

Fig. 2. Bridged mode: Peer tunnels between virtual switches connect the reachable
hosts of network segments in Network 0; additional neighbor tunnels inside the local
segment of Site C connect hosts to the virtual switch directly

However, some cloud platforms do not support BUM packets or do not for-
ward layer 2 traffic originating from unknown/external MAC addresses. To cope
with such platforms NetFed offers neighboring tunnels. One has to sacrifice the
transparency property, since bridged mode with neighbor tunnels requires ex-
plicit host configuration. In this case, federation agents establish GRE tunnels to
all hosts in the local segment, as illustrated in Figure 2 with Network 1 between
Site B and Site C.

The second mode NetFed can be used with is the routed mode. Here, the
federation agents act as virtual routers for their network segment, as shown in
Figure 3. The data is forwarded based on configured routes. The routes for the
remote networks must be enforced by the segment’s default gateway or pushed
to the hosts with DHCP.

4.2 Internal Networking

To achieve this flexibility, NetFed leverages the network protocol stack shown
in Figure 4(a) on its federation agents. At the bottom WireGuard serves as the
VPN foundation. Therefore, every agent must be reachable from the Internet
on WireGuard’s de facto standard UDP port 51820 – directly or also indirectly
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   Site BSite A   Virtual Router
for Network 1

(Federation Agent 1)

Network Segment (10.0.0.0/24)

10.0.0.2 10.0.0.3

Virtual Router
for Network 1

(Federation Agent 2)

Port eth1
Local Routes:

10.0.0.0/24 dev eth1

Peer Tunnel to Agent 2
Peer Routes:
10.0.1.0/24 via Agent 2

Peer Tunnel to Agent 1

Peer Routes:
10.0.0.0/24 via Agent 1

Network Segment (10.0.1.0/24)

10.0.1.2 10.0.1.3

Port eth1
Local Routes:
10.0.1.0/24 dev eth1

Fig. 3. Routed mode: Peer tunnels between virtual routers

through some NAT layer. To prevent address collisions with existing private
IPv4 networks within some agent’s environment, NetFed assigns IPv6’s link-local
addresses inside the WireGuard network, which can freely be chosen from the
fe80 ::/64 address block and can carry an additional zone identifier [6]. This way,
each federation agent gets assigned an IPv6 address with its numerical identifier
mapped to the last 64 bits (e.g. agent with identifier 1 will be assigned fe80 ::1 ).
With multiple ports, the additional identifier (e.g. fe80::1%eth0) ensures collision
resistance.

Ethernet or IPv4/6

GRE

IPv6

WireGuard

UDP

IPv4/6

Peer 1 Peer 2

fe80::1 fe80::2

Port 
51820

Port 
51820

Physical networketh0 eth0 

gre0 gre0 

wg0 wg0 

Segment
(Network 1)

Segment
(Network 2)

Segment
(Network 3)

Agent 1

WireGuard VPN

Agent 2

Segment
(Network 1)

Segment
(Network 2)

Segment
(Network 3)

GRE-Tunnel (Key = 1)

Port

Port

Port Port

Port

Port

GRE-Tunnel (Key = 2)

GRE-Tunnel (Key = 3)

(a) Protocol Stack (b) GRE multiplexing

Fig. 4. Internal networking: GRE over WireGuard

On top of a WireGuard VPN tunnel, multiple GRE tunnels can be estab-
lished between each pair of federation agents. Figure 4(b) shows this behavior for
three federated networks. Network multiplexing is achieved by simply putting
the network’s identifier into the GRE tunnel’s key field [18]. For every federated
network, a distinct virtual bridge device is created on each federation agent. By
establishing selected tunnels between the agents, the network manager is able
to shape the network topology based on external information such as link costs
or traffic restrictions. Establishing tunnels between all federation agents forms a
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full mesh. In this case, additional protocols like the Spanning Tree Protocol [8] or
Open Shortest Part First [18] can be used to prevent loops and optimize routing.

4.3 Deployment

In order to deploy NetFed, an external cloud orchestrator needs to provision the
federation agents. This can be done by installing the federation agent software
stack on the already existing gateways or by deploying the federation as virtual
appliance, but we do not restrict NetFed to any particular infrastructure as code
(IaC) technology. For every federation agent, its public IP address or hostname
must be made available to the network manager. With this information at hand,
the manager first establishes WireGuard VPN connections between the federa-
tion agents and then creates the peer tunnels to deploy the federated networks.
The network manager only needs to be online during the initial deployment or
whenever reconfigurations are needed. Future versions could replicate the feder-
ation agents to improve their reliability and scalability. Additional services like
monitoring or policy enforcement could be integrated into the central network
manager, which then should also be replicated to avoid a single point of failure.

5 Evaluation

We provide a prototype implementation for the federation agent, which is written
in Python and implemented as command line agent. In the following we present
our evaluation results in terms of functionality, security and performance.

5.1 Functionality

We tested the general functionality of our prototype implementation in an ex-
tended setup connecting multiple hosts in four different sites. With AWS and
OpenNebula, we used a public and a private cloud, and further integrated two
local network segments, one physical LAN and a virtualized network. NetFed
is able to federate such networks in both modes. The bridged mode must make
use of neighbor tunnels, since AWS and OpenNebula will drop packets with
unknown source MAC addresses, as already described above.

However, during the functionality tests some issues with the maximum trans-
mission unit (MTU) size occurred. Principally, the MTU sizes of all connected
segments should match, and also be smaller than the WireGuard MTU without
the GRE overhead, as packages exceeding this size will be silently dropped. Run-
ning Ethernet over GRE in our neighbor tunnels adds a combined overhead of 70
bytes if WireGuard runs on top of IPv6 (14 (Ethernet) + 8 (GRE) + 48 (IPv6,
with Destination Options Header)) or 42 bytes in case of IPv4 (14 (Ethernet) +
8 (GRE) + 20 (IPv4)). Therefore, the MTU size of bridged networks must be set
to the minimum of: the WireGuard network’s MTU minus 70; the MTU sizes of
the connected segments; and the MTU sizes of all connected segments running
neighbor tunnels minus 70 (for IPv6 tunnels) or minus 42 (for IPv4 tunnels).
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With 1500 as the default Ethernet MTU, 1350 turned out to be a good choice to
prevent fragmenting. This configuration option must be set on every host, what
affects the transparency property in a negative way. It would be also possible
to increase the WireGuard MTU on the agents only, but this would mean that
WireGuard packets would be fragmented during their transport.

5.2 Security

The security guarantees of physical local networks should also hold for our feder-
ated networks. Thus, we performed a security analysis with attack tree modeling,
which is not fully included due to length restrictions. The analysis is based on
the following assumptions: (i) there is already an established trust relationship
between the network manager and all federation agents that allows the manager
to access the administrative interface of the agents via SSH; (ii) the network
manager is never compromised, as its administrative access to the agents would
compromise all federated networks; (iii) the underlying software stack is free of
implementation bugs and provides it specified security properties; and (iv) the
utilized strong cryptography is infeasible to break.

Following those assumptions, the integrity and confidentiality of the com-
munication sent over federated networks is ensured through the authentication
and encryption of the WireGuard VPN. The agent configuration in transit is
protected in the same way by SSH. If an attacker gains control over a host in a
network segment, either by compromising an existing host or by introducing a
new host with the assistance of a compromised cloud platform, it can obviously
read the traffic directed to that host and send traffic into all connected segments
of that host’s networks. Access to other federated networks, however, remains
restricted. This corresponds to the behavior of physical networks.

Consequently, federation agents might constitute a more valuable attack tar-
get to attackers. But, introducing a new federation agent is a futile undertaking,
since WireGuard requires an established trust relationship between all peers, in
which all other peers need to learn the public key of a newly introduced peer.
This trust can only be established by the network manager, which we assume
to be secure. If an attacker compromises an existing federation agent, it can
read and modify the traffic of all segments of the networks, to which this agent
is connected, as well as introduce new traffic. Re-routing traffic by impersonat-
ing existing peers is, however, still not possible on compromised hosts, due to
WireGuard’s CryptoKey Routing [2].

All in all, it can be concluded that the security of NetFed heavily depends on
the underlying components. We cannot fully prevent security breaches carried
out by attackers that maliciously gained administrative access to cloud platforms
or access to individual hosts, agents and their private keys. However, NetFed
prevents attackers, without access to any host or agent in a federated network,
from reading, manipulating or injecting packets in that network. And, attackers,
with access to a host or agent, from reading, manipulating or injecting packets
in other federated networks.
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5.3 Performance

For the performance evaluation, we set up a federated network consisting of two
segments with four hosts per segment. One segment was located in our private
OpenNebula cloud (Passau, Germany) and the other segment was hosted in the
eu-central-1 region of the public AWS cloud (Frankfurt, Germany). We run the
tests with a bridged network using neighbor tunnels and a routed network.

Traffic Overhead To determine the actual traffic overhead we sent one gigabyte
of random data from one host in the one cloud to another host in the other cloud
using the netcat utility. We measured the exchanged traffic on its way between
the different hosts and responsible federation agents, as illustrated in Figure 5.
The results are shown in Table 2 with the TCP traffic between the two hosts
as reference measurement. The main difference between the operation modes
is represented by the 2.5% traffic overhead, which the neighbor tunnels add in
bridged networks on the way from the host to the agent. The remaining overheads
behave similar. GRE increases the data exchanged between the agents by 3.9%
in the bridged setup and 3.2% in the routed set up. The IPv6-based WireGuard
tunnel elevates those numbers to 17.0% and 15.1%

Federation Agent Federation Agent

TCP Connection
Host to Host

Neighbor Tunnel (GRE)
Host to Agent

Peer Tunnel (GRE)
Agent to Agent

WireGuard VPN
Agent to Agent

Physical network
connection

Fig. 5. Overview of the different types of nested tunnels in a federated network.

Bridged Setup Routed Setup

Payload 1024 MiB 1024 MiB
TCP Host-to-Host 1060 MiB (100%) 1060 MiB (100%)
All Host-to-Agent 1087 MiB (+2.5%) 1060 MiB (+0.0%)
GRE Agent-to-Agent 1102 MiB (+3.9%) 1094 MiB (+3.2%)
All Agent-to-Agent 1240 MiB (+17.0%) 1220 MiB (+15.1%)

Table 2. Comparison of generated traffic when sending a fixed amount of random data
over TCP. Relative deviations are in comparison to the TCP Host-to-Host traffic.
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Latency We also investigated the influence of our tunnel network on latency
using the same setups. For this purpose, we used ping to measure the round-trip
time between two hosts in different clouds. We performed the measurements ei-
ther with or without additional traffic, where one or multiple host pairs exchange
data at a fixed rate or even unrestricted. We included once again a reference mea-
surement without any federation. The results are shown in Table 3, from which
we can see that the routed traffic is generally forwarded a little faster. This can
be explained by the additional processing delay introduced by the GRE overlay.
Apart from that, it also becomes clear that additional traffic on the network has
a negative influence on the overall latency, which is most likely be caused by
additional queuing delays. However, we cannot rule out minor deviations due to
the external conditions the traffic experiences over the Internet.

Bridged Setup Routed Setup

Without tunnel 13.2± 2.8 ms 12.9± 3.7 ms
0 Mb/s 13.2± 1.6 ms 13.0± 2.6 ms
8 Mb/s 13.9± 3.1 ms 16.0± 8.6 ms
16 Mb/s 13.9± 2.6 ms 13.7± 4.8 ms
Full load (1 connection) 14.6± 3.4 ms 14.2± 4.8 ms
Full load (3 connections) 13.5± 2.2 ms 14.4± 6.2 ms

Table 3. Latency (and standard deviation) between two hosts in different segments
using a direct connection vs. a network federation setup with different levels of load.

Throughput We measured the total throughput of multiple host pairs exchang-
ing data between two sites to determine throughput and the overhead of multiple
connections. Measurements were done in both directions, with the OpenNebula
hosts as clients and the AWS hosts as servers, so that Figure 6 consequently
represents the throughput as upload and download. Figure 6(a) shows that the
overall throughput actually rises with more parallel connections. This counterin-
tuitive behavior can be explained with the fairness property of TCP, which will
be activated when multiple connections share a common bottleneck. In this case
the congestion control algorithm tries to distribute the available bandwidth in
fair shares over the competing connections, which results in a larger combined
bandwidth than a single collection could obtain. In order to assess the actual
overhead, we restricted the outgoing throughput of both agents to 10 Mb/s in
order to create a non-shared bottleneck, as Figure 6(b) illustrates. In bridged
mode, we measured a throughput of 9.11 Mb/s (up) and 9.10 Mb/s (down),
whereas in routed mode the throughput reached 9.21 Mb/s (up) and 9.26 Mb/s
(down), regardless of the number of parallel connections. Hereby, the federated
networks showed a relative network-bound overhead of about 9% for the bridged
setup and 8% for the routed setup. It has to be noted that federation agents can
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in fact become bottlenecks, which is why the expected network load should be
reflected in the agents’ hardware configuration or the networks’ topology.
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Fig. 6. Total throughput by number of parallel connections over a single tunnel

Neighbor Tunnels So far we only investigated the communication between
different segments. However, if neighbor tunnels are used, there is also an over-
head on in-segment communication. Therefore, we measured the latency and
throughput between a pair of hosts belonging to the same segment in our Open-
Nebula environment – with and without neighbor tunnels. Without, we measured
a throughput of 938 Mb/s and a round-trip latency of 0.50 ms. With tunnels,
those values degraded to 602 Mb/s for throughput and 0.81 ms for latency. This
local overhead must be considered in bridged inter-cloud operations.

6 Conclusion

In this work, we presented a fast and secure network federation approach that
enables flexible and multi-cloud operations. From our analysis of existing tunnel-
ing protocols we selected WireGuard as the most secure and fastest-performing
technology. The light-weight NetFed architecture is able to support a wide range
of use case scenarios, while preserving network functionality, configuration trans-
parency and cloud platform support. Our prototype implementation shows its
practicability and the performance evaluation proves its efficiency. We still see
room for improvements in various areas, such as cloud orchestration integration
or an extended configuration management, but we leave this open as future work.

Acknowledgements

This work has been funded by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) – 268730775 (OptSCORE).
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