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Abstract. To process big data, applications have been utilizing data
processing libraries over the last years, which are however not optimized
to work together for efficient processing. Intermediate Representations
(IR) have been introduced for unifying essential functions into an ab-
stract interface that supports cross-optimization between applications.
Still, the efficiency of an IR depends on the architecture and the tools
required for compilation and execution. In this paper, we present a first
glance at a framework that provides an IR by creating containers with
executable code from structures of data analytics functions, described
in an input grammar. These containers process data in query lists and
they can be executed either standalone or integrated with other big data
analytics applications without the need to compile the entire framework.

1 Introduction

Over the last ten years, massive amounts of information is generated constantly
by social media, digital stores, weather stations, traffic sensors, e-commerce,
healthcare, smart cities etc. The data created by the aforementioned data do-
mains can be transferred for storage and further processing.

To manage big data, modern applications deploy libraries and algorithms
for various big data computations, including aggregates, top-K results, nearest
neighbor machine learning, etc. On the other hand, the evolution of applica-
tions introduces new types of data that require combinations of existing libraries
and/or new libraries, which may lead to performance and efficiency challenges
when executing on CPU resources. To deal with these issues, compilers utilize
Intermediate Representation (IR) to provide universal computing functions and
allow cross optimizations between different libraries and algorithms. [1]. An In-
termediate Representation provides an abstraction for otherwise incompatible
libraries, which hides details about the target execution platform and expresses
data tasks under a unique interface. However, the deployment of Intermediate
Representations can be complicated depending on the tools required and the
scope of a framework. This problem leads to adaptability issues regarding de-
ploying the representations on diverse environments and portability issues due
to potential file size of the source code of each representation.



To address those problems, we present a framework that provides an Interme-
diate Representation created in Java, which takes as input a context-free gram-
mar with computing function structures and creates portable containers via an
extended SableCC compiler ! that execute the functions described in the gram-
mar. The containers are easily deployable over multiple environments and can
be deployed easily on multiple data processing frameworks, potentially improv-
ing their compilation and execution times, but also on multi-cluster serverless
environments, supporting parallel execution, optimizing resource usage.

2 Design and Challenges

The objective of our framework’s intermediate representation is to compile com-
putational functions from different libraries described in a hand-made grammar
into a unified abstraction and convert them into portable containers. Our frame-
work’s design goals are to provide support for different high-level programming
languages and multiple data analytics applications, compatibility with software
optimizations for efficient execution and portability and autonomy support for
containers so that they can be used without recompiling the main framework.

2.1 Design objectives

More specifically, there are the following three design objectives: First, the con-
tainers must include an operational code which can be executed in multiple
networking environments, including serverless environments, and must support
standalone usage by the client or a variety of applications. Secondly, our frame-
work must ensure that the output data of a container will be ready for use with
other containers without any extra changes, in order to optimize execution and
reduced processing times between operations. Finally, big data functions inside
a container must be available for execution as many times as possible without
having to build the entire code of the framework. The containers must be cre-
ated by the Intermediate Representation only once, so that they can operate as
standalone executables on multiple environments.

3 System Architecture

Our Intermediate Representation Container framework consists of the following
components: The Intermediate Representation which captures the structures of
the functions described in a grammar, the runtime environment which imple-
ments the functions captured in the IR into abstraction instances, the SableCC
backend compiler which constructs containers based on the function instances
made by the compiler and the portable containers deployed in multiple data
environments and execute computations on input queries. The architecture and
the synergy between the components of the framework is shown on Fig. 1.

! https://sablecc.org/
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Fig. 1: The architecture of our framework: The IR that captures the function
structures of an input grammar, the runtime environment that generates exe-
cutable code from the IR instances and the extended SableCC compiler which
generates serverless portable containers with the generated code.

3.1 Intermediate Representation Model

Our framework creates an IR which collects the most essential functions from
different applications and programming languages described in a grammar and
integrate them into a single concept, containing universal functions, ready to use
in various big data environments. The functions within our framework’s IR must
contain well structured semantics in order to be later on converted as container
executables via the backend compiler.

To convert data analytics functions, our framework’s Intermediate Represen-
tation takes as input a grammar created by the user, which includes names and
structures for these functions.

Data Model The grammar contains two categories of data types: Scalars,
which are data objects with finite values (int, long, double etc.), and Lists,
which accommodate multiple values of one or more Scalar types into a single
data object (String of multiple char values, dynamic array of numeric values,
strings or key-value pairs). The data types are used as parameters for the func-
tions described in the grammar. We chose these data types because they are
common in the majority of functions and operations throughout most popular
programming languages.

Functions Based on the input grammar, our framework’s Intermediate Repre-
sentation utilizes operators that describe big data analytics functions. All func-
tions take as input a query list with multiple entries, where each entry contains
one or more Scalar values either as a key-pair or as a CSV line with more than 2
values. For certain functions, the user or device must insert one or more Scalar
values as parameters required by the appropriate function. Currently, our IR
supports the following big data functions:



filter(query, comparison): The operation takes as input a query list and
a string that describes the filtering requirement of a variable compared to a
numeric value and returns a new query list that contains any of the previous
query entries that satisfy the entered requirement.

aggregate(query, command): Outputs a computational result for a vari-
able’s values within a query list, depending on the value of the string command.
The command string supports the following entries: average, count, sum, median,
standard deviation, minimum, maximum, mode and range.

valueScore(query): Outputs the number of occurrence of a value for every en-
try in the input query list. Namely, how many times each value appears through
the entire query.

topK Value(query, k): Outputs the top k entries from the input query in
a descending order [2] based on the value of a variable

topKScore(query, k): Similar to valueScore, this operation outputs the top
k entries from the input query list in a descending order based on the frequency
a value occurs.

nearestNeighbor(query, x, y, k, g1, g2): This operation implements the
most common nearest neighbor technique: the k-Nearest Neighbor classification
algorithm [3]. To classify a target object with coordinates z and y, the function
computes the distance (Euclidean or Hamming) between the object and every
entry in the query list that belongs either of the groups g/ or g2. Next, the
function sorts all computed distances in ascending order, from the entry closest
to the object. Finally, the function gathers the top k entries from the list and,
depending on the group the majority these entries are, the object is classified to
the winning group.

3.2 Runtime Environment

Our framework supports a runtime environment to generate code for function
structures captured by the Intermediate Representation. The runtime is devel-
oped in Java and takes the main ideas of the cached function: input, compu-
tations and output/result and recreates the main operations of the function in
Java.

3.3 Backend compiler

Our framework uses an extended version of the SableCC backend compiler. Due
to the fact that SableCC compiles grammars only for lexical, syntax and semantic
purposes, we enhanced its functions by converting the executable code created
by the runtime for every function in the Intermediate Representation into JAR
executable files and, next, enclosed the JARs into portable containers which can
run in multiple environments. These containers execute their included code when
they take a query list and any required parameters as input, as indicated by the
function’s structure in IR.



Parameters: Function A—

query, "average" Result
E | Scaregateg - [l

h

]
(4

Query OQutput

Fig. 2: Architecture of a serverless container that describes its functionality as
well as the input data and the output target.

3.4 Serverless Containers

The containers, created from the backend compiler described above, are able
to run on either single computers, server clusters or as serverless functions in
a cloud provider such as IBM Cloud Functions, Amazon AWS, or in a private
cloud with OpenFaas 2. The container packages up application code and all
its dependencies so the application can run in any environment. A container
can be replicated and each replica can be referenced as an active instance of
the application. In Fig. 2 you can see the execution process of a single container
created by our compiler. By choosing the Serverless computing model[4], we have
a lower operational and deployment cost due to its unique pricing policy based
on a pay-as-you-use model. The cloud provider allocates instances on demand, so
the number of active instances can be selected either by the application user, or
can be adapted dynamically according to the number of requests. During periods
of high load the number of active instances is adapted automatically in order to
compensate the increased traffic and during extended periods of inactivity the
number of active instances can be decreased to zero and release any resource
that where allocated.

4 Related Work

Our framework’s objective is to unify Intermediate Representation, code compi-
lation and distributed computing into one abstraction, providing Intermediate
Representation to gather essential functions from different libraries and lan-
guages into one abstraction layer, accessible by any system regardless of its
network environment or architecture. To accomplish that objective, our work
must provide services and operations that extend or improve on techniques from
existing IR implementations. More specifically, LLVM [5] and OpenCL [6] im-
plement low-level language independent Intermediate Representation for uniting
and compiling code portions written in different libraries or languages, whereas
Weld [7] improves upon the previous works by making the IR compatible with
parallel distributed systems using loop fusion and loop tiling. For our framework,
we need to gather the structures of the most essential functions from widely used

2 https://github.com/openfaas/faasd



languages and libraries and describe them in a single grammar file from which
our work will construct its Intermediate Representation.

Certain IR frameworks focus only on certain languages or systems, like LINQ
[8] which provides IR exclusively for .NET framework systems and PinaVM [9]
which utilizes IR for verification of programs written in SystemC [10], a C++
library focused on modeling of systems at different levels of abstractions ranging
from functional description to cycle-accurate modeling.. Our framework initially
provides IR for queries written in Python, but in the future we can add support
for other widely used languages, such as Java, C++ and JavaScript. Also, other
frameworks utilize IR for different applications i.e. Halide [11] uses IR to improve
image processing, the approach of Vatavu et al. [12] uses IR for detection of 3D
models in a traffic road and IF [13] deploys IR on Specification and Description
Language (SDL) telecommunication systems. Our framework’s IR creates con-
tainers that are deployable with a wide range of applications through multiple
data environments, including the applications mentioned above.

There are several implementations of runtime systems that generate code
for function structures, such as HyPer [14] and LegoBase [15]. These systems,
however, are restricted to the relational model and are often difficult to imple-
ment in different systems because they need to generate imperative code directly
from multiple operators. Our framework contains operators written in Java for
constructing code for a series of supported functions.

Container deployment is a well known technique used by implementations like
Docker [16], Kubernetes [17] and Firecracker [18] for optimizing code execution
on distributed systems. Faasd is an OpenFaas fork, which offers a lightweight
portable FaaS engine which can run anywhere, from AWS to small low powered
computers, such as Raspberry Pi. In our framework we generate images that are
compatible with the Containerd runtime. In this way the user can easily choose
the environment that he wants to deploy the function which can scale from its
home desktop to fully distributed over Docker Swarm or Kubernetes.

5 Conclusion

In this paper we have presented a framework that utilizes intermediate repre-
sentation for providing a unique abstraction for functions from multiple libraries
or languages and creates portable containers based on these functions, which
can be executed standalone by users or applications on multiple environments,
without requiring to compile the framework’s entire code each time.
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