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Abstract

We show that the Kantorovich-Rubinstein quasi-metrics dKR and daKR of
Part I extend naturally to various spaces of previsions, and in particular
not just the linear previsions (roughly, measures) of Part I. There are nat-
ural isomorphisms between the Hoare and Smyth powerdomains, as used
in denotational semantics, and spaces of discrete sublinear previsions, and
of discrete normalized superlinear previsions, respectively. Turning to the
corresponding hyperspaces, namely the same powerdomains, but equipped
with the lower Vietoris and upper Vietoris topologies instead, this turns into
homeomorphisms with the corresponding space of previsions, equipped with
the so-called weak topology. Through these isomorphisms again, the two
powerdomains inherit quasi-metrics dH and dQ, respectively, that are remi-
niscent of the well-known Hausdorff metric. Then we show that the Hoare
and Smyth powerdomains of an algebraic complete quasi-metric space are
again algebraic complete, with those quasi-metrics, and similarly that the
corresponding powerdomains of continuous complete quasi-metric spaces are
continuous complete. Furthermore, in the continuous complete case, the dH-
Scott topology coincides with the lower Vietoris topology, and the dQ-Scott
topology coincides with the upper Vietoris topology.
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1. Introduction

This is a sequel to [12], where we explored quasi-metric variants of the
Kantorovich-Rubinstein metric on spaces of measures, or rather of continuous
valuations. The basic variant, dKR, is defined by the formula:

dKR(ν, ν ′)
def
= sup

h∈L1X
max

(∫
x∈X

h(x)dν −
∫
x∈X

h(x)dν ′, 0

)
. (1)

where L1X is the collection of 1-Lipschitz continuous maps from a given
quasi-metric space X, d to R+ = R+∪{+∞}, and ν and ν ′ are two continuous
valuations on X. (We also agree that (+∞)−(+∞) = 0, and that (+∞)−t =
+∞ for every t < +∞.) This is close to the usual Kantorovich-Rubinstein
metric, in which we would write an absolute value sign instead of max( , 0);
in fact, if the chosen quasi-metric d on X is a metric, then dKR is also a
metric, and changing max( , 0) into an absolute value in (1) would not make
a difference [12, Equation (12)].

For every continuous valuation ν on X, the map G : h 7→
∫
x∈X h(x)dν is

a Scott-continuous and linear functional, and one may rewrite (1) as follows:

dKR(G,G′) = sup
h∈L1X

max(G(h)−G′(h), 0). (2)

This makes sense for every pair of functionals G, G′. The goal of this paper
and of its sequels is to explore properties of this quasi-metric on certain
spaces of functionals on X, called previsions in [6], which are not necessarily
linear, and which are used to give semantics to mixed, probabilistic and
non-deterministic forms of choice in programming languages1.

Outline. We recapitulate some preliminary definitions and notions in Sec-
tion 2. This is copied almost verbatim from Section 2 of Part I [12].

In this paper, we will deal with the purely non-deterministic forms of
choice, although we will also prepare the grounds for the mixed non-deterministic
and probabilistic forms of Part III and Part IV, by stating a few completeness
theorems about dKR on general spaces of previsions in Section 4. Those are
natural extensions of similar theorems given in Part I for linear previsions,
or equivalently, continuous valuations [12].

1An unpublished version of that work is available on arXiv [9]. The present paper
roughly covers Sections 10.1, 10.2, 10.3, 12, and 13.
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There are three canonical powerdomains: the Hoare, Smyth and Plotkin
powerdomains. We will concentrate on the first two. The Plotkin powerdo-
main will be dealt with in Part IV.

The Hoare powerdomain HX serves to model angelic non-determinism,
and consists of all the (non-empty) closed subsets of X, ordered by inclusion.
The Smyth powerdomain QX serves to model demonic non-determinism,
and consists of all the non-empty compact saturated subsets of X. We will
see in Section 3 that there is a natural way to associate a prevision FC with
every closed subset C, and a prevision FQ with every element Q of QX, so
that HX and QX are in bijection with certain spaces of so-called discrete
previsions.

The Hoare hyperspace is HX with the so-called lower Vietoris topology,
and we will see that the bijection we just alluded to turns into a homeomor-
phism between the Hoare hyperspace and a certain space of previsions with
the so-called weak topology. A similar phenomenon will happen with the
Smyth hyperspace.

The above bijection allows us to transport the dKR quasi-metric, and
a bounded variant daKR, to certain quasi-metrics on the Hoare and Smyth
hyperspaces, and those quasi-metrics will be our main object of study.

In order to study them, we first study dKR and daKR in a general setting
in Section 4. Notably, we show that the space PX of previsions on a quasi-
metric space X, d is complete with respect to dKR, resp. daKR, either when
X, d is Lipschitz regular (Theorem 4.8 and Theorem 4.16—the Lipschitz reg-
ular case is probably not that interesting per se, but is a crucial technical
tool in our developments), or under a certain condition on supports (Propo-
sition 4.25). The latter condition will be discharged on a case-by-case basis
in subsequent sections, in Part III and in Part IV.

We deal with the Hoare hyperspace, specifically, in Section 5. We intro-

duce a quasi-metric dH, defined by dH(C,C ′)
def
= supx∈C d(x,C ′). In metric

spaces, d(x,C ′) = infy∈C′ d(x, y), and therefore dH(C,C ′) = supx∈C infy∈C′ d(x, y),
which shows that dH is essentially one half of the definition of the Hausdorff
metric; in quasi-metric spaces, d(x,C ′) has a slightly different definition. We
will see that the bijection C 7→ FC between HX and a certain set of discrete
previsions induces an isometry that relates dH with dKR, and that HX, dH
is algebraic complete if X, d is algebraic complete, and continuous complete
if X, d is continuous complete. Finally, we will show that, in those cases,
the dH-Scott topology on HX coincides with the so-called lower Vietoris
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topology.
The Smyth hyperspace is the subject of Section 6, and will be dealt in an

entirely similar fashion. There dKR will match a quasi-metric dQ, which can
be thought of being the other half of the Hausdorff metric.

2. Preliminaries

2.1. General topology

We refer the reader to [7] for basic notions and theorems of topology,
domain theory, and in the theory of quasi-metric spaces. The book [5] is the
standard reference on domain theory, and I will assume known the notions of
directed complete posets (dcpo), Scott-continuous functions, the way-below
relation�, continuous posets and dcpos, and so on. Additionally, this paper
will heavily rely on [13] for additional results on quasi-metric spaces, on
[10] for formal ball monads, and on [11] for results on spaces of Lipschitz
continuous maps; we will recall the required results as needed.

A family D in a poset is directed if and only if it is non-empty, and every
pair of elements of D has an upper bound in D. Symmetrically, a filtered
family is a non-empty family D such that every pair of elements of D has a
lower bound in D.

The Scott topology on a poset consists of the Scott-open subsets, namely
the upwards-closed subsets U such that every directed family that has a
supremum in U must intersect U . A Scott-continuous map between posets
is one that is monotonic and preserves existing directed suprema, and this is
equivalent to requiring that it is continuous for the underlying Scott topolo-
gies.

The focus of the present paper is on quasi-metric spaces. Chapters 6
and 7 of [7] are a recommended read on that subject. The paper [13] gives
additional information on quasi-metric spaces, which we will also rely on.

As far as topology is concerned, compactness does not imply separation.
In other words, we call a subset K of a topological space compact if and
only if every open cover of K contains a finite subcover. This property is
sometimes called quasicompactness.

We shall always write ≤ for the specialization preordering of a topological
space: x ≤ y if and only if every open neighborhood of x is also an open
neighborhood of y, if and only if x is in the closure of y. As a result, the
closure of a single point y is also its downward closure ↓y. In general, we
write ↓A for the downward closure of any set A, ↑A for its upward closure,
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and ↑x for ↑{x}. A saturated subset of a topological space is a set that is
the intersection of all its open neighborhoods; equivalently, it is an upwards-
closed subset in its specialization preordering.

In a topological space, ↑A is also equal to the saturation of A, namely the
intersection of all the open neighborhoods of A. If K is compact, then so is
its saturation ↑K, and we will usually use the letter Q for compact saturated
subsets.

2.2. Quasi-metric spaces

Let R+ be the set of extended non-negative reals. A quasi-metric on a set
X is a map d : X×X → R+ satisfying: d(x, x) = 0; d(x, z) ≤ d(x, y)+d(y, z)
(triangular inequality); d(x, y) = d(y, x) = 0 implies x = y. The pair X, d is
then called a quasi-metric space. Given X, d, there is an ordering ≤d on X
given by x ≤d y if and only if d(x, y) = 0.

A trivial example is R+ itself, with the quasi-metric dR defined by dR(x, y)
def
=

0 if x ≤ y, dR(+∞, y)
def
= +∞ if y 6= +∞, dR(x, y)

def
= x − y if x > y and

x 6= +∞. Then ≤dR is the usual ordering ≤.
The space of formal balls B(X, d) of a quasi-metric space X, d is probably

the single most important artifact that has to be considered in the study of
quasi-metric spaces [17, 3]. This has a very simple definition: a formal ball
is syntax for an actual ball, namely a pair (x, r) where x ∈ X (the center)
and r ∈ R+ (the radius). B(X, d) comes with an ordering ≤d+ defined by
(x, r) ≤d+ (y, s) if and only if d(x, y) ≤ r − s.

Given a quasi-metric space X, d, the open ball Bd
x,<r with center x ∈ X

and radius r ∈ R+ is {y ∈ X | d(x, y) < r}. The open ball topology is the
coarsest that contains all open balls, and is the standard topology on metric
spaces.

In the realm of quasi-metric spaces, the d-Scott topology is the topology
we shall always consider, unless specified otherwise. This is defined as follows.
We equip B(X, d) with the Scott topology of ≤d+ . There is an injective map
ηX : x 7→ (x, 0) from X to B(X, d), and the d-Scott topology is the coarsest
topology that makes it continuous. This allows us to see X as a topological
subspace of B(X, d).

The specialization ordering of X, d, whether with the open ball topology
or with the d-Scott topology, is just ≤d. This does not cause any conflict with
the notation ≤d+ for the ordering on B(X, d), since ≤d+ is in fact the ordering
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deduced from a quasi-metric d+ on B(X, d), defined by d+((x, r), (y, s))
def
=

max(d(x, y)− r + s, 0).
The d-Scott topology coincides with the familiar open ball topology when

d is a metric [7, Proposition 7.4.46], or when X, d is Smyth-complete [7,
Proposition 7.4.47]. It coincides with the generalized Scott topology of [1]
when X, d is an algebraic complete quasi-metric space [7, Exercise 7.4.69] (see
below for the definition of “algebraic complete”). On R+, the dR-Scott topol-
ogy coincides with the Scott topology of the usual ordering ≤; its non-trivial
opens are the open intervals ]r,+∞], r ∈ R+. The d+-Scott topology also
coincides with the familiar Scott topology on B(X, d), see [10, Lemma 3.6]
or [7, Exercise 7.4.53].

We say that X, d is complete (or Yoneda-complete) if and only if B(X, d)
is a dcpo. We take this as a definition, although this is really a theorem, due
to Kostanek and Waszkiewicz, see [15] and [7, Theorem 7.4.27].

Outside complete spaces, we would like to avoid certain pathologies and
we will therefore concentrate on standard quasi-metric spaces [13, Section 2].
X, d is standard if and only if, for every directed family of formal balls
(xi, ri)i∈I , for every s ∈ R+, (xi, ri)i∈I has a supremum in B(X, d) if and
only if (xi, ri + s)i∈I has a supremum in B(X, d). Writing the supremum of
the former as (x, r), we then have that r = infi∈I ri, and the supremum of
the latter is (x, r+ s)—this holds not only for s ∈ R+, but for every s ≥ −r.
If X, d is standard, then the radius map (x, r) 7→ r is Scott-continuous from
B(X, d) to Rop

+ (R+ with the opposite ordering ≥), and for every s ∈ R+, the
map + s : (x, r) 7→ (x, r + s) is Scott-continuous from B(X, d) to itself [13,
Proposition 2.4]. Moreover, and we will use that fact several times, the set

Vε
def
= {(x, r) ∈ B(X, d) | r < ε} is Scott-open for every ε > 0, whenever X, d

is standard. This is because Vε is the inverse image of the Scott-open subset
[0, ε[ of Rop

+ by the radius map.
All complete quasi-metric spaces are standard. Also, all metric spaces

are standard. Even posets X, which can all be seen as quasi-metric spaces
X, d≤, by defining d≤(x, y) as 0 if x ≤ y, +∞ otherwise, are all standard.
Note that R+, dR is standard, being complete.

Directed complete posets (dcpos) come into further varieties: algebraic
dcpos, continuous dcpos, notably, and that extends to algebraic posets and
continuous posets. The same happens with quasi-metric spaces. We say that
X, d is a continuous quasi-metric space if any only it is standard and B(X, d)
is a continuous poset. Hence it is continuous complete if and only if B(X, d)
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is a continuous dcpo. The latter is originally a theorem, not a definition [15].
For the sake of completeness, let us recall what a continuous poset is.

The way-below relation� on a poset is defined by x� y if and only if every
directed family that has a supremum above y contains an element above x.
(We will often say “above” for “larger than or equal to”, and similarly for
“below”.) A basis of a poset is a subset B such that every point x of the
poset is the supremum of a directed family of elements of B. A continuous
poset is a poset with a basis. In that case, the poset itself is a basis, namely
the largest one. We write ↑↑x for the set of points y such that x� y. If B is a
basis of a poset X, the sets ↑↑x with x ∈ B form a base of the Scott topology.

A point x ∈ X is a center point of a quasi-metric space X, d if and only
if Bd+

(x,0),ε is Scott-open in B(X, d) for every ε > 0. The notion coincides with

that of a d-finite point, provided that X, d is standard, see Lemma 5.7 of [13].
A standard quasi-metric space X, d is algebraic if and only if every point is
a d-limit of a Cauchy net of d-finite points, or equivalently of a Cauchy-
weightable net of d-finite points—see the comments after Example 5.3 of
[13]—or equivalently, if and only if for every x ∈ X, there is a directed
family (xi, ri)i∈I of formal balls such that each xi is a center point and whose
supremum is (x, 0). Yet another equivalent definition is: a standard quasi-
metric space X, d is algebraic if and only if the open balls Bd+

(x,0),ε, where x
ranges over the center points and ε > 0, form a base of the Scott topology
on B(X, d) [13, Definition 5.11, Theorem 5.16]. Every (standard) algebraic
quasi-metric space is continuous. Moreover, for every center point z, we have
(z, t)� (y, s) if and only if d(z, y) < t− s; more generally, (y, s)� (x, r) if
and only if there is a center point z and some t ∈ R+ such that (y, s) ≤d+ (z, t)
and d(z, x) < t− r [13, Proposition 5.18].

In a metric space, those complications vanish, as every point is a center
point. Every point is a center point in a Smyth-complete space as well, but
we will not be concerned with Smyth-completeness. One has to be careful
with R+, dR already: the center points of R+, dR are the elements of R+, but
not +∞. Indeed, BdR

(+∞,0),<ε is the set of formal balls (+∞, r) with r < ε,

and that is not Scott-open, since (+∞, 0) for example is the supremum of
the chain {(t, 0) | t ∈ R+}, but no point (t, 0) with t ∈ R+ is in BdR

(+∞,0),<ε.

The space R+, dR is algebraic complete, with R+ as set of center points.
Given a d-Scott open subset U of X, there is a largest Scott open subset

Û of B(X, d) such that U = Û ∩ X. (We silently equate X with a sub-

space of B(X, d).) The assignment U 7→ Û is monotonic; being left-adjoint
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to the map V 7→ V ∩ X, it preserves arbitrary meets (namely, interiors of
intersections), but it satisfies no other remarkable property in general. A
quasi-metric space X, d is Lipschitz regular if and only if that assignment is
Scott-continuous. This is defined and studied in Section 4 of [10]. If that is
the case, then X, d is finitarily embedded in B(X, d); see [4] for more informa-
tion on finitary embeddings. For algebraic complete quasi-metric spaces, Lip-
schitz regularity is equivalent to having relatively compact balls, a stronger
requirement than local compactness. This displays Lipschitz regularity as a
rather strong requirement. In spite of this, the space of formal balls B(X, d)
of any quasi-metric space X, d, with the d+ quasi-metric, is Lipschitz regular
[10, Theorem 4.12].

Given a map f from a quasi-metric space X, d to a quasi-metric space
Y, ∂, f is α-Lipschitz if and only if ∂(f(x), f(y)) ≤ αd(x, y) for all x, y ∈ X.
(When α = 0 and d(x, y) = +∞, we take the convention that 0 times +∞
equals 0.)

For every α ∈ R+, and every map f : X, d→ Y, ∂, let Bα(f) map (x, r) ∈
B(X, d) to (f(x), αr) ∈ B(Y, ∂). Then f is α-Lipschitz if and only if Bα(f)
is monotonic.

Contrarily to the case of spaces with the open ball topology, a Lipschitz
map need not be continuous. For example, on posets seen as quasi-metric
spaces through d(x, y) = 0 if x ≤ y, +∞ otherwise, the Lipschitz maps
are the monotonic maps [13, Example 6.1], and the continuous maps, with
respect to the underlying d-Scott topologies, are the Scott-continuous maps.

We say that a map f : X, d → Y, ∂ between quasi-metric spaces is α-
Lipschitz continuous if and only if Bα(f) is Scott-continuous [10, Defini-
tion 2.3]. While “α-Lipschitz continuous” should be thought of as one ep-
ithet, not as the conjunction of “α-Lipschitz” and “continuous” in general,
we have the following. When both X, d and Y, ∂ are standard, f : X → Y
is α-Lipschitz continuous if and only if f is both α-Lipschitz, and contin-
uous from X with its d-Scott topology to Y with its ∂-Scott topology [10,
Proposition 2.5].

Given any topological space X, a map h : X → R+ is lower semicontinu-
ous if and only if it is continuous from X to R+ with its Scott topology. We
write LX for the space of all lower semicontinuous maps from X to R+, with
the Scott topology of the pointwise ordering. For every open subset U of X,
the characteristic map χU , which maps every element of U to 1 and all other
elements to 0, is lower semicontinuous.

Given any standard quasi-metric space X, d, every α-Lipschitz continuous
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map from X, d to R+, dR is lower semicontinuous. We write Lα(X, d), or
simply LαX, for the subspace of LX consisting of all α-Lipschitz continuous
maps. Note that this is indeed a subset: every α-Lipschitz continuous map
from a standard quasi-metric space X, d to R+ is lower semicontinuous; and
this allows us to give Lα(X, d) the subspace topology induced by the inclusion
in LX.

We also write L∞(X, d) or L∞X for the space of all Lipschitz continuous
maps, namely

⋃
α∈R+

Lα(X, d), still with the subspace topology from LX.

Given a map h : X → R+, where X, d is standard, define h′ : B(X, d) →
R ∪ {+∞} by h′(x, r)

def
= h(x) − αr. Then h is α-Lipschitz if and only if

h′ is monotonic, and h is α-Lipschitz continuous if and only if h′ is Scott-
continuous [10, Lemma 2.7].

The Lipschitz continuous maps from a standard quasi-metric space to
R+, dR enjoy the usual closure properties [13, Proposition 6.7]: if f is β-
Lipschitz continuous then αf is αβ-Lipschitz continuous; if f is α-Lipschitz
continuous and g is β-Lipschitz continuous then f + g is (α + β)-Lipschitz
continuous; if f , g are α-Lipschitz continuous, then so are min(f, g) and
max(f, g); if (fi)i∈I is any family of α-Lipschitz continuous maps, then the
pointwise supremum supi∈I fi is also α-Lipschitz continuous; if α ≤ β and f is
α-Lipschitz continuous then f is β-Lipschitz continuous; every constant map
is α-Lipschitz continuous. Moreover, if f : X → Y is α-Lipschitz continuous
and g : Y → Z is β-Lipschitz continuous, then g◦f is αβ-Lipschitz continuous
[10, Lemma 2.9].

Finally, for every map f : X → R+ from a standard quasi-metric space
X, d to R+, there is a largest α-Lipschitz continuous map f (α) below f . When
f is lower semicontinuous, the family (f (α))α∈R+

is a chain, and supα∈R+
f (α) =

f , where suprema are taken pointwise [13, Theorem 6.17].

3. Previsions and Hyperspaces

We have introduced previsions in a somewhat loose fashion in the intro-
duction. Let us fix the vocabulary. The linear previsions are in one-to-one
correspondence with continuous valuations (i.e., measures, up to some de-
tails), as studied in Part I [12]; the normalized linear previsions correspond
to probability continuous valuations, and the subnormalized linear previsions
to subprobability continuous valuations. The sublinear and superlinear pre-
visions will be the topic of Part III. In this paper, we will be particularly
interested in the discrete sublinear (resp. superlinear) previsions.
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Definition 3.1 (Prevision). A prevision on a topological space X is a Scott-
continuous map F from LX to R+ that is positively homogeneous, namely:
F (αh) = αF (h) for all α ∈ R+, h ∈ LX.

It is:

• sublinear if F (h+ h′) ≤ F (h) + F (h′) holds for all h, h′ ∈ LX,

• superlinear if F (h+ h′) ≥ F (h) + F (h′) holds,

• linear if it is both sublinear and superlinear,

• subnormalized if F (α.1 +h) ≤ α+F (h) holds, where 1 is the constant
1 map,

• normalized if F (α.1 + h) = α + F (h) holds,

• discrete if F (f ◦ h) = f(F (h)) for every h ∈ LX and every strict
f ∈ LR+—a map f is strict if and only if f(0) = 0.

As for discreteness, we note that a map f ∈ LR+ is, equivalently, a Scott-
continuous map from R+ to R+. We write PX for the set of previsions on
X.

3.1. Closed sets and discrete sublinear previsions

We first show that closed sets are related to discrete sublinear previsions.
This is similar to Lemma 4.7, item 1, of [8].

Proposition 3.2. Let X be a topological space. For each subset C of X, let

FC(h)
def
= supx∈C h(x). (We agree that this is equal to 0 if C = ∅.)

1. If C is closed, then FC is a discrete sublinear prevision.

2. Conversely, every discrete sublinear prevision is of the form FC for
some unique closed set C.

Moreover, F is normalized if and only if C is non-empty.

Proof. We start with the last claim, and show that FC is normalized if
and only if C is non-empty. If C = ∅, FC = 0 is not normalized. Otherwise,
FC(α.1 + h) = supx∈C(α + h(x)) = α + supx∈C h(x) = α + FC(h).
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1. FC is clearly a prevision. We check that FC is discrete. If C = ∅,
then FC = 0 and for every strict f ∈ LR+, FC(f ◦ h) = 0 = f(FC(h))—
because f is strict. Otherwise, f(FC(h)) = supx∈C f(h(x)) because every
non-empty family in R+ is directed, and because f is Scott-continuous. Since
supx∈C f(h(x)) = FC(f ◦ h), we conclude that FC is discrete.

Clearly, FC(h+h′) = supx∈C(h(x) +h′(x)) ≤ supx∈C h(x) + supx∈C h
′(x),

so FC is sublinear.
2. Let now F be an arbitrary discrete sublinear prevision on X. Let F be

the family of open subsets U ofX such that F (χU) = 0. F contains the empty
set, hence is non-empty. If U ⊆ V and V ∈ F , then U is in F because F is

monotonic. For every directed family (Ui)i∈I of elements of F , letting U
def
=⋃

i∈I Ui, (χUi)i∈I is a directed family of lower semicontinuous maps whose
supremum is χU . Since F is Scott-continuous, F (χU) = supi∈I F (χUi) = 0,
so U is in F . We have shown that F is Scott-closed.

We observe that F is directed. Take any two elements U1, U2 of F . Since
F is sublinear, F (χU1) + F (χU2) ≥ F (χU1 + χU2) = F (χU1∪U2 + χU1∩U2) ≥
F (χU1∪U2), so the latter is equal to 0, meaning that U1 ∪ U2 is in F .
F being Scott-closed and directed, it has a largest element U0, and there-

fore F is the set of open subsets of U0.
We can now prove item 2. If F = FC , then F is the family of open

subsets that do not intersect C, so U0 is the complement of C. This shows
the uniqueness of C.

As far as existence is concerned, we are led to define C as the complement
of U0.

We check that F = FC . Let h be a lower semicontinuous map from X to

R+. For every t ∈ R+, let f
def
= χ]t,+∞] and notice that this is a strict lower

semicontinuous map. Since F is discrete, F (f ◦ h) = f(F (h)). Noting that
f ◦ h = χU where U is the open set h−1(]t,+∞]), U ∈ F is equivalent to
f(F (h)) = 0. In other words, h−1(]t,+∞]) ⊆ U0 if and only if F (h) ≤ t. We
notice that FC(h) ≤ t if and only if h(x) ≤ t for every x ∈ C, if and only if
every x ∈ X such that h(x) > t is in U0 (by contraposition), if and only if
h−1(]t,+∞]) ⊆ U0. Therefore FC(h) ≤ t if and only if F (h) ≤ t, for every
t ∈ R+. It follows that FC(h) = F (h). 2

The Hoare powerdomain HX on a topological space is usually defined
as the dcpo of all non-empty closed subsets of X, ordered by inclusion [5,
Section IV-8]. We will also consider H0X, the dcpo of all, possibly empty,
closed subsets of X. The bijection of Proposition 3.2 is an order-isomorphism
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between H0X and the set of discrete sublinear previsions on X, ordered by
the pointwise ordering.

One can also consider H0X, resp. HX, as a space with the so-called
lower Vietoris topology. In that case, we will speak of the Hoare hyperspace.

That topology is generated by subbasic open sets 3U
def
= {C | C ∩ U 6= ∅},

where U ranges over the open subsets of X. We will need the following
definition, inspired from a similar definition on the probabilistic powerdomain
[12, Section 9].

Definition 3.3 (Weak topology). The weak topology on any space Y of
previsions on a topological space X is the coarsest topology such that F 7→
F (h) is lower semicontinuous for every h ∈ LX.

In other words, the weak topology has subbasic open sets of the form [h > a],
defined as the set of previsions F ∈ Y such that F (h) > a, for each h ∈ LX
and a ∈ R+.

Lemma 3.4. Let X be a topological space. The map C 7→ FC is a home-
omorphism of H0X (resp., HX) with the lower Vietoris topology onto the
space of discrete sublinear previsions on X (resp., that are normalized) with
the weak topology.

Proof. This is a bijection by Proposition 3.2. Fix h ∈ LX, a ∈ R+. For
every C ∈ H0X, FC is in [h > a] if and only if supx∈C h(x) > a, if and only
if h(x) > a for some x ∈ C, if and only if C intersects h−1(]a,+∞]), namely,
C ∈ 3h−1(]a,+∞]). Therefore the bijection is continuous.

In the other direction, for every open subset U , 3U is the set of all
C ∈ H0X such that C intersects χ−1U (]1/2,+∞]), i.e., such that FC is in
[χU > 1/2]. The case of HX is similar. 2

3.2. Compact saturated sets and discrete superlinear previsions

Dually to the Hoare hyperspace, we have the Smyth hyperspace. The
following proposition is inspired from [8, Lemma 4.7, item 2]. For the no-
tion of sober space, see [7, Chapter 8]. We will use the Hofmann-Mislove
theorem: every Scott-open filter of open subsets of a sober space is the filter
of open neighborhoods of a unique compact saturated subset Q [7, Theo-
rem 8.3.2]. All Hausdorff spaces are sober, all continuous dcpos are sober
in their Scott topology [7, Proposition 8.2.12]; more centrally to the themes
of this paper, all continuous complete quasi-metric spaces, in particular all
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algebraic complete quasi-metric spaces, are sober in their d-Scott topology
[13, Proposition 4.1].

Proposition 3.5. Let X be a topological space. For each non-empty subset

Q of X, let FQ(h)
def
= infx∈Q h(x).

1. If Q is compact saturated and non-empty, then FQ is a normalized
discrete superlinear prevision; moreover, the infimum defining FQ is
attained, namely FQ(h) = minx∈Q h(x) for every h ∈ LX.

2. Conversely, if X is sober, then every normalized discrete superlinear
prevision is of the form FQ for some unique non-empty compact satu-
rated set Q.

Proof. 1. For every h ∈ LX, {h(x) | x ∈ Q} is compact in R+ with its
Scott topology, and non-empty, hence has a least element. It follows that
there is an x ∈ Q such that h(x) = FQ(h). This justifies the second subclaim,
that FQ(h) = minx∈Q h(x).

FQ is clearly positively homogeneous and monotonic. To show Scott-
continuity, let h be written as the supremum of a directed family (hi)i∈I in
LX. FQ(h) ≥ supi∈I FQ(hi) is a consequence of monotonicity. If the inequal-
ity were strict, then there would be a number r ∈ R+ such that FQ(h) >
r ≥ supi∈I FQ(hi). The inequality FQ(h) > r, equivalently minx∈Q h(x) > r,
means that the image of Q by h is contained in the Scott-open ]r,+∞]. For
every x ∈ Q, h(x) = supi∈I hi(x) > r, so hi(x) > r for some i ∈ I. It follows
that Q is included in the union of the open subsets h−1i (]r,+∞]). Since Q is
compact and the family of the latter open subsets is directed, Q is included
in one of them, say h−1i (]r,+∞]). That means that the image of Q by hi
is included in ]r,+∞], and that implies that FQ(hi) = minx∈Q hi(x) > r,
contradicting r ≥ supi∈I FQ(hi).

We check that FQ is discrete. Let x ∈ Q be such that h(x) = FQ(h). For
every f ∈ LR+ (strict or not), FQ(f ◦ h) = minx′∈Q f(h(x′)) is trivially less
than or equal to f(h(x)). For every x′ ∈ Q, h(x′) ≥ h(x), so (f ◦ h)(x′) ≥
f(h(x)), from which it follows that FQ(f◦h) = minx′∈Q(f◦h)(x′) ≥ f(h(x)) =
f(FQ(h)).

Since this holds even when f is not strict, it holds for the map f(x)
def
=

α + x, for any α ∈ R+. In other words, FQ(α.1 + h) = α + FQ(h), showing
that FQ is normalized.
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Finally, we show that FQ is superlinear. Fix h, h′ ∈ LX. Then FQ(h +
h′) = minx∈Q(h(x) +h(x′)) ≥ minx∈Q h(x) + minx∈Q′ h′(x) = FQ(h) +FQ(h′).

2. We now assume that X is sober, and we let F be a normalized discrete
superlinear prevision on X. Let F be the family of open subsets U of X such
that F (χU) = 1. F is upwards-closed. Since F is normalized, F contains X
itself, hence is non-empty.

Note that, for every open subset U of X, F (χU) is either equal to 1 or to
0. This is because F is discrete: for every t ∈]0, 1], F (χU) = F (χ]t,+∞]◦χU) =
χ]t,+∞](F (χU)) ∈ {0, 1}.

Using discreteness again and superlinearity, we show that, if U ⊆ V , then
F (χU)+F (χV ) = F (χU +χV ). The right-hand side is larger than or equal to
the left-hand side by superlinearity. Let us imagine that it is strictly larger.
Let f ∈ LR+ map any t ≤ 1/2 to 0, any t ∈]1/2, 3/2] to 1, and any t > 3/2 to
2. By discreteness, F (χU +χV ) = F (f ◦ (χU +χV )) = f(F (χU +χV )), which
shows that F (χU + χV ) ∈ {0, 1, 2}. Since F (χU) + F (χV ) < F (χU + χV ),
F (χU) and F (χV ) cannot both be equal to 1, and since F (χU) ≤ F (χV ),
at least F (χU) is equal to 0. Hence F (χV ) < F (χU + χV ). Since F (χU +
χV ) ≤ F (2χV ), we obtain that F (χU + χV ) is a number in {0, 1, 2} between
F (χV ) (exclusive) and 2F (χV ) (inclusive). This implies that F (χV ) = 1

and F (χU + χV ) = 2. We now let f
def
= χ]3/2,+∞], and we observe that

f ◦ (χU + χV ) = χU . Therefore F (f ◦ (χU + χV )) = F (χU) = 0. By
discreteness, F (f ◦ (χU + χV )) = f(F (χU + χV )) = f(2) = 1, contradiction.

Using that, we show that F is a filter of open sets. The only thing that
remains to be shown is that for any two elements U1, U2 of F , U1 ∩ U2 is
also in F . Since U1 ∩ U2 ⊆ U1 ∪ U2, by the equality we have just shown,
F (χU1∪U2)+F (χU1∩U2) = F (χU1∪U2 +χU1∩U2) = F (χU1 +χU2), which is larger
than or equal to F (χU1) + F (χU2) by superlinearity, that is, to 2. Hence
F (χU1∩U2) ≥ 2− F (χU1∪U2) ≥ 1, where the latter inequality comes from the
fact that F (χU1∪U2) can only be equal to 0 or to 1. Since F (χU1∩U2) can only
be equal to 0 or to 1, its value is 1, so U1 ∩ U2 is in F .

Finally, F is Scott-open, meaning that for every directed family (Ui)i∈I
of open subsets whose union is in F , some Ui is in F . This follows from
the Scott-continuity of F . By the Hofmann-Mislove Theorem, F is the filter
of open neighborhoods of a unique compact saturated subset Q. Then, for
every open subset U , Q ⊆ U if and only if U ∈ F if and only if F (χU) = 1.
Since F (0) = 0, the empty set is not in F , so Q is non-empty.

We check that F = FQ. Let h ∈ LX. For every t ∈ R+, let f
def
= χ]t,+∞].
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Since F is discrete, F (f ◦ h) = f(F (h)). Let U
def
= h−1(]t,+∞]), so that

f ◦ h = χU . Then F (h) > t if and only if f(F (h)) = 1, if and only if
F (χU) = 1 if and only if Q ⊆ U . If Q ⊆ U , then FQ(h) = minx∈Q h(x) > t,
and conversely. Therefore F (h) > t if and only if FQ(h) > t, for all h and t,
whence F = FQ.

Finally, uniqueness is obvious: if F = FQ for some non-empty compact
saturated subset Q, then Q must be such that for every open subset U ,
Q ⊆ U if and only if F (χU) = 1. 2

The Smyth powerdomain QX of X is the set of all non-empty compact
saturated subsets Q of X, ordered by reverse inclusion [5, Section IV-8].
When X is sober, the bijection Q 7→ FQ is an order-isomorphism between
QX and the set of normalized discrete superlinear previsions on X with the
pointwise ordering.

As with the Hoare powerdomain, one can also consider QX as a space

with the so-called upper Vietoris topology, whose basic open sets are 2U
def
=

{Q | Q ⊆ U}, where U ranges over the open subsets of X. This is the Smyth
hyperspace.

Lemma 3.6. Let X be a sober space. The map Q 7→ FQ is a homeomor-
phism of QX with the upper Vietoris topology onto the space of normalized
discrete superlinear previsions on X with the weak topology.

Proof. This is a bijection by Proposition 3.5. Fix h ∈ LX, a ∈ R+. For
every Q ∈ QX, FQ is in [h > a] if and only if minx∈Q h(x) > a, if and only if
h(x) > a for every x ∈ Q, if and only if Q ∈ 2h−1(]a,+∞]). Therefore the
bijection is continuous. In the other direction, for every open subset U , 2U
is the set of all Q ∈ QX such that FQ ∈ [χU > 1/2]. 2

4. The Kantorovich-Rubinstein Quasi-Metrics on Spaces of Previ-
sions

Let X, d be a quasi-metric space, with its d-Scott topology.

4.1. The Unbounded Kantorovich-Rubinstein Quasi-Metric

We repeat the definition of the introduction.

Definition 4.1 (dKR). Let X, d be a quasi-metric space. The Kantorovich-
Rubinstein quasi-metric on the space of previsions on X is defined by:

dKR(F, F ′)
def
= sup

h∈L1X
dR(F (h), F ′(h)). (1)
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This is a quasi-metric on any standard quasi-metric space, and F ≤ F ′ if
and only if dKR(F, F ′) = 0 [12, Lemma 3.7].

Lemma 3.10 of [12] characterizes the ordering on spaces B(Y, dKR), where
Y is any space of previsions on X as follows.

Lemma 4.2. Let X, d be a standard quasi-metric space, let F , F ′ be two
previsions on X, and let r, r′ be two elements of R+. The following are
equivalent:

1. (F, r) ≤d+KR (F ′, r′);

2. r ≥ r′ and, for every h ∈ L1(X, d), F (h)− r ≤ F ′(h)− r′;

3. r ≥ r′ and, for every h ∈ Lα(X, d), α > 0, F (h)− αr ≤ F ′(h)− αr′.

Recall that L∞X has the subspace topology from LX. Let us introduce
the following variant on the notion of prevision. We do this, because our
completeness theorem will naturally produce L-previsions, not previsions, as
dKR-limits. Showing that every L-prevision defines a unique prevision will
be the subject of Proposition 4.5.

Definition 4.3 (L-prevision). Let X, d be a quasi-metric space. An L-
prevision on X is any continuous map G from L∞(X, d) to R+ such that
G(αh) = αG(h) for all α ∈ R+ and h ∈ L∞(X, d).

The notions of sublinearity, superlinearity, linearity, normalization, subnor-
malization, discreteness, carry over to L-previsions, taking care to quantify
over h, h′ ∈ L∞X and over f strict in L∞R+. We write LPX for the set of
all L-previsions on X, and equip it with a quasi-metric defined by the same
formula as Definition 4.1, and which we denote by dKR again.

Every F ∈ PX defines an element F|L∞X of LPX by restriction. Con-

versely, for every G ∈ LPX, let G(h)
def
= supα∈R+

G(h(α)). We will see that
these two constructions are inverse of each other. We need the following
lemma.

Lemma 4.4. Let X, d be a standard quasi-metric space, α, β ∈ R+. For all
h ∈ LX and f ∈ LR+, f (α) ◦ h(β) ≤ (f ◦ h)(αβ).

Proof. f (α)◦h(β) is αβ-Lipschitz continuous. For every x ∈ X, f (α)(h(β)(x)) ≤
f(h(β)(x)) ≤ f(h(x)), so f (α) ◦ h(β) is less than or equal to f ◦ h, hence also
to the largest αβ-Lipschitz continuous map below f ◦ h, (f ◦ h)(αβ). 2
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Proposition 4.5. Let X, d be a standard quasi-metric space.

1. For every G ∈ LPX, G is a prevision.

2. The maps G ∈ LPX 7→ G ∈ PX and F ∈ PX 7→ F|L∞X ∈ LPX are
inverse of each other.

3. If G is sublinear, resp. superlinear, resp. linear, resp. subnormalized,
resp. normalized, resp. discrete, then so is G.

4. Conversely, if G is sublinear, resp. superlinear, resp. linear, resp. sub-
normalized, resp. normalized, resp. discrete, then so is G.

Proof. This is Proposition 3.13 of [12], except for the preservation of dis-
creteness in items 3 and 4. Accordingly, we only deal with those two points.

4. This is obvious, since by item 2, G is the restriction of G to L∞(X, d),
and since every strict map in L∞(X, d) is also a strict map in LX.

3. Let G be a discrete prevision on X. We fix h ∈ LX, and we let
f ∈ LR+ be strict. Note that for every β ∈ R+, f (β) is strict, too, since
0 ≤ f (β) ≤ f .

We have G(f ◦ h) = supα∈R+
G((f ◦ h)(α)). The map f (

√
α) ◦ h(

√
α) is

α-Lipschitz continuous and below (f ◦ h)(α) by Lemma 4.4. Therefore G(f ◦
h) ≥ supα∈R+

G(f (
√
α) ◦ h(

√
α)). For all β, γ in R+, β and γ are less than

or equal to
√
α for α sufficiently large, so G(f ◦ h) ≥ supβ,γ∈R+

G(f (β) ◦
h(γ)) = supγ∈R+

supβ∈R+
f (β)(G(h(γ))) (using the fact that G is discrete) =

supγ∈R+
f(G(h(γ))) = f(supγ∈R+

G(h(γ))) (since f is lower semicontinuous

from R+ to itself, hence Scott-continuous) = f(G(h)).
Conversely, f◦h is the supremum of the directed family (f (β) ◦ h(γ))β,γ∈R+

.

This is directed because both (f (β))β∈R+
and (h(γ))γ∈R+

are chains, and every

f (β) is monotonic (remember that every β-Lipschitz continuous map is lower
semicontinuous, and that every lower semicontinuous map is monotonic).
Moreover, for every x ∈ X, supβ,γ∈R+

f (β)(h(γ)(x)) = supγ∈R+
supβ∈R+

f (β)(h(γ)(x)) =

supγ∈R+
f(h(γ)(x)) = f(supγ∈R+

h(γ)(x)) = f(h(x)).

Using that, we show that G(f ◦ h) ≤ f(G(h)), from which the equality
will follow. For every a < G(f ◦ h), since G is Scott-continuous by item 1,
and using the previous observation, there are β, γ ∈ R+ such that a <
G(f (β) ◦h(γ)). Since f (β) ◦h(γ) is in Lβγ(X, d), G(f (β) ◦h(γ)) = G(f (β) ◦h(γ)).
Since G is discrete, the latter is equal to f (β)(G(h(γ))), which is less than or
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equal to f(G(h(γ))), hence to f(G(h)) (recall that f is lower semicontinuous
hence monotonic). Since a is arbitrary, G(f ◦ h) ≤ f(G(h)). 2

We can equip LPX with a quasi-metric defined by formula (1), which we
will again denote by dKR. Recall that an isometry is a map that preserves
distances on the nose. The map F ∈ PX 7→ F|L∞X ∈ LPX is an isometry,
by definition.

If two maps f : X, d 7→ Y, ∂ and g : Y, ∂ → X, d are mutually inverse
isometries, then they are not only 1-Lipschitz but also 1-Lipschitz continuous.
Indeed, B1(f) and B1(g) are order-isomorphisms, and therefore are both
Scott-continuous. (This is a standard exercise.)

It follows that, for the purpose of quasi-metrics, of the underlying d-Scott
topologies, and for the underlying specialization orderings, LPX and PX can
be regarded as the same space under dKR.

Next, we need the following lemma.

Lemma 4.6. Every function f ∈ L∞R+ is continuous from R+ to R+, with
its usual Hausdorff topology.

Proof. Let f ∈ LβR+, β > 0. The Hausdorff topology on R+ is generated
by the Scott-open subsets ]a,+∞] and the subsets of the form [0, b[. Since
LβR+ ⊆ LR+ (owing to the fact that R+, dR is standard), f−1(]a,+∞])
is Scott-open hence open in R+. And f−1([0, b[) is open because f is β-
Lipschitz: for every x ∈ f−1([0, b[), let ε > 0 be such that f(x) + ε < b; for
every x′ ∈ [0, x+ε/β[, f(x′) ≤ f(x)+βdR(x′, x) < f(x)+ε < b, so [0, x+ε/β[
is an open neighborhood of x contained in f−1([0, b[). 2

The following proposition almost shows that our spaces of previsions are
complete, and gives a simple formula for the supremum (G, r) of a directed
family of formal balls (Gi, ri)i∈I . I say “almost” because G is not guaranteed
to be continuous. We address that problem in the subsequent Theorem 4.8.

Proposition 4.7 (Naive suprema, dKR case). Let X, d be a standard quasi-

metric space, and (Gi, ri)i∈I be a directed family in B(LPX, dKR). Let r
def
=

infi∈I ri and, for each h ∈ Lα(X, d), α > 0, define G(h) as the directed
supremum supi∈I(Gi(h) + αr − αri). Then:

1. G is a well-defined, positively homogeneous function from L∞X to R+;

2. for any upper bound (G′, r′) of (Gi, ri)i∈I , r
′ ≤ r and, for every h ∈

Lα(X, d) with α > 0, G(h) ≤ G′(h) + αr − αr′;
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3. if G is continuous, then (G, r) is the supremum of (Gi, ri)i∈I ;

4. if every Gi is sublinear, resp. superlinear, resp. linear, resp. subnormal-
ized, resp. normalized, resp. discrete, then so is G.

We call (G, r) the naive supremum of (Gi, ri)i∈I . By abuse of language, we
will also call G itself the naive supremum of (Gi, ri)i∈I .

Proof. This is Proposition 4.2 of [12] (or rather, the part about dKR), except
for discreteness in item 4, which we deal with here. In the proof of that
proposition, we noted that G is well-defined, although the definition looks
ambiguous, because G(h) is in fact the limit of the net (Gi(h))i∈I in R+

with its usual Hausdorff (not Scott) topology, for every h ∈
⋃
α>0 Lα(X, d).

For every strict map f ∈ L∞R+, we then have f(G(h)) = f(limi∈I Gi(h)) =
limi∈I f(Gi(h)) by Lemma 4.6, and this is equal to limi∈I Gi(f ◦h) = G(f ◦h).

2

The following is not quite the completeness result we are after, because
of the awkward assumption that the topology of L∞(X, d) is determined by
those of Lα(X, d), α > 0, or equivalently that: any subset U of L∞(X, d) such
that U ∩ Lα(X, d) is open in Lα(X, d) for every α > 0 is open in L∞(X, d),
or also that: every map G : L∞(X, d) → Z, where Z is any topological
space, whose restriction to Lα(X, d) is continuous for every α > 0, is itself
continuous.

Theorem 4.8 (Completeness). Let X, d be a standard quasi-metric space,
and assume that the topology of L∞(X, d) is determined by those of Lα(X, d),
α > 0.

Then PX, dKR is complete, and all suprema of directed families of formal
balls of previsions are naive suprema, as described in Proposition 4.7.

The same result holds for the subspace of previsions satisfying any given
set of properties among: sublinearity, superlinearity, linearity, subnormaliza-
tion, normalization, and discreteness.

Proof. We use the assumptions, notations and results of Proposition 4.7. It
remains to show that the naive supremum G, as defined there, is continuous
from L∞(X, d) to R+. For that, by the assumption that the topology of
L∞(X, d) is determined, it suffices to show that the restriction G|LαX of G

is continuous from Lα(X, d) to R+, for any α > 0. Fix a ∈ R. We must

show that U def
= {h ∈ Lα(X, d) | G(h) > a} is open in Lα(X, d). Using the
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definition of G, we write U as the set of maps h ∈ Lα(X, d) such that Gi(h)+
αr−αri > a for some i ∈ I. Therefore U =

⋃
i∈I G

−1
i|LαX(]a+αri−αr,+∞]),

which is open. 2

Remark 4.9. As in [12], our strategy for establishing more interesting com-
pleteness theorems will be to embed X, d into a better behaved quasi-metric
space Y, ∂. We let i : X → Y be the embedding, and we will observe later
that every prevision G on X yields a prevision Pi(G) on Y by the formula
Pi(G)(k) = G(k ◦ i). (For a linear prevision, equivalently a continuous val-
uation, this formula yields the so-called push-forward, or image measure of
G by i.) Our proof strategy will require the following two properties: (i)
the topology of L∞(Y, ∂) is determined by those of Lα(Y, ∂), α > 0, so that
Theorem 4.8 will apply on Y, ∂; (ii) the naive suprema (G, r) computed in
B(PY, ∂) of directed families (Pi(Fi), ri)i∈I is such that G = Pi(F ) for some
prevision F on X, and then (F, r) is the supremum of the directed family
(Fi, ri)i∈I .

For Y, ∂, we will take B(X, d), d+: as shown in [10, Theorem 4.13], this is
always a so-called Lipschitz regular quasi-metric space, and Proposition 8.2 of
[11] states that for any Lipschitz regular quasi-metric space Y, ∂, the topology
of L∞(Y, ∂) is determined by those of Lα(Y, ∂), α > 0. This will take care of
(i). The case of property (ii) will require specific work.

4.2. The bounded Kantorovich-Rubinstein quasi-metrics

In [12, Definition 3.4], we also introduced a so-called a-bounded form daKR

of dKR. The point was that, given a continuous complete quasi-metric space
X, d (and even a complete metric space X, d) the weak topology on the space
V1X of probability continuous valuations on X does not coincide with the
dKR-Scott topology in general, but does coincide with the daKR-Scott topology.
The daKR variant also extends to previsions, as we will see below.

Such a bounded form daKR will be less interesting than the unbounded
form dKR here, but we need to explore this variant nonetheless, because we
will require it in Part III, and we only need little additional effort to deal
with it now.

For every quasi-metric space X, d, for every a ∈ R+ r {0}, let Laα(X, d),
or LaαX, be the subspace of LαX of those α-Lipschitz continuous maps from
X, d to R+ that take their values in [0, αa].
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Definition 4.10 (daKR). Let X, d be a quasi-metric space, and a ∈ R+ r
{0}. The a-bounded Kantorovich-Rubinstein quasi-metric on the space of
previsions on X is defined by:

daKR(F, F ′)
def
= sup

h∈La1X
dR(F (h), F ′(h)). (3)

This is a quasi-metric on any standard quasi-metric space, and F ≤ F ′ if
and only if daKR(F, F ′) = 0 [12, Lemma 3.7].

In order to deal with daKR, we will need the following further refinement
of an L-prevision. We write Lb

∞(X, d) for the space of all bounded Lipschitz
continuous maps from X to R+.

Definition 4.11 (Lb-prevision). Let X, d be a quasi-metric space. An Lb-
prevision on X is any continuous map H from Lb

∞X to R+ such that H(βh) =
βH(h) for all β ∈ R+ and h ∈ Lb

∞X.

Let LbPX be the set of all Lb-previsions on X. We define linear, superlinear,
sublinear, subnormalized, and normalized Lb-previsions in the usual way.
Finally, we say that H is discrete iff it satisfies H(f ◦h) = f(H(h)) for every
strict map f ∈ Lb

∞R+ (not L∞R+) and every h ∈ Lb
∞(X, d).

Every G ∈ LPX defines an element G|Lb∞X of LbPX by restriction. Con-

versely, for every H ∈ LbPX, let H(h)
def
= supβ>0H(min(h, β)) for every

h ∈ L∞(X, d).

Lemma 4.12. Let X, d be a standard quasi-metric space, and a > 0.

1. For every H ∈ LbPX, H is an L-prevision.

2. The maps G ∈ LPX 7→ G|Lb∞X ∈ LbPX and H ∈ LbPX 7→ H ∈ LPX
are inverse of each other.

3. For every G ∈ LPX, G is linear, resp. superlinear, resp. sublinear,
resp. subnormalized, resp. normalized, resp. discrete, if and only if
G|Lb∞X is.

Proof. This is Lemma 3.18 of [12], except for the preservation of discrete-
ness in item 3, on which we concentrate.

If G ∈ LPX is discrete, then clearly G|Lb∞X is discrete, too. Conversely,

let H ∈ LbPX be discrete. In order to show that H is discrete, let f ∈
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L∞R+ be strict, h ∈ L∞(X, d), and let us show that H(f ◦ h) = f(H(h)).

The left-hand side, H(f ◦ h), is equal to supβ>0H(min(f ◦ h, β)), hence to

supβ>0H(fβ ◦ h), where fβ
def
= min(f, β). Since fβ is Scott-continuous and H

is the restriction of a Scott-continuous map G : L(X, d) → R+ (by item 2),

H(f ◦h) is also equal to supβ,γ>0H(fβ ◦min(h, γ)). We know that min(h, γ)

is in Lb
∞(X, d), and that fβ is in Lb

∞R+. Since H is discrete, H(f ◦ h) is
therefore equal to supβ,γ>0 fβ(H(min(h, γ))) = supγ>0 f(H(min(h, γ))). Now

f is Scott-continuous, so this is equal to f(supγ>0H(min(h, γ))) = f(H(h)).
2

The following is part of [12, Lemma 3.10].

Lemma 4.13. Let X, d be a standard quasi-metric space, a > 0, let F , F ′

be two previsions on X, and r, r′ be two elements of R+. The following are
equivalent:

1. (F, r) ≤da+KR (F ′, r′);

2. r ≥ r′ and, for every h ∈ La1(X, d), F (h)− r ≤ F ′(h)− r′;

3. r ≥ r′ and, for every h ∈ Laα(X, d), α > 0, F (h)− αr ≤ F ′(h)− αr′.

We can equip LPX and LbPX with a quasi-metric defined by formula (3),
which we shall again denote by daKR. The maps F ∈ PX 7→ F|L∞X ∈ LPX
and G ∈ LPX 7→ G|Lb∞X ∈ LbPX are isometries by definition.

Lemma 4.14. Let X, d be a quasi-metric space. The maps:

F � // F|L∞X G � // GLa∞X

PX LPX LPX LbPX

G G�oo H H�oo

are isometries between PX, LPX and LbPX with the dKR quasi-metrics,
and with the daKR quasi-metrics, for every a > 0. 2

It follows that, for the purpose of quasi-metrics, of the underlying d-Scott
topologies, and for the underlying specialization orderings, LPX, LbPX, and
PX can be regarded as the same space under dKR, or under daKR.
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Proposition 4.15 (Naive suprema, daKR case). Fix a > 0. Let X, d be a
standard quasi-metric space, and (Hi, ri)i∈I be a directed family in B(LbPX, daKR).

Let r
def
= infi∈I ri and, for each h ∈ Laα(X, d), α > 0, define H(h) as

supi∈I(Hi(h) + αr − αri). Then:

1. H is a well-defined, positively homogeneous functional from LbPX to
R+;

2. for any upper bound (H ′, r′) of (Hi, ri)i∈I , r
′ ≤ r and, for every h ∈

Laα(X, d), α > 0, H(h) ≤ H ′(h) + αr − αr′;

3. if H is continuous, then (H, r) is the supremum of (Hi, ri)i∈I ;

4. if every Hi is sublinear, resp. superlinear, resp. linear, resp. subnor-
malized, resp. normalized, resp. discrete, then so is H.

Note that H is indeed defined on the whole of Lb
∞(X, d), since Lb

∞(X, d) =⋃
α>0 Laα(X, d) [11, Lemma 3.5]. We again call (H, r) the naive supremum of

(Hi, ri)i∈I .

Proof. The proof is as for Proposition 4.7. Proposition 4.2 of [12] (the
part on daKR, now) proves all the statements except those on discreteness; in
item 4, H is discrete whenever every Hi is, using Lemma 4.6, as before. 2

We deduce the following theorem with exactly the same proof as for
Theorem 4.8, using Proposition 4.15 instead of Proposition 4.7.

Theorem 4.16 (Completeness). Let X, d be a standard quasi-metric space,
and fix a > 0. Assume that the topology of Lb

∞(X, d) is determined by those
of Laα(X, d), α > 0.

Then PX, daKR is complete, and all suprema of directed families of formal
balls of previsions are naive suprema, as described in Proposition 4.15.

The same result holds for the subspace of previsions satisfying any given
set of properties among: sublinearity, superlinearity, linearity, subnormaliza-
tion, normalization, and discreteness. 2

4.3. Supports

Our previous completeness theorems for spaces of previsions make a
strong assumption, namely that the topology of Lb

∞(X, d) is determined by
those of Laα(X, d), α > 0. We show that we also obtain completeness under
different, and more natural, assumptions.
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Supports were crucial in Part I, and are essential here as well. The notion
of a support of a measure is well-known, and it is not hard to generalize it
to any prevision.

Definition 4.17 (Support). A subset A of X is a support of a prevision
G on a topological space X if and only if for all g, h ∈ LX with the same
restriction to A (i.e., such that g|A = h|A), then G(g) = G(h).

We also say that G is supported on A in that case.
Following Remark 4.9, we define Pi(F ) as mapping every h ∈ LX to

F (h◦ i), for any subspace inclusion i. This is a special case of a more general
definition, which we will study in Lemma 4.21.

Lemma 4.18. Let X be a topological space. A subset A of X is a support
of a prevision G on X if and only if there is a prevision F on the subspace
A such that G = Pi(F ), where i is the inclusion map of A into X. If so, F
is unique, and F (f) = G(f̂) for every f ∈ LA, where f̂ is the largest lower
semicontinuous extension of f to X.

Proof. If G = Pi(F ) for some prevision F on A, then for all g, h ∈ LX
with the same restriction to A, g ◦ i is equal to h ◦ i, so G(g) = F (g ◦ i) =
F (h ◦ i) = G(h).

Conversely, let us assume that G is supported on A. We note that every
map f ∈ LA extends to a lower semicontinuous map from X to R+. This is
because R+ is a continuous complete lattice, hence an injective topological
space [16]. Explicitly, there is even a largest lower semicontinuous extension
f̂ : X → R+ of f , and for every x ∈ X, f̂(x) = supU inf f [U ∩ A], where
U ranges over the open neighborhoods of x in X, and f [U ∩ A] denotes the
image of U ∩ A by f [5, Proposition II-3.9]; see also the proof of 2.11, page
109, in [16].

For every α ∈ R+, α̂f = αf̂ . Indeed, if α = 0, both sides are equal to the
zero map. Otherwise, αf̂ is lower semicontinuous, below αf , hence below
the largest lower semicontinuous map α̂f below αf . Replacing α by 1/α and

f by αf , we obtain 1/α.α̂f ≤ 1̂/α.αf = f̂ , from which the reverse inequality

α̂f ≤ f̂ follows.
If there exists F such that G = Pi(F ), then G(f̂) = F (f̂ ◦ i) = F (f) for

every f ∈ LA, so F is unique.

For the existence part, we define F : LA → R+ by F (f)
def
= G(f̂). Since

α̂f = αf̂ , F is positively homogeneous. The map f 7→ f̂ is monotonic, so F
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is monotonic as well. However, it is not Scott-continuous in general, namely
unless i is a finitary map, see [4, Theorem 2.7.2]. Hence we need a different
argument to show that F is Scott-continuous. Let (fj)j∈J be a directed

family with supremum f in LA. Let g
def
= f̂ and h

def
= supj∈J f̂j. We have

g ◦ i = f̂ ◦ i = f = supj∈J fj = supj∈J(f̂j ◦ i) = h ◦ i. Hence by assumption

G(g) = G(h). But G(g) = G(f̂) = F (f), and G(h) = G(supj∈J f̂j) =

supj∈J G(f̂j) = supj∈J F (fj), showing that F is Scott-continuous.
Therefore F is a prevision on A. Finally, for every g ∈ LX, Pi(F )(g) =

F (g ◦ i) = G(ĝ ◦ i). Let h
def
= ĝ ◦ i: h extends g ◦ i, namely h ◦ i = g ◦ i, so

G(g) = G(h), by assumption. It follows that Pi(F )(g) = G(g). Since g is
arbitrary, Pi(F ) = G. 2

The situation simplifies when A is an open subset V of X.

Lemma 4.19. Let X be a topological space. An open subset V of X is a
support of a prevision G on X if and only if for every g ∈ LX, G(g) =
G(gχV ).

Proof. Clearly, g and gχV have the same restriction to V . Hence if V is a
support of G, then G(g) = G(gχV ). Conversely, if G(g) = G(gχV ) for every
g ∈ LX, then for all g, h ∈ LX with the same restriction to V , gχV = hχV ,
so that G(g) = G(gχV ) = G(hχV ) = G(h). Hence V is a support of G. 2

Implementing the program of Remark 4.9, item (ii), we will define (G, r)
as the naive supremum of (PηX(Fi), ri)i∈I , where ηX is the embedding x 7→
(x, 0) of X into Y

def
= B(X, d). That means that:

G(k) = sup
i∈I

(Fi(k ◦ ηX) + αr − αri) (4)

for every k ∈ Lα(B(X, d), d+), α > 0 (resp., for every k ∈ Laα(B(X, d), d+) if
we are interested in daKR rather than dKR). For that to make sense, we will
need to study PηX , and we will do this in Section 4.4. For the time being,
we note that G(k), as defined by (4), only depends on k ◦ ηX . In particular,
this looks like saying that G is supported on X, hence that G = PηX(F )
for some prevision F on X, implementing (ii). That is not the case, because
(4) is valid only for Lipschitz continuous maps k, and we need a statement
that applies to all lower semicontinuous maps. Using Proposition 4.5 is not
quite enough, and the best we can say is the following. We recall that

Vε
def
= {(x, r) ∈ B(X, d) | r < ε} is Scott-open for every ε > 0, whenever X, d
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is standard. It should be clear that the L-prevision G defined by (4) satisfies
the assumptions of the following lemma.

Lemma 4.20. Let X, d be a standard quasi-metric space. Let G be an L-
prevision on B(X, d) that is supported on X in the sense that for every α > 0,
for all f, g ∈ Lα(X, d) such that f ◦ ηX = g ◦ ηX , G(f) = G(g). Then, for
every ε > 0, G is supported on Vε.

Proof. We use Lemma 4.19. Let g be any lower semicontinuous map from
B(X, d) to R+. We claim that G(g) = G(gχVε). Since gχVε ≤ g, we have
G(gχVε) ≤ G(g). In the converse direction, we must show that G(g(α)) ≤
G(gχVε) for every α > 0.

Corollary 4.11 of [12] states that, given that X, d is standard, for all

β ∈ R+ and ε > 0 such that βε ≥ 1, χ
(β)
V ◦ ηX = χ

(β)
V ∩Vε ◦ ηX . Taking

V
def
= B(X, d), so that χV = 1 and therefore χ

(β)
V = 1, it follows that for

every β ≥ 1/ε, χ
(β)
Vε
◦ ηX = 1, and therefore g(α) ◦ ηX = (g(α)χ

(β)
Vε

) ◦ ηX .

We fix β ≥ 1/ε, and also such that β ≥ 1. Then g(α) and g(α)χ
(β)
Vε

are
both αβ-Lipschitz continuous. By our assumption on G (with αβ instead of

α), G(g(α)) = G(g(α)χ
(β)
Vε

).

SinceG coincides withG on Lipschitz continuous maps, G(g(α)) = G(g(α)χ
(β)
Vε

).

The function g(α)χ
(β)
Vε

is less than or equal to gχVε , so G(g(α)) ≤ G(gχVε). 2

It is frustrating that we are not able to say that G is supported on X
directly, although X =

⋂
ε>0 Vε. In [12], we solved that problem for lin-

ear L-previsions on continuous complete quasi-metric spaces by extending
the associated continuous valuation to a measure. We will need different
arguments in the case of each hyperspace, in Sections 5, and in 6.

4.4. The action of P on Lipschitz continuous maps

We have already introduced the notation Pi(F ) for a prevision F on a
subset A of a space X, where i is the embedding of A into X. This is a special
case of the definition of a map Pf : PX → PY , for every continuous map
f : X → Y , as in (5) below. One may wonder whether this defines a functor
on the category of standard quasi-metric spaces and 1-Lipschitz continuous
maps. For now, we have the following partial result.

Lemma 4.21. Let X, d and Y, ∂ be two quasi-metric spaces, and f : X, d 7→
Y, ∂ be an α-Lipschitz continuous map, where α > 0. Then Pf : PX, dKR →
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PY, ∂KR, defined by:

Pf(F )(k)
def
= F (k ◦ f) (5)

for every k ∈ LY , is a well-defined, α-Lipschitz map, which maps previsions
to previsions, preserving sublinearity, superlinearity, linearity, subnormaliza-
tion, normalization, and discreteness.

A similar result holds for Pf , seen as a map from PX, daKR to PY, ∂aKR,
for every a ∈ R+, a > 0.

Proof. It is easy to check that Pf(F ) is a prevision, which is sublinear,
resp. superlinear, resp. linear, resp. subnormalized, resp. normalized, resp.
discrete, whenever F is.

In order to show that Pf is α-Lipschitz from PX, dKR to PY, ∂KR, we as-
sume that dKR(F, F ′) ≤ r, and we wish to show that ∂KR(Pf(F ),Pf(F ′)) ≤
αr. To this end, we let k ∈ L1(B(Y, ∂), ∂+) be arbitrary, and we attempt to
show that Pf(F )(k) ≤ Pf(F ′)(k)+αr. Since k ◦f is in Lα(X, d), 1/α(k ◦f)
is in L1(X, d). We expand the definition of dKR in dKR(F, F ′) ≤ r, and we
obtain that F (1/α(k ◦ f)) ≤ F ′(1/α(k ◦ f)) + r. Using positive homogeneity,
we deduce F (k ◦ f) ≤ F ′(k ◦ f) + αr, which is what we wanted to prove.

The proof that Pf is α-Lipschitz from PX, daKR to PY, ∂aKR is the same,
noticing that if k is bounded by a, then k ◦ f is also bounded by a. 2

The one thing that is missing in order to show that P is a functor, in
a category whose morphisms are 1-Lipschitz continuous maps, is continu-
ity. For now, we have the following approximation, which shows that naive
suprema are preserved.

Lemma 4.22. Let X, d and Y, ∂ be two quasi-metric spaces, and f : X, d 7→
Y, ∂ be a 1-Lipschitz continuous map. For every directed family of formal
balls (Fi, ri), i ∈ I, in B(PX, dKR) (resp., daKR), with naive supremum (F, r),
(Pf(F ), r) is the naive supremum of (Pf(Fi), ri)i∈I in B(PY, ∂KR) (resp.,
∂aKR).

Proof. By definition, r = infi∈I ri, and F (h) = supi∈I(Fi(h) + αr − αri)
for every h ∈ Lα(X, d) (resp., in Laα(X, d)), for every α ∈ R+, α > 0.
It follows that, for every k ∈ Lα(Y, ∂) (resp., in Laα(Y, ∂)), and using the
fact that k ◦ f is in Lα(X, d) (resp., in Laα(X, d), since k ◦ f is bounded by
αa, just like k), Pf(F )(k) = F (k ◦ f) = supi∈I(Fi(k ◦ f) + αr − αri) =
supi∈I(Pf(Fi)(k) + αr − αri). 2
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If X, d is standard, then ηX is 1-Lipschitz continuous [10, Lemma 3.8]. In
fact, it is the unit of the formal ball monad B on the category of standard
quasi-metric spaces and 1-Lipschitz continuous maps [10, Theorem 3.14].
(Note that the latter implies that B preserves standardness, hence that
B(X, d), d+ is standard.) Hence Lemma 4.21 implies that PηX(F ) is a pre-
vision on B(X, d), d+, which one can see as an extension of F from X to
the superspace B(X, d). Moreover, PηX is 1-Lipschitz, so B1(PηX) is mono-
tonic. This implies that for every directed family (Fi, ri)i∈I in B(PX, dKR),
(PηX(Fi), ri)i∈I is also a directed family, this time in B(P(B(X, d)), d+KR).
Because B(X, d), d+ is Lipschitz regular [10, Theorem 4.12], and standard, as
we have noticed, (PηX(Fi), ri)i∈I has a supremum (G, r), as an application of
Theorem 4.8. That supremum (G, r) is the naive supremum, which is to say
that r = infi∈I ri, and G satisfies Equation (4), for every k ∈ Lα(B(X, d), d+),
α > 0 (resp., Laα(B(X, d), d+), in the daKR case).

Lemma 4.23. Let X, d be a standard quasi-metric space, (Fi, ri)i∈I be a

directed family in B(PX, dKR) (resp., daKR), let r
def
= infi∈I ri and G be the

prevision on B(X, d) defined as the naive supremum of (PηX(Fi), ri)i∈I . For
every ε > 0, G is supported on Vε.

Proof. Direct consequence of Lemma 4.20. 2

We make the stronger assumption that G is supported on X in the fol-
lowing proposition.

Proposition 4.24. Let X, d be a standard quasi-metric space, (Fi, ri)i∈I be

a directed family in B(PX, dKR) (resp., daKR), let r
def
= infi∈I ri and G be the

prevision on B(X, d) defined as the naive supremum of (PηX(Fi), ri)i∈I . If
G is supported on X, then:

1. G = PηX(F ) for some unique prevision F on X;

2. if G is superlinear, resp. sublinear, resp. linear, resp. subnormalized,
resp. normalized, resp. discrete, then so is F ;

3. (F, r) is the naive supremum of (Fi, ri)i∈I in B(PX, dKR) (resp., daKR);

4. (F, r) is the supremum of (Fi, ri)i∈I in B(PX, dKR) (resp., daKR).
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Proof. 1. This is Lemma 4.18, which also shows that F (f) = G(f̂) for
every f ∈ LX.

2. One may observe that item 2 is a consequence of item 3, using Propo-
sition 4.7, item 4, to show that naive suprema of directed families of for-
mal balls of previsions on B(X, d) preserve superlinearity, sublinearity, etc.

However, a direct proof is equally simple. Using the fact that ĝ + ĥ and

ĝ + h have the same restriction g + h to X, we obtain that F is superlin-
ear, resp. sublinear, resp. linear, resp. subnormalized, resp. normalized if
G is. It remains to show that If G is discrete, then F is discrete as well.

Let f be any strict map in LR+. Then F (f ◦ h) = G(f̂ ◦ h). We have

f̂ ◦ h(x, 0) = f(h(x)) = f(ĥ(x, 0)), so f̂ ◦ h and f ◦ ĥ have the same restric-

tion to X. It follows that F (f ◦h) = G(f ◦ ĥ) = f(G(ĥ)) = f(F (h)), showing
that F is discrete.

3. For every h ∈ Lα(X, d) (resp., Laα(X, d) in the case of daKR), α > 0,

F (h) = G(ĥ) by definition. Let k : B(X, d) → R+ be defined by k(x, r)
def
=

max(h(x) − αr, 0). In other words, k(x, r) = max(h′(x, r), 0); h′ : (x, r) 7→
h(x)− αr was introduced in Section 2.2, and is Scott-continuous as soon as
h is α-Lipschitz continuous [10, Lemma 2.7]. Hence k is Scott-continuous.

It turns out that the d+-Scott topology on B(X, d) coincides with the
Scott topology of ≤d+ , see [7, Exercise 7.4.53] or [10, Lemma 3.7]. Since the
dR-Scott topology on R+ also coincides with the Scott topology, k is contin-
uous from B(X, d) with the d+-Scott topology to R+ with the dR topology.

We claim that k is α-Lipschitz. Since B(X, d), d+ is standard, as we have
recalled before Lemma 4.23, and since R+, dR is standard (since complete),
and k is continuous, this will imply that k is α-Lipschitz continuous. For
every a ∈ R+, if d+((x, r), (y, s)) ≤ a, namely if d(x, y) ≤ r − s + a, then
h(x) − αr ≤ h(y) + α(r − s + a) − αr = h(y) − αs + αa, so k(x, r) ≤
max(h(y)− αs + αa, 0) ≤ max(h(y)− αs + αa, αa) = k(y, s) + αa, showing
that k is α-Lipschitz.

Taking r
def
= 0 in the definition of k, we see that k(x, 0) = h(x), hence

that k ◦ ηX = h.
Since k is α-Lipschitz continuous, we can use (4), to the effect that G(k) =

supi∈I(Fi(k ◦ ηX) +αr−αri) = supi∈I(Fi(h) +αr−αri). (In the case of daKR,
this requires the verification that k is bounded from above by αa, which is
obvious, since that is already the case for h.) Now G = PηX(F ) by item 1,
so G(k) = F (k ◦ ηX) = F (h), whence F (h) = supi∈I(Fi(h) +αr−αri). That
shows that F is the naive supremum of (Fi)i∈I .
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4. By Proposition 4.7, item 3 (and the isomorphism between LPX and
PX that ensues from Proposition 4.5, and the similar isomorphism that
ensures from Lemma 4.12 in the case of daKR), any naive supremum of a
directed family that happens to be continuous, such as F , is the supremum.

2

We recap what we know as follows. As we said, the remaining, nagging
assumption on supports will have to be taken care of in each special case.

Proposition 4.25 (Conditional completeness). Let X, d be a standard
quasi-metric space. Let S be any subset of the following properties on pre-
visions: sublinearity, superlinearity, linearity, subnormalization, normaliza-
tion, discreteness; let Y denote the set of previsions on X satisfying S, and
Z be the set of previsions on B(X, d) that satisfy S.

If every element of Z that is supported on V1/2n for every n ∈ N is in fact
supported on X, then Y, dKR is complete, and directed suprema in B(Y, dKR)
are computed as naive suprema.

The same result holds for daKR in lieu of dKR, for any a > 0. 2

5. The Hoare Hyperspace

5.1. The dH Quasi-Metric

Through the bijection C 7→ FC of Proposition 3.2, it makes sense to define
a quasi-metric dH on H0X, and on HX, by dH(C,C ′) = dKR(FC , FC′

). We
will show that (provided X, d is standard), it is equivalent to define dH as in
Definition 5.3 below, which should be reminiscent of one half of the Hausdorff
metric.

For every open subset U of X (with its d-Scott topology), and every point

x ∈ X, we define the distance from x to the complement C
def
= U of U by

d(x,C)
def
= sup{r ∈ R+ | (x, r) ∈ Û} [13, Definition 6.10]. (The supremum of

the empty set is 0, the supremum of an unbounded set is +∞.) We recall

that Û is the largest open subset of B(X, d) such that Û ∩X = U .
The following laws hold [13, Lemma 6.11]:

Fact 5.1. If X, d is standard, then for all x, y ∈ X and for every closed
subset C of X: d(x,C) = 0 if and only if x ∈ C; d(x,C) ≤ d(x, y) + d(y, C);
the map d( , C) is 1-Lipschitz continuous from X, d to R+, dR.
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Additionally, d(x,C) ≤ infy∈C d(x, y), with equality if C = ↓E for some
finite set E, or if x is a center point [13, Proposition 6.12]. The latter will
be important, and we state it as a fact.

Fact 5.2. If X, d is standard, then for every center point x of X, d, for every
closed subset C of X in its d-Scott topology, d(x,C) = infy∈C d(x, y).

Since every point in a metric space (or in a Smyth-complete quasi-metric
space) is a center point, we retrieve the familiar definition d(x,C) = infy∈C d(x, y)
of the distance of a point to a closed set, when d is a metric or a Smyth-
complete quasi-metric; but beware that this definition is not the one that
we need in more general quasi-metric situations, except when x is a center
point.

An equivalent definition, working directly with closed sets, is as follows.
For a closed subset C of X, let clB(C) be its closure in B(X, d)—the smallest
closed subset of B(X, d) that contains C, seeing X as a subspace of B(X, d).

If U is the complement of C, then clB(C) is the complement of Û in B(X, d).
Then d(x,C) = sup{r ∈ R+ | (x, r) 6∈ clB(C)}, and d(x,C) = 0 if and only
if x ∈ C (Fact 5.1).

Definition 5.3 (dH). Let X, d be a standard quasi-metric space. For any

two closed subsets C, C ′ of X, let dH(C,C ′)
def
= supx∈C d(x,C ′).

Lemma 5.4. Let X, d be a quasi-metric space. For every x ∈ X and every
closed subset C of X, d(x,C) = inf{r ∈ R+ | (x, r) ∈ clB(C)}, where the
infimum of an empty set of elements of R+ is taken to be +∞.

Moreover,

1. the infimum is attained if d(x,C) < +∞;

2. for every r ∈ R+, d(x,C) ≤ r if and only if (x, r) ∈ clB(C).

Proof. Let A
def
= {r ∈ R+ | (x, r) 6∈ clB(C)}, B = {r ∈ R+ | (x, r) ∈

clB(C)}. A and B partition R+, and since clB(C) is downwards-closed, A is
downwards-closed, B is upwards-closed, and for all a ∈ A, b ∈ B, we must
have a < b. It follows that supA = inf B, proving the first claim.

B is also closed under (filtered) infima. Indeed, for any filtered family
(ri)i∈I of elements of B with infi∈I ri = r, (x, ri)i∈I is a directed family in
B(X, d), whose supremum is (x, r). (The upper bounds of (x, ri)i∈I are those
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formal balls (y, s) such that d(x, y) ≤ ri − s for every i ∈ I, namely the
elements above (x, r).) That implies that r is in B.

It follows that, if B is non-empty, then it is an interval of the form [b,+∞[,

where b
def
= inf B = d(x,C). This shows item 1.

For item 2, if d(x,C) ≤ r ∈ R+, then B is non-empty and r ≥ b, so r is
in B, that is, (x, r) ∈ clB(C). Conversely, if (x, r) ∈ clB(C), then r is in B,
so B is non-empty and r ≥ b, meaning that d(x,C) ≤ r. 2

In the following, we will need to know a few elementary facts about the
closure operation clB. For a subset A of B(X, d), and every a ∈ R+, we agree
that A+ a denotes {(x, r + a) | (x, r) ∈ A}.

Lemma 5.5. Let X, d be a standard quasi-metric space.

1. For every Scott-closed subset C of B(X, d), C + a is Scott-closed.

2. For every subset A of B(X, d), clB(A) + a = clB(A+ a).

Proof. 1. For every formal ball (x, r) below some element (y, s + a) of
C + a (viz., (y, s) is in C), d(x, y) ≤ r − s − a, so r ≥ s + a ≥ a, and
(x, r − a) ≤d+ (y, s). Since C is downwards-closed, (x, r − a) is in C, hence
(x, r) is in C + a. This proves that C + a is downwards-closed. For every
directed family (xi, ri + a)i∈I in C+ a, (xi, ri)i∈I is also directed, and in C. If
(xi, ri + a)i∈I has a supremum, then (xi, ri)i∈I also has a supremum (x, r), by
the definition of standardness, and the supremum of (xi, ri + a)i∈I is (x, r+a).
Since C is Scott-closed, (x, r) is in C, so (x, r + a) is in C + a.

2. Since clB(A) +a is Scott-closed, and since it obviously contains A+a,
it contains clB(A+a). For the reverse inclusion, we use the fact that the map

+ a is Scott-continuous, since X, d is standard, and that for a continuous
map, the closure of the image of a set contains the image of the closure. 2

In accordance with our convention that X is equated with a subspace of
B(X, d) through the embedding ηX : x 7→ (x, 0), we also agree that, for any
subset C of X, C + a denotes {(x, a) | x ∈ C}.

Lemma 5.6. Let X, d be a standard quasi-metric space. For every closed
subset C of X, for every a ∈ R+:

1. clB(C) ∩X = C;

2. clB(C) + a = clB(C + a).
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Proof. 1. Let U be the complement of C in X, so that clB(C) is the

complement of Û in B(X, d). Since Û ∩ X = U , by taking complements
clB(C) ∩X = C.

2. By Lemma 5.5, item 2. 2

Those preliminary lemmas allow us to give the following, practical tools
to work with dH.

Lemma 5.7. Let X, d be a standard quasi-metric space.

1. For every C ∈ H0X, for every closed set C ′, for every a ∈ R+,
dH(C,C ′) ≤ a if and only if C + a ⊆ clB(C ′);

2. dH is a quasi-metric on H0X, and its specialization ordering ≤dH is
inclusion;

3. the ordering ≤d+H on B(H0X, dH) is given by (C, r) ≤d+H (C ′, r′) if and
only if C + r ⊆ clB(C ′ + r′).

Proof. 1. By definition, dH(C,C ′) ≤ a if and only if, for every x ∈ C,
d(x,C ′) ≤ a, if and only if, for every x ∈ C, (x, a) is in clB(C ′), by Lemma 5.4,
item 2. That is equivalent to C + a ⊆ clB(C ′).

2. By item 1, dH(C,C ′) = 0 if and only if C ⊆ clB(C ′). The latter is
equivalent to C ⊆ clB(C ′) ∩X, hence to C ⊆ C ′, using Lemma 5.6, item 1.
This shows immediately that dH(C,C ′) = dH(C ′, C) = 0 implies C = C ′,
and that inclusion will be the specialization ordering ≤dH of dH.

It still remains to show the triangular inequality, namely dH(C,C ′′) ≤
dH(C,C ′) + dH(C ′, C ′′). If the right-hand side is equal to +∞, then the

inequality is obvious. Otherwise, let a
def
= dH(C,C ′), a′ = dH(C ′, C ′′), both

elements of R+. By item 1, C+a ⊆ clB(C ′) and C ′+a′ ⊆ clB(C ′′). Therefore
C + a+ a′ ⊆ clB(C ′) + a′ = clB(C ′ + a′) (by Lemma 5.6, item 2) ⊆ clB(C ′′).
By item 1 again, this implies that dH(C,C ′′) ≤ a+a′, which proves our claim.

3. (C, r) ≤d+H (C ′, r′) if and only if r ≥ r′ and C + r − r′ ⊆ clB(C ′),
by item 1. Adding r′ to both sides, C + r − r′ ⊆ clB(C ′) if and only if
C + r ⊆ clB(C ′) + r′, and clB(C ′) + r′ = clB(C ′ + r′) by Lemma 5.6, item 2.

2

We can now show that dH and dKR are related as expected.

Proposition 5.8. Let X, d be a standard quasi-metric space. The bijection
C 7→ FC is an isometry between H0X and the set of discrete sublinear pre-
visions on X: for all closed subsets C, C ′, dH(C,C ′) = dKR(FC , FC′

).
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Proof. This is a bijection by Proposition 3.2.

We take h
def
= d( , C ′) in the definition of dKR (Equation (1)), and we

recall that this is 1-Lipschitz continuous. We obtain that dKR(FC , FC′
) ≥

dR(supx∈C d(x,C ′), supy∈C′ d(y, C ′)) = dR(dH(C,C ′), dH(C ′, C ′)) = dR(dH(C,C ′), 0)
(using Lemma 5.7, item 2) = dH(C,C ′).

For the reverse inclusion, fix h ∈ L1(X, d), and let us check that supx∈C h(x) ≤
supy∈C′ h(y) + dH(C,C ′). If dH(C,C ′) = +∞, this is clear, so we assume

a
def
= dH(C,C ′) < +∞. We fix x ∈ C. Our aim is to show that h(x) − a ≤

supy∈C′ h(y). Note that the left-hand side is h′(x, a), where h′ : (z, t) 7→
h(z) − t is Scott-continuous. For every b < h′(x, a), the formal ball (x, a)
is in the Scott-open set h′−1(]b,+∞]). Using Lemma 5.7, item 1, and the
fact that a = dH(C,C ′), C + a is included in clB(C ′), so (x, a) is in clB(C ′).
Therefore h′−1(]b,+∞]) intersects clB(C ′), hence also C ′. Let y be in the
intersection. Then h′(y, 0) = h(y) > b, which shows that supy∈C′ h(y) > b.
As b < h′(x, a) is arbitrary, we conclude. 2

Remark 5.9. By using similar arguments, one can show that daKR(FC , FC′
) =

daH(C,C ′), where daH(C,C ′) is defined as min(a, dH(C,C ′)), for every a ∈ R+,
a > 0. In one direction, daKR(FC , FC′

) ≤ dKR(FC , FC′
) = dH(C,C ′) by

Proposition 5.8, and daKR(FC , FC′
) ≤ a by definition. In the other direction,

we take h = min(a, d( , C ′)) in the definition of daKR (3), check that h ∈
La1(X, d), and therefore obtain that daKR(FC , FC′

) is larger than or equal to
dR(supx∈C min(a, d(x,C ′)), supy∈C′ min(a, d(y, C ′))) = min(a, d(C,C ′)), us-
ing Fact 5.1.

5.2. Completeness

We wish to apply Proposition 4.25. To this end, we verify its funny
condition on supports. We require the following folklore lemma.

Lemma 5.10. For every topological space Y , for every subset A of Y , for
every lower semicontinuous map h : Y → R ∪ {−∞,+∞}, supy∈A h(y) =
supy∈cl(A) h(y).

Proof. Since A ⊆ cl(A), supy∈A h(y) ≤ supy∈cl(A) h(y). If that inequality
were strict, then there would be a real number a such that supy∈A h(y) ≤ a <
supy∈cl(A) h(y). In particular, h−1(]a,+∞]) would intersect cl(A), hence also
A. Therefore, there would be an y ∈ A such that h(y) > a, which contradicts
supy∈A h(y) ≤ a. 2
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Lemma 5.11. Let X, d be a continuous complete quasi-metric space. For
every closed subset C of B(X, d) such that F C is supported on V1/2n for every
n ∈ N,

1. C is equal to clB(C), where C is the closed set C ∩X;

2. For every k ∈ L(B(X, d)), F C(k) = FC(k ◦ ηX);

3. F C is supported on X.

Proof. We first note that for every (Scott-)open subset U of B(X, d) that
intersects C, for every η > 0, C also intersects U∩Vη. Indeed, since U∩C 6= ∅,
F C(χU) = 1. We use our assumption that F C is supported on V1/2n , where
we choose n so large that 1/2n < η: since χU and χU∩Vη coincide on V1/2n ,
F C(χU∩Vη) = 1. Therefore C also intersects U ∩ Vη.

1. Clearly clB(C) ⊆ C. In the reverse direction, we assume for the sake of
contradiction that C is not included in clB(C). There is a formal ball (x, r)
in C that is in some Scott-open subset U (namely, the complement of clB(C))
such that U ∩X does not intersect C.

By our preliminary remark, C must also intersect U ∩ V1, say at (y0, s0).
Since B(X, d) is a continuous dcpo, (y0, s0) is the supremum of a directed
family of formal balls way-below (y0, s0), so one of them, call it (x0, r0), is in
U ∩ V1. It is also in C, since every Scott-closed set is downwards-closed.

Since (x0, r0) � (y0, s0), C ∩ ↑↑(x0, r0) is non-empty. By our preliminary
remark again, C must intersect ↑↑(x0, r0) ∩ V1/2, say at (y1, s1). As above,

there is formal ball (x1, r1)� (y1, s1) in C ∩ ↑↑(x0, r0) ∩ V1/2.
We proceed in the same way: C ∩ ↑↑(x1, r1) is non-empty, hence C ∩

↑↑(x1, r1) ∩ V1/4 contains a formal ball (y2, s2), and that allows us to find

(x2, r2)� (y2, s2) in C ∩ ↑↑(x1, r1) ∩ V1/4.
Inductively, we obtain formal balls (xn, rn) in C∩V1/2n with the property

that (x0, r0) � (x1, r1) � · · · � (xn, rn) � · · · , and (x0, r0) ∈ U . Let

(y, s)
def
= supn∈N(xn, rn). Since s ≤ rn and (xn, rn) ∈ V1/2n , s is less than or

equal to 1/2n for every n ∈ N, hence zero. Since C is Scott-closed, (y, s) =
(y, 0) is in C, so y is in C. Because U is upwards-closed and (x0, r0) is in U ,
(y, 0) must also be in U . But that contradicts the fact that U ∩X does not
intersect C.

2. Let k ∈ L(B(X, d)). We have F C(k) = sup(x,r)∈C k(x, r) = sup(x,r)∈clB(C) k(x, r)

by item 1, so F C(k) = supx∈C k(x, 0) by Lemma 5.10, and that is exactly
FC(k ◦ ηX).
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3. Let g, f ∈ L(B(X, d)) be such that g|X = f|X , that is, g ◦ ηX = f ◦ ηX .
By item 2, F C(g) = FC(g ◦ ηX) = FC(f ◦ ηX) = F C(f). 2

Proposition 5.12 (Completeness, Hoare hyperspace). Let X, d be a stan-
dard Lipschitz regular quasi-metric space, or a continuous complete quasi-
metric space. Then H0X, dH and HX, dH are complete.

Suprema of directed families of formal balls of previsions are naive suprema.

Proof. Through the isometry of Proposition 5.8, we only have to show that
the spaces of discrete sublinear previsions (resp., the normalized discrete sub-
linear previsions) are complete under dKR. If X, d is standard and Lipschitz
regular, this follows from Theorem 4.8. Otherwise, this follows from Propo-
sition 4.25, whose assumption on supports is verified by Lemma 5.11. 2

Remark 5.13. Under the same assumptions, for every a > 0, H0X, d
a
H and

HX, daH are complete, and directed suprema of formal balls are naive suprema.
The quasi-metric daH was introduced in Remark 5.9. The argument is similar
to Proposition 5.12, replacing Proposition 5.8 by Remark 5.9.

Remark 5.14. For a > 0, it is clear that the specialization ordering ≤daH is
again inclusion: daH(C,C ′) = 0 if and only if min(a, dH(C,C ′)) = 0 if and
only if dH(C,C ′) = 0, if and only if C ⊆ C ′ by Lemma 5.7, item 2.

5.3. dH-Limits

Suprema of directed families of formal balls in H0X and in HX are naive
suprema, but the detour through previsions makes that less than explicit.
Let us give a more concrete description of those suprema, i.e., of dH-limits.

Lemma 5.15. Let X, d be a continuous complete quasi-metric space. For
every directed family (Ci, ri)i∈I in B(H0(X, d), dH), its supremum (C, r) is

given by r
def
= infi∈I ri and C

def
= clB(

⋃
i∈I Ci + ri − r) ∩X.

Proof. By Proposition 5.12, that supremum is the naive supremum, so
r = infi∈I ri in particular. One might think of writing down the naive supre-
mum explicitly and simplifying the expression, but a direct verification seems
easier.

Let A def
=
⋃
i∈I Ci + ri − r and C

def
= clB(A). Let also i v j if and only

if (Ci, ri) ≤d
+
H (Cj, rj), making (Ci, ri)i∈I,v a monotone net. The core of the
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proof consists in showing that C = clB(C) for C
def
= C ∩ X, and we shall

obtain that by showing that F C is supported on every Vε, ε > 0.
For every k ∈ L(B(X, d)), F C(k) = sup(x,s)∈A k(x, s) by Lemma 5.10. By

definition ofA, and another recourse to Lemma 5.10, F C(k) = supi∈I supx∈Ci k(x, ri−
r) = supi∈I sup(x,s)∈clB(Ci+ri−r) k(x, s). If i v j then dH(Ci, Cj) ≤ ri − rj =

(ri−r)−(rj−r), whence (Ci, ri−r) ≤d
+
H (Cj, rj−r) and therefore Ci+ri−r ⊆

clB(Cj + rj − r) by Lemma 5.7, item 3. In particular, supx∈Ci k(x, ri − r)
is smaller than or equal to supx∈Cj k(x, rj − r) = sup(x,s)∈clB(Cj+rj−r) k(x, s).

This shows that the outer supremum in F C(k) = supi∈I supx∈Ci k(x, ri − r)
is a directed supremum.

For any i0 ∈ I, the subfamily of all i ∈ I such that i0 v i is cofinal in I,
hence F C(k) is also equal to supi∈I,i0vi supx∈Ci k(x, ri − r).

For every ε > 0, if g and f are two elements of L(B(X, d)) that coincide
on Vε, and since r = infi∈ri , there is an i0 ∈ I such that ri − r < ε for every
i ∈ I, i0 v i. Then g(x, ri − r) = f(x, ri − r), and the formula we have
just obtained for F C(k) shows that F C(g) = F C(f). In other words, F C is

supported on Vε. By Lemma 5.11, C is equal to clB(C), where C
def
= C ∩X.

For every i ∈ I, Ci + ri ⊆ clB(C + r), since clB(C + r) = clB(C) + r
(by Lemma 5.6, item 2) = C + r = clB(

⋃
i∈I Ci + ri) (by Lemma 5.5, item 2,

and the definition of C). Hence (C, r) is an upper bound of (Ci, ri)i∈I , using
Lemma 5.7, item 3.

Let us consider any other upper bound (C ′, r′) of (Ci, ri)i∈I . Then r′ ≤
infi∈I ri = r, and Ci+ri ⊆ clB(C ′+r′) for every i ∈ I, by Lemma 5.7, item 3.
Let D be the set of formal balls (y, s) such that (y, s + r) ∈ clB(C ′ + r′).
Since X, d is standard, the map (y, s) 7→ (y, s + r) is Scott-continuous, so
D is closed in B(X, d). Since ri ≥ r, the inclusion Ci + ri ⊆ clB(C ′ + r′)
rewrites as Ci + ri − r ⊆ D. Taking unions over i ∈ I, then closures, we
obtain C ⊆ D.

Since C = clB(C), C is included in D, too, and that means that C + r ⊆
clB(C ′ + r′). By Lemma 5.7, item 3, (C, r) ≤d+H (C ′, r′), so (C, r) is the least
upper bound of (Ci, ri)i∈I . 2

5.4. Algebraicity

We will show that if X, d is algebraic complete, then so is H0X, dH. In
order to show that, we will need the following, rather miraculous, result:
when X, d is continuous complete, for every a > 0, Lα(X, d), with the sub-
space topology from LX, is stably compact [11, Lemma 7.3, item 4]; more-
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over, for every finite family of center points x1, . . . , xn of X, d, the maps
h 7→ maxni=1 h(xi) and h 7→ minni=1 h(xi) are continuous from Lα(X, d)d to
(R+)d [11, Corollary 7.7, item 2]. (When n = 0, we take the max to be 0, and
the min to be +∞.) We use the notation Y d, for a stably compact space Y ,
to denote its de Groot dual: a space with the same points, and whose closed
sets are the compact saturated subsets of Y . See Chapter 9 of [7] for stably
compact spaces. It will be enough to know that, given a stably compact
space Y , with specialization ordering ≤, we can build its patch space Y patch,
which is Y with the coarsest topology containing all the open sets of Y and
of Y d , and that Y patch is compact Hausdorff. R+, with its Scott topology, is

stably compact; the open subsets of Rd

+ are the intervals [0, r[, r ∈ R+, plus

the whole space; and Rpatch

+ is R+ with its usual Hausdorff topology.

Lemma 5.16. Let x1, . . . , xn be finitely many center points in a continu-
ous complete quasi-metric space X, d, F be a prevision on X, and a ∈ R+.
The sets {h ∈ L1(X, d) | maxnj=1 h(xj) < F (h) + a} and {h ∈ L1(X, d) |
minnj=1 h(xj) < F (h) + a} are open in (L1(X, d))patch.

Proof. Let V be the first of those sets (the case of the other one is dealt with
similarly), f be the map h 7→ maxni=1 h(xi), and g be the map h 7→ F (h) + a.
For each h ∈ L1(X, d), h is in V if and only if there is a non-negative real
number r such that f(h) < r and r < g(h), so V =

⋃
r∈R+

f−1([0, r[) ∩
g−1(]r,+∞]). Now f−1([0, r[) is open in (L1(X, d))d since f is continu-
ous from Lα(X, d)d to (R+)d for any α > 0, as we have recalled above.
Hence it is also open in (L1(X, d))patch. Additionally, g−1(]r,+∞]) is open in
L1(X, d), because g is Scott-continuous and the topology on L1(X, d) is the
subspace topology from LX (whose topology is the Scott topology). Hence
g−1(]r,+∞]) is also open in (L1(X, d))patch. 2

Lemma 5.17. Let X, d be a continuous complete quasi-metric space. For
all center points x1, . . . , xn, ↓{x1, · · · , xn} is a center point of H0X, dH, and
also of HX, dH if n ≥ 1.

Proof. Let C0
def
= ↓{x1, · · · , xn}. For every h ∈ LX, FC0(h) = maxnj=1 h(xj),

where the maximum is taken to be 0 if n = 0. Let U
def
= B

d+KR

(FC0 ,0),<ε
. U is

upwards-closed: if (FC , r) ≤d+KR (FC′
, r′) and (FC , r) ∈ U , then dKR(FC , FC′

) ≤
r− r′ and dKR(FC0 , FC) < ε− r, so dKR(FC0 , FC′

) < ε− r′ by the triangular
inequality, and that means that (FC′

, r′) is in U .
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In order to show that U is Scott-open, we consider a directed family
(Ci, ri)i∈I in B(H0X, dH) (resp., B(HX, dH)) with supremum (C, r), and we
assume that (FC , r) is in U . By Proposition 5.12, directed suprema of formal
balls are naive suprema, so r = infi∈I ri and C is characterized by the fact
that, for every h ∈ L1(X, d), FC(h) = supi∈I(F

Ci(h)+r−ri). Since (FC , r) is
in U , dKR(FC0 , FC) < ε−r, so ε > r and FC0(h)− ε+r < FC(h). Therefore,
for every h ∈ L1(X, d), there is an index i ∈ I such that FC0(h) − ε + r <
FCi(h) + r − ri, or equivalently:

n
max
j=1

h(xj) < FCi(h) + ε− ri. (6)

Moreover, since ε > r = infi∈I ri, we may assume that i is so large that ε > ri.
Let Vi be the set of all h ∈ L1(X, d) satisfying (6). By Lemma 5.16, Vi is

open in (L1(X, d))patch. The latter is compact (and Hausdorff), and we have
just argued that (Vi)i∈I is an open cover of that space. Hence we can extract
a finite subcover (Vi)i∈J : for every h ∈ L1(X, d), there is an index i in the
finite set J such that (6) holds. By directedness, one can require that i be
the same for all h. This shows that (FCi , ri) is in U , proving the claim. 2

Remark 5.18. A similar result holds for daH instead of dH, a ∈ R+, a > 0:
on a continuous complete quasi-metric space X, d, and for all center points
x1, . . . , xn, ↓{x1, · · · , xn} is a center point of H0X, d

a
H, and also of HX, daH

if n ≥ 1. The proof is as for Lemma 5.17.

A strong basis of a standard quasi-metric space X, d is any set B of center
points of X such that, for every x ∈ X, (x, 0) is the supremum of a directed
family of formal balls with center points in B (see Definition 7.4.66 of [7],
which is stated with d-finite points and Cauchy nets instead of center points
and directed families of formal balls). The standard space X, d is algebraic
if and only if it has a strong basis. The largest strong basis is simply the set
of all center points.

Lemma 5.19. Let X, d be a standard algebraic quasi-metric space, with
strong basis B. For every ε > 0, the open balls Bd

x,<r with x ∈ B and 0 < r < ε
form a base of the d-Scott topology on X.

Proof. We recall that every standard algebraic quasi-metric space is con-
tinuous, so B(X, d) is a continuous poset. Let U be any open subset of X,
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and y ∈ U . Then (y, 0) is in Û ∩Vε, and is the supremum of a directed family
of formal balls of the form (x, r) with x ∈ B and (x, r) � (y, 0). Hence

one of them is in Û ∩ Vε. Since it is in Vε, r < ε, and since (x, r) � (y, 0)
where x is a center point in a standard algebraic space, d(x, y) < r, so y is in
Bd
x,<r. Moreover, Bd

x,<r is open, still because x is a center point, and because

Bd
x,<r = Bd+

(x,0),<r ∩X. Finally, Bd
x,<r is included in ↑(x, r)∩X ⊆ Û ∩X = U .

2

We will prove the algebraicity of Hoare hyperspaces by relying on the
following lemma. We will reuse it for Smyth hyperspaces, as well as in
Part IV.

Lemma 5.20. Let Y, ∂ be a standard quasi-metric space, B0 be a set of center
points of Y, ∂, and let also τ be a topology on the set Y , satisfying the following
assumptions:

(i) every open ball centered at any point of B0 is τ -open;

(ii) for every ε > 0, for every τ -open neighborhood U of z, there is an open
ball B∂

y,<r included in U and which contains z, for some y ∈ B0 and
some 0 < r ≤ ε;

(iii) for all y, z ∈ Y , if y ≤ z in the specialization preordering ≤ of τ , then
y ≤∂ z, namely ∂(y, z) = 0.

Then Y, ∂ is algebraic, B0 is a strong basis, and τ coincides with the ∂-Scott
topology.

Conditions (i) and (ii) say that, for every ε > 0, the open balls B∂
y,<r with

y ∈ B0 and 0 < r ≤ ε form a base of the topology τ . We prefer to make
those conditions explicit, as this is in this form that we will use them.

Proof. Let z be any point of Y . We need to show that (z, 0) is the supre-
mum of some directed family D of formal balls with centers in B0. We let
D be the family of formal balls (y, r) with y ∈ B0 such that ∂(y, z) < r, or
equivalently such that z ∈ B∂

y,<r.

By assumption (ii) with U
def
= Y and ε arbitrary, D is non-empty. We also

note that D contains formal balls (y, r) with arbitrarily small radii r.
We claim that D is directed. Let (y1, r1) and (y2, r2) be two elements of

D. We have ∂(y1, z) < r1 and ∂(y2, z) < r2. Let ε be some number such
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that 0 < ε < min(r1, r2) and ∂(y1, z) < r1 − ε, ∂(y2, z) < r2 − ε. Then

U
def
= B∂

y1,<r1−ε ∩ B
∂
y2,<r2−ε is a τ -open neighborhood of z, by assumption (i).

By assumption (ii), there is an open ball B∂
y,<r included in U , and which

contains z, for some y ∈ B0 and 0 < r ≤ ε. In particular, (y, r) is in D.
Since y is in B∂

y1,<r1−ε, ∂(y1, y) < r1 − ε. Since r ≤ ε, ∂(y1, y) < r1 − r, so

(y1, r1) ≤∂
+

(y, r). Similarly, (y2, r2) ≤∂
+

(y, r). Therefore D is directed.
For every (y, r) ∈ D, ∂(y, z) < r, so (y, r) ≤∂+ (z, 0). Hence (z, 0) is an

upper bound of D. We claim that it is the least upper bound of D. Let
(z′, s) be any upper bound of D. Since D contains formal balls of arbitrarily
small radii, s must be equal to 0. For every τ -open neighborhood U of z, by
assumption (ii) there is an open ball B∂

y,<r included in U and which contains
z, for some y ∈ B0. Then ∂(y, z) < r, so ∂(y, z) < r− ε for some ε such that
0 < ε < r. It follows that (y, r − ε) is in D. Since (z′, 0) is an upper bound
of D, (y, r− ε) ≤∂+ (z′, 0), so that ∂(y, z′) ≤ r− ε < r. It follows that z′ is in
B∂
y,<r, hence in U . We have just shown that every τ -open neighborhood of z

contains z′, so z ≤ z′. By assumption (iii), ∂(z, z′) = 0, so (z, 0) ≤∂+ (z′, 0).
Finally, we show that τ coincides with the ∂-Scott topology. We have

just shown that B0 is a strong basis. By Lemma 5.19, the open balls Bd
y,<r

with y ∈ B0 form a base of the ∂-Scott topology on Y . By assumptions (i)
and (ii) they also form a base of the topology τ , so τ coincides with the
∂-Scott topology. 2

Lemma 5.6 of [12] states that, for any standard algebraic space X, d,
with strong basis B, B(X, d) is a continuous dcpo, with a basis consisting
of the formal balls (x, r) with x ∈ B; and that, moreover, for every x ∈ B,
(x, r) � (y, s) if and only if d(x, y) < r − s. This implies that, given any
open neighborhood V of any formal ball (y, s) in B(X, d), there is a formal
ball (x, r) in V such that x ∈ B and such that (x, r) � (y, s), namely such
that d(x, y) < r − s.

Lemma 5.21. Let X, d be a standard quasi-metric space, and C0
def
= ↓{x1, · · · ,

xn}, where each xi is a center point of X, d. For every r > 0, the subsets
BdH
C0,<r

and
⋂n
i=13B

d
xi,<r

of H0X (resp., HX if n ≥ 1) coincide. Similarly
with daH (a > 0) in place of dH, provided that r ≤ a.

Proof. For every r > 0, BdH
C0,<r

is the set of closed subsets (resp., non-
empty) C such that dH(C0, C) < r, equivalently such that d(xi, C

′) < r
for every i, 1 ≤ i ≤ n. By Fact 5.2 and since each xi is a center point,
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d(xi, C
′) is equal to infy∈C′ d(xi, y). Therefore, d(xi, C

′) < r is equivalent to
the existence of a point yi ∈ C ′ such that d(xi, yi) < r, hence to the fact that
C ′ intersects Bd

xi,<r
. It follows that BdH

C0,<r
=
⋂n
i=13B

d
xi,<r

.
Given any a > 0, we recall from Remark 5.9 that daH(C0, C) = min(a,

dH(C0, C)), so that, if r ≤ a, B
daH
C0,<r

= BdH
C0,<r

. 2

Theorem 5.22 (Algebraicity of Hoare hyperspaces). Let X, d be an al-
gebraic complete quasi-metric space, with strong basis B. The spaces H0X, dH
and HX, dH are algebraic complete.

Every closed set of the form ↓{x1, · · · , xn} where every xi is a center
point (and with n ≥ 1 in the case of HX) is a center point of H0X, dH
(resp., HX, dH), and those form a strong basis, even when each xi is taken
from B. The dH-Scott topology coincides with the lower Vietoris topology.

Proof. H0X, dH andHX, dH are complete by Proposition 5.12, and ↓{x1, · · · ,
xn} is a center point as soon as every xi is a center point, by Lemma 5.17.
We let B0 be set of all center points of the form ↓{x1, · · · , xn} where each
xi is in B, and τ be the lower Vietoris topology on H0X, resp. HX. The
conclusion will follow from Lemma 5.20, provided we verify its assumptions.

(i) Let C0
def
= ↓{x1, · · · , xn} where x1, . . . , xn are in B. Then BdH

C0,<r
is

equal to the lower Vietoris open set
⋂n
i=13B

d
xi,<r

by Lemma 5.21.
(ii) Let ε > 0, C ∈ H0X (resp., HX), and U be a lower Vietoris open

neighborhood of C. There are finitely many open subsets U1, . . . , Un of X
such that C ∈

⋂n
i=13Ui ⊆ U . For each i, 1 ≤ i ≤ n, C intersects Ui, say at

yi. By Lemma 5.6 of [12] (recalled right before Lemma 5.21), (yi, 0) is the
supremum of a directed family of formal balls in B(X, d), with centers in B,
all of those formal balls being way below (yi, 0). One of them, call it (zi, ti), is

in the Scott-open set Ûi. Since (zi, ti)� (yi, 0) and since zi is a center point,
by the same Lemma 5.6 we have d(zi, yi) < ti. Let r be such that 0 < r < ε
and d(zi, yi) < ti − r for every i, 1 ≤ i ≤ n. Hence (zi, ti − r) � (yi, 0).
We repeat the same argument as the one that just allowed us to find (zi, ti):
there is a formal ball (xi, ri)� (yi, 0) in the Scott-open set ↑↑(zi, ti − r) ∩ Vr
such that xi is in B.

Since (xi, ri) � (yi, 0) and since xi is a center point, d(xi, yi) < ri, and
since (xi, ri) ∈ Vr, ri < r. Therefore yi is in Bd

xi,<r
. Since yi is in C for each

i, C is in
⋂n
i=1 3B

d
xi,<r

. By Lemma 5.21, the latter is equal to BdH
C0,<r

, where

C0
def
= ↓{x1, · · · , xn}.
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It remains to show that BdH
C0,<r

=
⋂n
i=13B

d
xi,<r

is included in
⋂n
i=13Ui,

hence in U . In order to do so, it is enough to prove that, for every i with
1 ≤ i ≤ n, Bd

xi,<r
is included in Ui. Let z be any point of Bd

xi,<r
. Then

d(xi, z) < r. Since (xi, ri) is in ↑↑(zi, ti − r), and since zi is a center point,
d(zi, xi) < ti − r − ri ≤ ti − r, so d(zi, z) < ti − r + r = ti. It follows that

(zi, ti)� (z, 0), and since (zi, ti) is in Ûi, so is (z, 0). Therefore z is in Ui.
(iii) The specialization preordering ≤ of the lower Vietoris topology is

inclusion. This is well-known, but here is a quick proof nonetheless. If
C ≤ C ′ then C ∈ 3U implies C ′ ∈ 3U , where U is the complement of C ′, so
C ⊆ C ′. Conversely, if C ⊆ C ′, then C ∈

⋂n
i=13Ui means that C intersects

every Ui, hence C ′ does, too, so that C ′ is in
⋂n
i=1 3Ui. We conclude since

≤dH is also the inclusion ordering, by Lemma 5.7, item 2. 2

Remark 5.23. The same result holds for daH, for every a ∈ R+, a > 0: when
X, d is algebraic complete, H0X, d

a
H and HX, daH are algebraic complete, with

the same strong basis, and the daH-Scott topology coincides with the lower
Vietoris topology. The proof is the same, except for the following points. In

(i), the argument only applies if r ≤ a; when r > a, B
daH
C0,<r

is simply the
whole space. In (ii), we choose r such that r < min(a, ε), not just r < ε, in

order to ensure that
⋂n
i=13B

d
xi,<r

is equal to B
daH
C0,<r

.

5.5. Continuity

We can now deduce the continuous case from the algebraic case. The
key is that the continuous complete quasi-metric spaces are exactly the 1-
Lipschitz continuous retracts of algebraic complete quasi-metric spaces [13,
Theorem 7.9]. A 1-Lipschitz continuous retraction of Y, ∂ onto X, d is a
pair of two 1-Lipschitz continuous maps r : Y, ∂ → X, d (itself called the
retraction) and s : X, d→ Y, ∂ (the section) such that r ◦ s = idX . If that is
the case, then X, d is a 1-Lipschitz continuous retract of Y, ∂.

Writing f [C] for the image of C by f , we have the following.

Lemma 5.24. Let X, d and Y, ∂ be two continuous complete quasi-metric
spaces, and f : X, d 7→ Y, ∂ be a 1-Lipschitz continuous map. The map

Hf : H0X, dH → H0Y, dH defined by Hf(C)
def
= cl(f [C]) is 1-Lipschitz con-

tinuous. Moreover, FHf(C) = Pf(FC) for every C ∈ H0X.
Similarly with H instead of H0, or with daH instead of dH.
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Proof. We first check that FHf(C) = Pf(FC). For every h ∈ LX, FHf(C)(h) =
supy∈cl(f [C]) h(y) = supy∈f [C] h(y) by Lemma 5.10. That is equal to supx∈X h(f(x)).

We also have Pf(FC)(h) = FC(h◦f) = supx∈X h(f(x)). Therefore FHf(C) =
Pf(FC), which shows that the isometry of Proposition 5.8 is natural.

By Lemma 4.21, Pf is 1-Lipschitz, so B1(Pf) is monotonic. Also, Pf
maps discrete sublinear previsions to discrete sublinear previsions, and nor-
malized previsions to normalized previsions. By Proposition 5.12, H0X, dH
and HX, dH are complete, hence through the isometry of Proposition 5.8,
the corresponding spaces of discrete sublinear previsions are complete as
well. Moreover, directed suprema of formal balls are computed as naive
suprema. By Lemma 4.22, B1(Pf) preserves naive suprema, hence all di-
rected suprema. It must therefore be Scott-continuous, and using the (nat-
ural) isometry of Proposition 5.8, B1(Hf) must also be Scott-continuous.
Hence Hf is 1-Lipschitz continuous.

In the case of daH, the argument is the same, except that we use Re-
mark 5.13 instead of Proposition 5.12. 2

Let X, d be a continuous complete quasi-metric space. We have noted
that X, d is a 1-Lipschitz continuous retract of some algebraic complete quasi-
metric space Y, ∂. Let r be the retraction and s be the section.

By Lemma 5.24, H0r and H0s are also 1-Lipschitz continuous. Also,
H0r ◦ H0s = idH0X : through the isometry C 7→ FC , that boils down to
Pr◦Ps = id, which is easily checked since Pr(Ps(FC))(h) = Ps(FC)(h◦r) =
FC(h ◦ r ◦ s) = FC(h), for all C and h. Therefore H0X, dH is a 1-Lipschitz
continuous retract of H0Y, ∂H. (Similarly with daH and ∂aH.) Theorem 5.22
states that H0Y, ∂H and HY, ∂H (resp., ∂aH, using Remark 5.23 instead) is
algebraic complete, whence:

Theorem 5.25 (Continuity for Hoare hyperspaces). Let X, d be a con-
tinuous complete quasi-metric space. The quasi-metric spaces H0X, dH and
H0X, d

a
H (a ∈ R+, a > 0) are continuous complete. Similarly with HX. 2

Together with Lemma 5.24, and Theorem 5.22 for the algebraic case, we
obtain the following.

Corollary 5.26. H0, dH defines an endofunctor on the category of continu-
ous complete quasi-metric spaces and 1-Lipschitz continuous map. Similarly
with H instead of H0, with daH instead of dH (a > 0), or with algebraic instead
of continuous. 2
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5.6. The lower Vietoris topology

We will show that, when X, d is continuous complete, the dKR-Scott
topology on H0X coincides with the weak topology. We will first use the
following general result on spaces of previsions. We recall that the sets
[h > a] = {F | F (h) > a} form a subbase of the weak topology, where
a ∈ R+ and h ∈ LX. Since h is the supremum of the chain of maps h(α),
α ∈ R+ r {0}, [h > a] =

⋃
α∈R+r{0}[h

(α) > a] =
⋃
α∈R+r{0}[1/α.h

(α) > a/α].

Since 1/α.h(α) is 1-Lipschitz continuous, the sets [h > b] with h ∈ L1(X, d),
now, and b ∈ R+, form a smaller subbase of the weak topology. The proof of
the following is exactly as for Proposition 9.1 of [12].

Proposition 5.27. Let X, d be a standard quasi-metric space, a, a′ > 0 with
a ≤ a′. Let S be a subset of the following properties on previsions: sublinear-
ity, superlinearity, linearity, subnormalization, normalization, discreteness;
and let Y denote the set of previsions on X satisfying S.

Assume finally that the spaces Y, daKR, Y, da
′

KR and Y, dKR are Yoneda-
complete and that directed suprema in their spaces of formal balls are com-
puted as naive suprema.

Then we have the following inclusions of topologies on Y :

weak ⊆ daKR-Scott ⊆ da
′

KR-Scott ⊆ dKR-Scott.

Proof. First inclusion. We use yet another topology, this time on B(Y, daKR).
Let [h > b]+ be defined as the set of those formal balls (F, r) with F ∈ Y
such that F (h) > r + b. The weak+ topology on B(Y, daKR) has a subbase of
open sets given by the sets [h > b]+, for every h ∈ La1(X, d) and b ∈ R+.

[h > b]+ is upwards-closed in B(Y, daKR). Indeed, assume that (G, r) ∈
[h > b]+, where h ∈ La1(X, d), and that (G, r) ≤da+KR (G′, r′). By Lemma 4.13,
item 2, G(h) − r ≤ G′(h) − r′. Since G(h) > r + b, G′(h) > r′ + b, namely
G′ ∈ [h > b]+.

In order to show that [h > b]+ is Scott-open in B(Y, daKR), let (Gi, ri)i∈I be
a directed family with (naive) supremum (G, r) in B(Y, daKR) and assume that
(G, r) ∈ [h > b]+. Since G(h) = supi∈I(Gi(h) + r− ri) > r+ b, Gi(h) > ri + b
for some i ∈ I, i.e., (Gi, ri) is in [h > b]+.

We can now proceed to show that [h > b] is daKR-Scott open, for every
h ∈ La1(X, d). Equating Y with the subset of all formal balls (G, 0), G ∈ Y ,
[h > b] is equal to Y ∩ [h > b]+. Since [h > b]+ is Scott-open, [h > b] is
daKR-Scott open.
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Second and third inclusions. The proofs of the second and third inclusions
are similar. We rely on the easily checked inequalities daKR ≤ da

′
KR ≤ dKR, for

a ≤ a′. This implies that: (∗) (F, r) ≤d+KR (F ′, s) implies (F, r) ≤da
′+

KR (F ′, s),

and that (F, r) ≤da
′+

KR (F ′, s) implies (F, r) ≤da+KR (F ′, s).
Let U be a Scott-open subset of B(Y, daKR). Since U is upwards-closed in

≤da+KR , it is also upwards-closed in ≤da
′+

KR by (∗). Assume now that (F, r) ∈ U
is the supremum in B(Y, da

′
KR) of a family (Fi, ri)i∈I that is directed with

respect to ≤ da
′+

KR . By (∗) again, (Fi, ri)i∈I is directed with respect to ≤ da+KR.
Therefore (Fi, ri)i∈I has a supremum (F ′, r′) in B(Y, daKR) that is uniquely

characterized by r′
def
= infi∈I ri, F

′(h)
def
= supi∈I(Fi(h) + r − ri) for every

h ∈ La1(X, d), since suprema are assumed to be naive. However, by naivety
again, this time applied to the definition of (F, r), r = infi∈I ri and F (h) =
supi∈I(Fi(h) + r − ri) for every h ∈ La′1 (X, d). This holds in particular for
every h ∈ La1(X, d), so F = F ′. We have therefore obtained that (F, r)
is also the supremum of the directed family (Fi, ri)i∈I in B(Y, daKR). Since
(F, r) ∈ U , some (Fi, ri) is also in U since U is Scott-open in B(Y, daKR).
This shows that U is Scott-open in B(Y, da

′
KR). Similarly, we show that every

Scott-open subset of B(Y, da
′

KR) is Scott-open in B(Y, dKR).
By taking intersections U ∩ Y , it follows that every daKR-Scott open is

da
′

KR-Scott open, and that every da
′

KR-Scott open is dKR-Scott open. 2

Considering Lemma 3.4, Remark 5.9, and Proposition 5.12, Proposi-
tion 5.27 then entails that, if X, d is standard and Lipschitz regular, or
continuous complete, then:

lower Vietoris ⊆ daH-Scott ⊆ da
′
H-Scott ⊆ dH-Scott.

We can say more if we focus on continuous complete quasi-metric spaces.
The following fact is justified by the equality Pf−1([h > b]) = [h ◦ f > b].

Fact 5.28. Let S be any subset of the following properties on previsions:
sublinearity, superlinearity, linearity, subnormalization, normalization, dis-
creteness. For every continuous map f : X → Y , Pf is continuous from the
space of all previsions on X satisfying S to the space of all previsions on Y
satisfying S, both spaces being given the weak topology.

We also observe the following easy fact.

Fact 5.29. If A is a space with two topologies O1 and O2, and both embed
into a topological space B by the same topological embedding, then O1 = O2.

2
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Theorem 5.30 (dH quasi-metrizes the lower Vietoris topology). Let
X, d be a continuous complete quasi-metric space. The dH-Scott topology, the
daH-Scott topology, for every a ∈ R+, a > 0, and the lower Vietoris topology
all coincide on H0X, resp. HX.

Proof. X, d is the 1-Lipschitz continuous retract of an algebraic complete
quasi-metric space Y, ∂. Let us call s : X → Y the section and r : Y → X
the retraction. Using Proposition 5.8, we confuse H0X with the correspond-
ing space of discrete sublinear previsions, and similarly for HX, H0Y , HY .
Then Ps and Pr form a 1-Lipschitz continuous section-retraction pair by
Lemma 4.21, and in particular Ps is an embedding of H0X into H0Y with
their dH-Scott topologies (similarly with H, or with daH in place of dH).
However, s and r are also just continuous, since 1-Lipschitz continuous maps
between standard quasi-metric spaces are continuous. Hence Ps and Pr also
form a section-retraction pair between the same spaces, this time with their
weak topologies (as spaces of previsions), by Fact 5.28, that is, with their
lower Vietoris topologies, by Lemma 3.4. Since Y, ∂ is algebraic complete, we
know from Theorem 5.22 and Remark 5.23 that the two topologies on H0Y
(resp., HY ) are the same. Fact 5.29 then implies that the two topologies on
H0X (resp., HX) are the same as well. 2

6. The Smyth Hyperspace

6.1. The dQ Quasi-Metric

Our developments concerning the Smyth hyperspace QX are almost en-
tirely parallel to our study of the Hoare hyperspace HX. However, instead
of defining a specific quasi-metric on such subsets, as we did with dH on the
Hoare hyperspace, we shall reuse dKR, on the isomorphic space of discrete
superlinear previsions on X.

Definition 6.1 (dQ, daQ). Let X, d be a quasi-metric space. For any two

non-empty compact saturated subsets Q, Q′ of X, let dQ(Q,Q′)
def
= dKR(FQ, FQ′).

We also let daQ(Q,Q′)
def
= daKR(FQ, FQ′), for every a > 0.

We give a more concrete description of dQ in Lemma 6.3. We start with
an easy observation.

Lemma 6.2. Let X, d be a standard quasi-metric space. For every point
x′ ∈ X, the map d( , x′) is in L1(X, d).
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Proof. Let h
def
= d( , x′). This is a 1-Lipschitz continuous map [7, Exer-

cise 7.4.36], hence it is 1-Lipschitz continuous, since X, d is standard. Alter-
natively, h is also equal to the map d( , C) where C is the closed set ↓x′, and
that is 1-Lipschitz continuous by Fact 5.1. 2

Lemma 6.3. Let X, d be a standard quasi-metric space. For all non-empty

compact saturated subsets Q, Q′, dQ(Q,Q′) = supx′∈Q′ d(Q, x′), where d(Q, x′)
def
=

infx∈Q d(x, x′).

Proof. We first show that dQ(Q,Q′) ≤ supx′∈Q′ d(Q, x′). It suffices to show
that for every r ∈ R+ such that r < dQ(Q,Q′), r ≤ d(Q, x′) for some
x′ ∈ Q′. Since r < dQ(Q,Q′) = dKR(FQ, FQ′), there is an h ∈ L1(X, d) such
that FQ(h) > FQ′(h) + r. Let x′ ∈ Q′ be such that FQ′(h) = h(x′), using
Proposition 3.5, item 1. For every x ∈ Q, h(x) > h(x′) + r, so, since h is
1-Lipschitz, d(x, x′) > r. It follows that d(Q, x′) ≥ r.

In the reverse direction, we fix x′ ∈ Q′, r < d(Q, x′), and we show that
there is an h ∈ L1(X, d) such that FQ(h) ≥ r + FQ′(h). Since r < d(Q, x′),

d(x, x′) > r for every x ∈ Q. Let h
def
= d( , x′). This is in L1(X, d) by

Lemma 6.2, and h(x) > r for every x ∈ Q. It follows that FQ(h) =
minx∈Q h(x) > r, whereas FQ′(h) ≤ h(x′) = 0. 2

Lemma 6.3 means that dQ(Q,Q′) is given by one half of the familiar
Hausdorff formula dQ(Q,Q′) = supx′∈Q′ infx∈Q d(x, x′). The quasi-metric dH
is given by a formula that is almost the other half, supx∈Q infx′∈Q′ d(x, x′).

Remark 6.4. We also have daQ(Q,Q′) = min(a, dQ(Q,Q′)), for every a ∈
R+, a > 0. In one direction, daQ(Q,Q′) = daKR(FQ, FQ′) ≤ a and daQ(Q,Q′) =
daKR(FQ, FQ′) ≤ dKR(FQ, FQ′) = dQ(Q,Q′), so daQ(Q,Q′) ≤ min(a, dQ(Q,Q′)).
In the other direction, we fix r < min(a, dQ(Q,Q′)). In particular, r < a and
there is an x′ ∈ Q′ such that r < d(Q, x′), whence d(x, x′) > r for every x ∈
Q. Let h

def
= min(a, d( , x′)) ∈ La1(X, d): FQ(h) = min(a,minx∈Q d(x, x′)) >

r, and FQ′(h) = 0, so daQ(Q,Q′) = daKR(FQ, FQ′) ≥ r. Since r is arbitrary,
min(a, dQ(Q,Q′)) ≤ daQ(Q,Q′).

Lemma 6.5. Let X, d be a standard quasi-metric space. For every non-
empty compact saturated subset Q of X, for every x′ ∈ X, the following
hold:

1. there is an x ∈ Q such that d(Q, x′) = d(x, x′); d(Q, x′) = minx∈Q d(x, x′);
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2. d(Q, x′) = 0 if and only if x′ ∈ Q;

3. d(Q, x′) ≤ d(Q, y′) + d(y′, x′) for every y′ ∈ X.

Proof. 1. Because d( , x′) is in L1(X, d) ⊆ LX (Lemma 6.2), it reaches its
minimum on the compact set Q.

2. Let x ∈ Q be such that d(Q, x′) = d(x, x′), by item 1. If d(Q, x′) = 0,
then d(x, x′) = 0, so x ≤ x′, and since Q is saturated, x′ is in Q. Conversely,
if x′ ∈ Q, then d(x′, x′) = 0 implies that d(Q, x′) = 0.

3. Let y′ be an arbitrary point of X. For every x ∈ Q, d(x, x′) ≤
d(x, y′) + d(y′, y), and we obtain the result by taking minima over x ∈ Q on
both sides. 2

Lemma 6.6. Let X, d be a standard quasi-metric space. For all non-empty
compact saturated subsets Q, Q′ of X, dQ(Q,Q′) = 0 if and only if Q ⊇ Q′.

Proof. dQ(Q,Q′) = 0 if and only if supx′∈Q′ d(Q, x′) = 0 by Lemma 6.3, if
and only if d(Q, x′) = 0 for every x′ ∈ Q′. By Lemma 6.5, this is equivalent
to requiring that x′ ∈ Q for every x′ ∈ Q′. 2

Remark 6.7. Because of Remark 6.4, it also follows that for every a ∈ R+,
a > 0, daQ(Q,Q′) = 0 if and only if Q ⊇ Q′.

6.2. Completeness

Lemma 6.8. Let X, d be a standard quasi-metric space. For every compact
saturated subset Q of B(X, d) such that FQ is supported on V1/2n for every
n ∈ N,

1. Q is included in X;

2. Q is a compact saturated subset of X;

3. FQ is supported on X.

Proof. If Q is empty, this is obvious, so let us assume that Q is non-empty.
For any two real numbers r, s > 0, χVr and χVs coincide on V1/2n , where

n is any natural number large enough that 1/2n ≤ r, s. Therefore FQ(χVr) =
FQ(χVs). It follows that FQ(χVr) is a value a that does not depend on
r > 0. The union

⋃
r∈R+r{0} Vr is the whole space of formal balls, so

supr∈R+r{0} χVr = 1. Since FQ is Scott-continuous, supr∈R+r{0} FQ(χVr) =
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FQ(1) = 1 (sinceQ is non-empty), and that is also equal to supr∈R+r{0} a = a.
We have obtained that FQ(χVr) = 1 for every r > 0, namely that Q ⊆ Vr
for every r > 0. As a consequence Q is included in

⋂
r>0 Vr = X, showing

item 1. Item 2 follows from the easily checked fact that a compact saturated
subset Q of a subset X of a space Y is also compact saturated in X, seen as
a subspace. Item 3 is now obvious. 2

By Proposition 3.5, if X is sober in its d-Scott topology, then the bijec-
tion Q 7→ FQ is an isometry of QX, dQ onto the set of normalized discrete
superlinear previsions on X, with the usual dKR quasi-metric.

Proposition 6.9 (Completeness, Smyth hyperspace). Let X, d be a sober
standard quasi-metric space. Then QX, dQ is complete.

Suprema of directed families of formal balls of previsions are naive suprema.

Proof. This follows from Proposition 4.25, since the assumption on sup-
ports is verified by Lemma 6.8. 2

Remark 6.10. Similarly, when X, d is standard and sober, QX, daQ is com-
plete for every a ∈ R+, a > 0.

As a first example of sober standard quasi-metric spaces, one can find all
metric spaces. They are all standard, and they are sober since Hausdorff.
They are also continuous, and even algebraic, because every point is a center
point in a metric space.

A second family of sober standard quasi-metric spaces consists in the
continuous complete quasi-metric spaces, in particular all algebraic complete
quasi-metric spaces. We have already mentioned that all complete quasi-
metric spaces are standard [13, Proposition 2.2]; that continuous complete
quasi-metric spaces are sober is Proposition 4.1 of [13]. Sobriety could be
dispensed with it we worked directly on normalized discrete superlinear pre-
visions, instead of the more familiar elements of QX.

Remark 6.11. Sobriety cannot be dispensed with in Proposition 6.9. In
order to see this, recall that every poset X can be seen as a quasi-metric
space, by defining d≤(x, y) as 0 if x ≤ y, +∞ otherwise. Then X, d≤ is
standard. It is complete as a quasi-metric space if and only if it is a dcpo
[13, Example 1.6]. Using Lemma 6.3, one can check that dQ is d⊇, so that
QX, dQ is a complete quasi-metric space if and only if QX is a dcpo under
⊇. Now consider Johnstone’s space J, a famous counterexample in domain

50



theory [14]. We will not describe it here. It suffices to know that its points
are pairs (m,n) where m ∈ N and n ∈ N ∪ {ω}, that it is a dcpo, and that

QA
def
= {(m,ω) | m ∈ A} is an element of Q(J) for every non-empty subset

A of J [7, Exercise 8.3.9]. Then the elements Q{n,n+1,··· }, n ∈ N, form a
chain without any upper bound in Q(J), showing that J, d≤ is a complete
quasi-metric space whose Smyth hyperspace is not complete under d≤Q.

6.3. dQ-Limits

As for Lemma 5.15, there is a more direct expression of directed suprema
of formal balls over QX, dQ, i.e., of dQ-limits, than by relying on naive
suprema. Recall that Q+ r is the set {(x, r) | x ∈ Q}.

We will use the following results. First, we define the radius r(Q) of a
non-empty compact saturated subset Q of B(X, d) as sup{r | (x, r) ∈ Q}.
When X, d is standard, (x, r) 7→ r is continuous from B(X, d) to (R+)op, so
this supremum is reached; in particular, r(Q) < +∞.

Then, we need the following, from [2]. An LCS-complete space is any
space that is homeomorphic to a Gδ subset of a locally compact sober space
Y . A typical example is given by continuous complete quasi-metric space
X in their d-Scott topology [2, Theorem 4.1, together with Proposition 3.3],
since X, d embeds as a Gδ subset in the continuous dcpo Y = B(X, d). By [2,
Theorem 17.4, Remark 17.1], the non-empty compact saturated subsets of X
are exactly the filtered intersections

⋂
i∈I Qi of non-empty compact saturated

subsets Qi of B(X, d) such that infi∈I r(Qi) = 0.
We will also use the fact that every sober space is well-filtered, meaning

that given any filtered family (Qi)i∈I of compact saturated subsets and any
open subset U , if

⋂
i∈I Qi ⊆ U then for some i ∈ I, Qi ⊆ U [7, Proposi-

tion 8.3.5].

Lemma 6.12. Let X, d be a sober standard quasi-metric space. Then:

1. In B(QX, dQ), (Q, r) ≤d
+
Q (Q′, r′) if and only if Q′ + r′ ⊆ ↑B(Q + r),

where ↑B is upward closure in B(X, d).

2. If X, d is continuous complete, then for every directed family (Qi, ri)i∈I ,
the supremum (Q, r) is given by r = infi∈I ri and Q =

⋂
i∈I ↑B(Qi+ri−

r).

Proof. 1. If (Q, r) ≤d
+
Q (Q′, r′), then dQ(Q,Q′) ≤ r − r′, so r ≥ r′ and for

every x′ ∈ Q′, d(Q, x′) ≤ r − r′, by Lemma 6.3. Using Lemma 6.5, item 1,
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there is an x ∈ Q such that d(x, x′) ≤ r− r′. In particular, (x, r) ≤d+ (x′, r′).
This shows that every element of Q′ + r′ is in ↑B(Q, r).

Conversely, if every element of Q′ + r′ is in ↑B(Q, r), then in particular
r ≥ r′. Indeed, since Q′ is non-empty, we can find x′ ∈ Q′, and (x′, r′) ∈
↑B(Q, r). There is an x ∈ Q such that (x, r) ≤d+ (x′, r′), and that implies
r ≥ r′.

We rewrite the inclusion Q′ + r′ ⊆ ↑B(Q+ r) as: for every x′ ∈ Q′, there
is an x ∈ Q such that (x, r) ≤d+ (x′, r′), i.e., d(x, x′) ≤ r− r′. It follows that

dQ(Q,Q′) ≤ r − r′ by Lemma 6.3, whence (Q, r) ≤d
+
Q (Q′, r′).

2. Let r
def
= infi∈I ri and Q

def
=
⋂
i∈I ↑B(Qi + ri− r). Since X, d is standard,

the map + ri − r is Scott-continuous for every i ∈ I, and since ηX is also
continuous, the image of Qi + ri − r of Qi by their composition is compact
in B(X, d). Hence ↑B(Qi + ri − r) is compact saturated in B(X, d).

Let i v j if and only if (Qi, ri) ≤d
+
Q (Qj, rj). If i v j then (Qi, ri− r) ≤d

+
Q

(Qj, rj − r), so ↑B(Qi + ri − r) ⊇ ↑B(Qj + rj − r) by item 1. It follows that
the family (↑B(Qi + ri − r))i∈I is filtered, with respect to inclusion.

The radius of ↑B(Qi + ri − r), as defined above, is equal to ri − r, and
infi∈I(ri − r) = 0. Therefore, by the result cited above, Q is non-empty,
compact, and saturated in X, hence an element of QX.

We claim that ↑B(Q + r) =
⋂
i∈I ↑B(Qi + ri). For every element (x, r) of

Q+ r (i.e., x ∈ Q), for every i ∈ I, (x, 0) lies above some element (xi, ri− r)
where xi ∈ Qi; so d(xi, x) ≤ ri − r, which implies (xi, ri) ≤d

+
(x, r), hence

(x, r) ∈ ↑B(Qi+ri). That shows Q+r ⊆
⋂
i∈I ↑B(Qi+ri). Since the right-hand

side is upwards-closed, ↑B(Q+ r) is also included in
⋂
i∈I ↑B(Qi + ri). In the

reverse direction, it is enough to show that every Scott-open neighborhood U
of ↑B(Q+r) contains

⋂
i∈I ↑B(Qi+ri). Since X, d is standard, the map +r is

Scott-continuous, so ( + r)−1(U) is Scott-open. Since Q+ r is included in U ,
Q is included in ( + r)−1(U). Since X, d is continuous complete, B(X, d) is
a continuous dcpo, hence is sober, hence well-filtered, so, using the definition
of Q, Qi + ri− r is included in ( + r)−1(U) for some i ∈ I. That means that
Qi + ri is included in U , hence also ↑B(Qi + ri) since every Scott-open set is
upwards-closed. Therefore, U indeed contains

⋂
i∈I ↑B(Qi + ri).

We can now finish the proof. Since Q + r is included in ↑B(Qi + ri),

(Qi, ri) ≤d
+
Q (Q, r) by item 1. For every upper bound (Q′, r′) of (Qi, ri)i∈I ,

r′ ≤ infi∈I ri = r, and Q′ + r′ is included in ↑B(Qi + ri) for every i ∈ I, by
item 1. Hence Q′ + r′ is included in

⋂
i∈I ↑B(Qi + ri) = ↑B(Q + r), showing

that (Q, r) ≤d
+
Q (Q′, r′), by item 1 again. 2
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Remark 6.13. One can rephrase Lemma 6.12, item 2, as follows. Let X, d
be a continuous complete quasi-metric space. Let (Qi)i∈I,v be a Cauchy-
weightable net in QX, dQ, and (Qi, ri)i∈I,v be some corresponding Cauchy-
weighted net. Then the dQ-limit of (Qi)i∈I,v is Q is the filtered intersection⋂
i∈I ↑B(Qi + ri). Since Q is included in X, this is also equal to

⋂
i∈I(X ∩

↑B(Qi + ri)). Note that X ∩ ↑B(Qi + ri) is the set Q+ri
i of points {x ∈ X |

∃y ∈ Qi.d(y, x) ≤ ri} that are at distance at most ri from Qi. (Beware that
there is no reason to believe that Q+ri

i would be compact.) Hence Q is the
filtered intersection

⋂
i∈I Q

+ri
i .

6.4. Algebraicity

The following is proved just like Lemma 5.17.

Lemma 6.14. Let X, d be a continuous complete quasi-metric space. For
all n ≥ 1, and center points x1, . . . , xn, ↑{x1, · · · , xn} is a center point of
QX, dQ.

Proof. First, we recall that every continuous complete quasi-metric space
is sober.

Let Q0
def
= ↑{x1, · · · , xn}. For every h ∈ LX, FQ0(h) = minnj=1 h(xj).

Let U
def
= B

d+KR

(FQ0
,0),<ε. U is upwards-closed: if (FQ, r) ≤d

+
KR (FQ′ , r′) and

(FQ, r) is in U , then dKR(FQ, FQ′) ≤ r − r′, and dKR(FQ0 , FQ) < ε − r, so
dKR(FQ0 , FQ′) < r − r′ + ε− r = ε− r′, showing that (FQ′ , r′) is in U .

In order to show that U is Scott-open, we consider a directed family
(Qi, ri)i∈I in B(QX, dQ), with supremum (Q, r), and we assume that (FQ, r)
is in U . By Proposition 6.9, this is a naive supremum, so r = infi∈I ri
and Q is characterized by the fact that, for every h ∈ L1(X, d), FQ(h) =
supi∈I(FQi(h) + r− ri). Since (FQ, r) is in U , dKR(FQ0 , FQ) < ε− r, so ε > r
and FQ0(h) − ε + r < FQ(h) for every h ∈ L1(X, d). Therefore, for every
h ∈ L1(X, d), there is an index i ∈ I such that FQ0(h)−ε+r < FQi(h)+r−ri,
or equivalently:

n

min
j=1

h(xj) < FQi(h) + ε− ri. (7)

Moreover, since ε > r = infi∈I ri, we may assume that i is so large that ε > ri.
Let Vi be the set of all h ∈ L1(X, d) such that (7) holds. Each Vi is open in

L1(X, d)patch by Lemma 5.16. Hence (Vi)i∈I is an open cover of L1(X, d)patch.
The latter is a compact (Hausdorff) space. Hence we can extract a finite
subcover (Vi)i∈J : for every h ∈ L1(X, d), there is an index i in the finite set
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J such that (7) holds. By directedness, one can require that i be the same
for all h. This shows that (FQi , ri) is in U , proving the claim. 2

Remark 6.15. A similar result holds for QX, daQ for any a ∈ R+, a > 0,
and the argument is the same as for Lemma 6.14.

Lemma 6.16. Let X, d be a standard algebraic quasi-metric space, with
strong basis B. For every compact subset Q of X, for every open neigh-
borhood U of Q, and for every ε > 0, there are finitely many points x1, . . . ,
xn in B and radii 0 < r1, . . . , rn < ε such that Q ⊆

⋃n
j=1B

d
xj ,<rj

⊆ U .

Proof. Every y ∈ Q has an open neighborhood of the form Bd
x,<r with

x ∈ B and 0 < r < ε by Lemma 5.19. We then extract a finite subcover,
using the compactness of Q. 2

Lemma 6.17. Let X, d be a standard quasi-metric space. Let Q be a compact
saturated subset of X. For all center points x1, . . . , xm and for every r >
0 such that Q ⊆

⋃m
j=1B

d
xj ,<r

, there is an ε > 0, ε < r, such that Q ⊆⋃m
j=1B

d
xj ,<r−ε.

Proof. For each ε > 0, ε < r, we consider the open subset Uε
def
=
⋃m
j=1B

d
xj ,<r−ε.

(We recall that Bd
xj ,<r−ε is open, since it is equal to Bd+

(xj ,0),<r−ε ∩ X, which

is Scott-open since xj is a center point.) For every x ∈ Q, x is in some open
ball Bd

xj ,<r
by assumption, so d(x, xj) < r. This implies that there is an

ε > 0 such that d(x, xj) < r− ε (in particular ε < r), hence that x ∈ Uε. The
family (Uε)0<ε<r is then a chain that forms an open cover of Q. Since Q is
compact, Q is included in Uε for some ε > 0 with ε < r. 2

Lemma 6.18. Let X, d be a standard quasi-metric space, and Q0
def
= ↑{x1, · · · ,

xn}, where n ≥ 1 and each xi is a center point of X, d. For every r > 0,

B
dQ
Q0,<r

= 2(
⋃n
i=1B

d
xi,<r

). Similarly with daQ (a > 0) in place of dQ, provided
that r ≤ a.

Proof. For every Q ∈ BdQ
Q0,<r

, we have dQ(Q0, Q) < r, so using Lemma 6.3,
for every element y of Q, there is an x ∈ Q0 such that d(x, y) < r. Given such
an x, we have xi ≤ x for some i, 1 ≤ i ≤ n, so d(xi, y) ≤ d(xi, x) + d(x, y) <
0 + r = r. This shows that every y ∈ Q is in the open ball Bd

xi,<r
for some

i, hence that Q ∈ 2(
⋃n
i=1B

d
xi,<r

). Conversely, for every Q ∈ 2(
⋃n
i=1B

d
xi,<r

),
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we show that Q is in B
dQ
Q0,<r

as follows. By Lemma 6.17, there is an ε such

that 0 < ε < r and Q ⊆
⋃n
i=1B

d
xi,<r−ε. Hence, for every y ∈ Q, there is an

index i such that d(xi, y) < r − ε, so d(Q0, y) < r − ε. Taking suprema over
y ∈ Q, dQ(Q0, Q) ≤ r − ε < r.

For every a > 0, daQ(Q0, Q) = min(a, dQ(Q,Q′)) by Remark 6.4, whence

B
daQ
Q0,<r

= B
dQ
Q0,<r

if r ≤ a. 2

Theorem 6.19 (Algebraicity of Smyth hyperspaces). Let X, d be an
algebraic complete quasi-metric space, with a strong basis B.

The space QX, dQ is algebraic complete.
Every non-empty compact saturated set of the form ↑{x1, · · · , xn}, where

every xi is a center point, is a center point of QX, dQ, and those sets form
a strong basis, even when each xi is taken from B. The dQ-Scott topology
coincides with the upper Vietoris topology.

Proof. We first recall that every algebraic complete quasi-metric space is
continuous complete, and that every continuous quasi-metric space is sober.
Then Q, dQ is complete by Proposition 6.9, and ↑{x1, · · · , xn} (with n ≥ 1)
is a center point as soon as every xi is a center point, by Lemma 6.14. We let
B0 be the set of all center points of the form ↑{x1, · · · , xn} where n ≥ 1 and
each xi is in B, and τ be the upper Vietoris topology on QX. The conclusion
will follow from Lemma 5.20. Let us verify its assumptions.

(i) Let Q0
def
= ↑{x1, · · · , xn} where x1, . . . , xn are in B and n ≥ 1. By

Lemma 6.18, B
dQ
Q0,<r

is equal to the upper Vietoris open set 2(
⋃n
i=1B

d
xi,<r

),
for every r > 0.

(ii) Let ε > 0, Q ∈ QX, and U be an upper Vietoris open neighborhood
of Q. By definition of the latter topology, and since 2U ∩ 2V = 2(U ∩ V )
for all open subsets U and V of X, there is an open subset of Q such that
Q ∈ 2U ⊆ U . We apply Lemma 6.16 in order to obtain finitely many points
z1, . . . , zp in B and radii t1, . . . , tp > 0 such that Q ⊆

⋃p
k=1B

d
zk,<tk

⊆ U . By
Lemma 6.17, there is a number r such that 0 < r ≤ t1, · · · , tp and such that
Q ⊆

⋃p
k=1B

d
zk,<tk−r; we may also require that r ≤ ε. We apply Lemma 6.16

once again in order to obtain finitely many points x1, . . . , xn in B and radii
0 < r1, . . . , rn < r such that Q ⊆

⋃n
j=1B

d
xj ,<rj

⊆
⋃p
k=1B

d
zk,<tk−r. Since

rj < r for every j, Q is included in
⋃n
j=1B

d
xj ,<r

. We verify that the latter

is included in U . For every z ∈
⋃n
j=1B

d
xj ,<r

, we have d(xj, z) < r for some

j, 1 ≤ j ≤ n, and xj is in
⋃p
k=1B

d
zk,<tk−r, so d(zk, xj) < tk − r for some k,
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1 ≤ k ≤ p. Therefore d(zk, z) < tk − r + r = tk, showing that z is in Bd
zk,<tk

,
hence in U . This finishes to show that

⋃n
j=1B

d
xj ,<r

is included in U , hence

that 2(
⋃n
j=1B

d
xj ,<r

) is included in 2U .

In summary, Q ∈ 2(
⋃n
j=1B

d
xj ,<r

) ⊆ 2U ⊆ U . By Lemma 6.18, 2(
⋃n
j=1B

d
xj ,<r

)

is the open ball B
dQ
Q0,<r

, and this finishes to establish (ii).
(iii) The specialization preordering of the upper Vietoris topology is re-

verse inclusion. Although this is well-known, here is a quick proof. If Q ⊇ Q′,
then certainly Q ∈ 2U implies Q′ ∈ 2U , for every open set U . Conversely,
Q ∈ 2U implies Q′ ∈ 2U , for every open set U , then Q′ is included in every
open neighborhood of Q, hence in their intersection, which happens to be
Q, since Q is saturated. Now the specialization preordering of the dQ-Scott
topology, ≤dQ , is also reverse inclusion by Lemma 6.6. 2

Remark 6.20. The same result holds for daQ, for every a ∈ R+, a > 0:
when X, d is standard algebraic, QX, daQ is algebraic complete, with the same
strong basis. The proof is mostly the same. We invoke Remark 6.10 instead
of Proposition 6.9 in order to obtain completeness, then Remark 6.15 in-
stead of Lemma 6.14 for center points, and finally Remark 6.7 instead of by
Lemma 6.6 concerning the specialization preordering. The rare differences

are that, in (i), B
daQ
Q0,<r

is only equal to 2(
⋃n
i=1B

d
xi,<r

) when r < a; otherwise
it is the whole of QX. As a consequence, in proving (ii), we need to make
sure that r is also smaller than or equal to a, not just to ε, t1, . . . , tp.

6.5. Continuity

We proceed exactly as in Section 5.5 for the Hoare hyperspaces.
We start with an easy fact.

Fact 6.21. For every topological space Y , for every subset A of Y , for every
monotonic map h : Y → R ∪ {−∞,+∞}, infy∈A h(y) = infy∈↑A h(y). 2

Writing f [Q] for the image of Q by f , we have the following.

Lemma 6.22. Let X, d and Y, ∂ be two continuous complete quasi-metric
spaces, and f : X, d 7→ Y, ∂ be a 1-Lipschitz continuous map. The map

Qf : QX, dQ → QY, dQ defined by Qf(Q)
def
= ↑f [Q] is 1-Lipschitz contin-

uous. Moreover, FQf(Q) = Pf(FQ) for every Q ∈ QX.
Similarly with daQ instead of dQ.
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Proof. We first check that FQf(Q) = Pf(FQ). For every h ∈ LX, FQf(Q)(h) =
infy∈↑f [Q] h(y) = infy∈f [Q] h(y) by Fact 6.21. That is equal to infx∈X h(f(x)).
We also have Pf(FQ)(h) = FQ(h ◦ f) = infx∈X h(f(x)). Therefore FQf(Q) =
Pf(FQ).

By Lemma 4.21, Pf is 1-Lipschitz, so B1(Pf) is monotonic. Also, Pf
maps normalized discrete superlinear previsions to normalized discrete super-
linear previsions. By Proposition 6.9, QX, dQ is complete, hence through the
isometry of Proposition 5.8, the corresponding spaces of normalized discrete
superlinear previsions are complete as well. Moreover, directed suprema
of formal balls are computed as naive suprema. By Lemma 4.22, B1(Pf)
preserves naive suprema, hence all directed suprema. It must therefore be
Scott-continuous. Hence Qf is 1-Lipschitz continuous.

In the case of daQ, the argument is the same, except that we use Re-
mark 6.10 instead of Proposition 6.9. 2

Let X, d be a continuous complete quasi-metric space. There is an alge-
braic complete quasi-metric space Y, ∂ and two 1-Lipschitz continuous maps
r : Y, ∂ → X, d and s : X, d→ Y, ∂ such that r ◦ s = idX .

By Lemma 6.22, Qr and Qs are also 1-Lipschitz continuous, and clearly
Qr ◦ Qs = idQX , so QX, dQ is a 1-Lipschitz continuous retract of QY, ∂Q.
(Similarly with daQ and ∂aQ.) Theorem 6.19 states that QY, ∂Q (resp., ∂aQ,
using Remark 6.20 instead) is algebraic complete, whence the following.

Theorem 6.23 (Continuity for the Smyth hyperspace). Let X, d be a
continuous complete quasi-metric space. The quasi-metric spaces QX, dQ and
QX, daQ (a ∈ R+, a > 0) are continuous complete. 2

Together with Lemma 6.22, and Theorem 6.19 for the algebraic case, we
obtain the following.

Corollary 6.24. Q, dQ defines an endofunctor on the category of continuous
complete quasi-metric spaces and 1-Lipschitz continuous map. Similarly with
daQ instead of dQ (a > 0), or with algebraic instead of continuous. 2

6.6. The upper Vietoris topology

Lemma 6.25. Let X, d be a standard quasi-metric space that is sober in its
d-Scott topology, and a, a′ > 0 with a ≤ a′. We have the following inclusion
of topologies:

upper Vietoris ⊆ daQ-Scott ⊆ da
′
Q-Scott ⊆ dQ-Scott.
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Proof. Considering Lemma 3.6, this is a consequence of Proposition 5.27.
Note that the latter applies because directed suprema of formal balls are
indeed naive suprema, due to Proposition 6.9. 2

Theorem 6.26 (dQ quasi-metrizes the upper Vietoris topology). Let
X, d be a continuous complete quasi-metric space. The dQ-Scott topology, the
daQ-Scott topology, for every a ∈ R+, a > 0, and the upper Vietoris topology
all coincide on QX.

Proof. The proof is as for Theorem 5.30. X, d is the 1-Lipschitz continu-
ous retract of an algebraic complete quasi-metric space Y, ∂. Call s : X → Y
the section and r : Y → X the retraction. We confuse QX with the cor-
responding space of discrete sublinear previsions. Then Ps and Pr form a
1-Lipschitz continuous section-retraction pair by Lemma 4.21, and in par-
ticular Ps is an embedding of QX into QY with their dQ-Scott topologies
(similarly with daQ in place of dQ). However, s and r are also just continu-
ous, since 1-Lipschitz continuous maps between standard quasi-metric spaces
are continuous. Therefore Ps and Pr also form a section-retraction pair be-
tween the same spaces, this time with their weak topologies (as spaces of
previsions), by Fact 5.28, that is, with their upper Vietoris topologies, by
Lemma 3.6. (Recall that X and Y are sober since continuous complete.)
The final claim of Theorem 6.19 is that the two topologies on QY are the
same, since Y, ∂ is algebraic complete. Fact 5.29 then implies that the two
topologies on QX are the same as well. 2

7. Open Problems

1. We have obtained that H0, H all map continuous complete spaces to
continuous complete spaces, and algebraic complete spaces to algebraic
complete spaces. Is the Hoare hyperspace of a (merely) complete quasi-
metric space complete again? Proposition 5.12 does not answer the
question. Note that a similar question for Smyth hyperspaces has a
full answer, see Proposition 6.9 and Remark 6.11.

2. Is Smyth-completeness preserved by H0, H, Q?

3. For general spaces of previsions, it is frustrating that Proposition 4.25
is only a conditional completeness theorem. Is there a general argument
to the effect that its condition on supports is always true, namely that

58



every element of Z supported on V1/2n for every n ∈ N is supported on
X?
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