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Abstract

A procedure of upgrading a linear observer to homogeneous (nonlin-
ear) one is proposed and validated by experiment. The nonlinear observer
design is based on the the concept of a linear geometric homogeneity. The
simple procedure developed to apply the homogeneous nonlinear observer
is based on the parameters provided by the linear observer, which is po-
tential for many applications to improve their performance. A saturation
function is introduced to guaranteed the improvement of estimation qual-
ity. Finally the theoretical results are confirmed by the QDrone platform
of QuanserTM .

1 Introduction

Linear observers, such as Luenberger observer [1], have been widely used
in practice to estimate system’s states via the information provided by
sensors and actuators. In general, the structure of classical linear observers
is relatively simple but with an asymptotic convergence. Two methods
are adopted in the literature to boost the convergence. The first one is to
use larger gain, yielding the so-called high-gain observer, which is however
sensitive to the measurement noise (due to its high gain) and may result
in the peaking phenomenon for the closed-loop system [2]. The second
method is to introduce nonlinear terms to construct a nonlinear observer
with non-asymptotic convergence [3], for example sliding mode observer
[4]. Nevertheless, it is still a challenging problem to properly choose the
gains of those nonlinear observers [4].

Recently, the homogeneous controller has been implemented to guar-
antee the finite-time convergence by upgrading a linear controller, which
means the gains of homogeneous controller were calculated via the gains
of this linear controller [5]. As a dual result, this paper aims at extending
the same idea to upgrade the linear observer to a homogeneous (nonlin-
ear) one. In fact, homogeneity presents a certain symmetry of an object
(e.g. a function) which might provide an alternative concept for designing
observers with better precision, faster convergence and more robustness.
Mathematically speaking, a symmetry of object means it is invariant with
respect to a class of transformations, called dilations. For example, stan-
dard homogeneity is the symmetry of a function f with respect to the
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uniform dilation x 7→ esx, where s ∈ R is the scaling parameter. All
the standard homogeneous function f satisfies f(esx) = eµsf(x), where
the constant µ ∈ R is called homogeneity degree. The characterization
of homogeneity depends on the dilation rule, such that if the dilation is
changed, then a new homogeneity (generalized homogeneity ) can be gen-
erated [6], [7]. In this paper we mainly deal with the homogeneity with
linear dilation [8] x 7→ eGdsx, where x ∈ Rn, s ∈ R and Gd ∈ Rn×n is an
anti-Hurwitz matrix1.

In the view of a larger sense [9], homogeneous (symmetric) systems
include many nonlinear and all linear models of mechanics and physics.
When the linearization of nonlinear system is impossible to obtain or it
is too conservative, homogeneous models provide an option for the local
approximation of control systems [6][10]. Many methods applied in both
linear and nonlinear control theory can be also used in design and analysis
of homogeneous control system (see [6, 11, 7, 12, 13, 8, 14] and references
therein). Since homogeneous system allows faster convergence [12], [15],
it improves the precision and robustness of the system [10], [13].

Linear controller working with linear observer has been widely applied
in many plants. Like controllers, the performance of observer might influ-
ence the performance of the closed-loop system. It can be evaluated by
many quantitative indexes, which include the precision, robustness with
respect to noises, etc[16], [17], [18]. A well-tuned linear observer (like Lu-
enberger or Kalman filter) can guarantee a relatively good performance
in many practical cases.

In order to further improve the estimation precision, the homogene-
ity as a certain relaxation of linearity could provide additional tools for
it. In our previous paper[5], the methodology of ”upgrading” linear con-
trollers to homogeneous (nonlinear) ones has already been developed, and
it has been validated via Quanser’s quadrotor platform (see the video
https://youtu.be/wnSi6jj1TwE) where the set point tracking precision
has been improved about 40% and the homogeneous controller has shown
its better robustness than linear controller. However the observer used in
[5] is still linear one, and we did not prove the global convergence since
the separate principle is not valid.

This paper investigates the upgrading of linear observer to a homoge-
neous (nonlinear) one with finite-time convergence and better robustness
with respect to noise, which enables us to prove the global finite-time con-
vergence of the closed-loop system. The obtained homogeneous observer
guarantees the further improvement of an estimation precision based on
homogeneous controller and validates its efficiency on real experiments.

Notation: R is the set of real numbers, R+ = {x ∈ R : x > 0}; P � 0
(≺ 0,� 0,� 0) for P ∈ Rn×n means that the matrix P is symmetric
and positive definite (negative definite, positive semi-definite, negative
semi-definite); λmin(P ) and λmax(P ) represent the minimal and maximal
eigenvalue of a matrix P = P>; for P � 0 the square root of P is a matrix

M = P
1
2 such that M2 = P ; for x ∈ Rn, ‖ x ‖ denotes a norm in Rn,

specially ‖ x ‖Rn and ‖ x ‖P with P ∈ Rn×n represent respectively the
standard Euclidean norm and the weighted Euclidean norm in Rn, i.e.,
‖ x ‖Rn=

√
xTx and ‖ x ‖P=

√
xTPx.

1A matrix is said to be anti-Hurwitz if the real parts of all its eigenvalues are positive.
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2 Preliminaries

2.1 Generalized Homogeneity

As explained in Section 1, the homogeneity is a symmetry of an object (e.g.
a function) with respect to a group of transformations, called dilations.
In the general case, instead of the uniform dilation of an argument x 7→
esx, x ∈ Rn, s ∈ R, we can consider a non-uniform one

x 7→ d(s)x, x ∈ Rn, s ∈ R

where d(s) ∈ Rn×n and s ∈ R is a parameter of the dilation. To be a
dilation, the family of operators d(s) must satisfy some restrictions [19]:
1) d(0)x = x; 2) ‖d(s)x‖ → 0 as s→ −∞; 3) ‖d(s)x‖ → +∞ as s→ +∞,
for x 6= 0.

In [7],[11],[6], the dilation d is suggested to be generated as a flow
of a C1 vector field ν : Rn 7→ Rn. Such a dilation d(s) is known as
geometric dilation [11], [7]. In this paper we only deal with the so-called
linear geometric dilations, which require the vector field ν to be linear,
i.e. d

ds
d(s) = Gdd(s), where Gd ∈ Rn×n is an anti-Hurwitz matrix. The

matrix Gd is called a generator of the dilation. The dilation d in this
case is given by the matrix exponential

d(s) := eGds = Σ∞i=0
siGid
i!

. (1)

The dilation d is said to be monotone if d(s) is a strong contraction
for any s < 0; or strictly monotone if ∃β > 0 :

‖d(s)‖ := sup
x 6=0

‖d(s)x‖
‖x‖ ≤ eβs, ∀s ≤ 0. (2)

Monotonicity of dilation plays an important role for the investigations
of homogeneous geometrical structures in Rn as well as for the analysis of
homogeneous control systems. In a finite dimensional space, any dilation
is monotone and strictly monotone if a norm in Rn is properly selected.

Theorem 2.1 [8] The dilation d is strictly monotone in Rn equipped with
the weighted Euclidean norm ‖z‖ = ‖z‖P =

√
z>Pz, where 0 ≺ P = P> ∈

Rn×n is a symmetric positive definite matrix, if and only if the following
linear matrix inequality holds

PGd +G>dP � 0, P � 0 (3)

where Gd ∈ Rn is the generator of the dilation d.

A dilation allows a new norm-topology to be introduced using the so-
called canonical homogeneous norm [8]. The function ‖·‖d : Rn 7→ [0,+∞)
defined as ‖0‖d = 0 and

‖x‖d = esx , where sx ∈ R : ‖d(−sx)x‖ = 1, (4)

is called the canonical homogeneous norm.
Obviously, ‖d(s)x‖d = es‖x‖d and ‖x‖d = ‖−x‖d for any x ∈ Rn and

any s ∈ R. Notice that for d(s) = es the canonical homogeneous norm
‖ · ‖ coincides with the norm ‖ · ‖ on the whole Rn.

The monotonicity of the dilation group guarantees that the function
‖ · ‖d is single-valued and continuous at the origin [8]. Moreover, if we
define the norm in (4) as the weighted Euclidean norm, i.e., ‖x‖ = ‖x‖P =
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√
x>Px with P ∈ Rn×n satisfying (3), then ‖ · ‖d is continuously differen-

tiable outside the origin [20], and its derivative with respect to x can be
computed as follows

∂‖x‖d
∂x

=‖x‖d x>d>(− ln ‖x‖d)Pd(− ln ‖x‖d)

x>d>(− ln ‖x‖d)PGdd(− ln ‖x‖d)x
, x 6=0. (5)

It is well known (see e.g. [21]) that the weighted Euclidean norm
‖x‖P =

√
x>Px, with P ∈ Rn×n being a symmetric positive definite ma-

trix, is a Lyapunov function for any stable linear system ẋ = Ax,A ∈
Rn×n. It is expectable that the canonical homogeneous norm ‖x‖d might
define as well a Lyapunov function for a class of stable homogeneous sys-
tems.

2.2 Homogeneous Systems

Homogeneity (dilation symmetry) of the vector fields is given by the fol-
lowing definition, which originally has been proposed by L. Euler in 18th
century for the uniform dilation. The generalized homogeneity is studied
in [6], [7], [10], [14].

Definition 2.1 A vector field f : Rn 7→ Rn is said to be d-homogeneous
of degree µ ∈ R if

f(d(s)x) = eµsd(s)f(x) for s ∈ R, x ∈ Rn. (6)

A lot of examples of d-homogeneous nonlinear vector fields can be found
in the literature. Obviously, any linear vector field x 7→ Ax, A ∈ Rn×n is
homogeneous of the zero degree with respect to the uniform dilation x 7→
esx. However, in some cases the linear vector field may be d-homogeneous
of positive or negative degree depending on the chosen dilation d. In
general, the vector field x 7→ Ax with A ∈ Rn×n and x ∈ Rn is d-
homogeneous of degree µ ∈ R if and only if [8]

AGd = (µI +Gd)A, (7)

where Gd ∈ Rn×n is a generator of d.
Homogeneity of a function (a vector field) is inherited by other math-

ematical objects induced by this function such as derivatives or solutions
of differential equations. If the right hand side of the following differential
equation

ξ̇ = f(ξ), t > 0, f : Rn → Rn (8)

is d-homogeneous of degree µ then

xd(s)x0(t) = d(s)xx0(eµst), t > 0

where xx0(t), t > 0 denotes a solution of (8) with the initial condition
x(0) = x0 (see e.g. [8]). The obtained symmetry of solution implies the
fast (finite-time/fixed-time) convergence properties of the homogeneous
systems dependently of the homogeneity degrees. The next proposition
was originally proven for the weighted homogeneous systems in [15].

Proposition 2.1 [20] If the system (8) is d-homogeneous of degree µ ∈ R
and its origin is locally uniformly asymptotically stable then

� for µ < 0 it is globally uniformly finite-time stable, i.e. there exists
a d-homogeneous settling-time function T : Rn 7→ [0,+∞) of degree
1, which is locally bounded and continuous at 0, such that xx0(t) =
0, ∀t ≥ T (x0);
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� for µ = 0 it is globally uniformly asymptotically stable;

� for µ > 0 it is globally uniformly nearly fixed-time stable, i.e. ∀r > 0,
∃T = T (r) > 0 : ‖xx0(t)‖ < r, ∀t ≥ T , ∀x0 ∈ Rn.

This paper deals with upgrading an existing linear observer to a ho-
mogeneous one, therefore by regarding ξ in (8) as the observation error
and f(ξ) = Aξ+ g(Cξ), the objective of this paper is to seek proper func-
tion g, constructed from the existing Luenberger observer, such that the
observation error ξ can converge to zero in a finite time. Such an idea will
be detailed in the next section.

3 Homogenization of Linear Observer

3.1 Homogeneous State-Estimation of Linear MIMO
Systems

Let us first introduce the following linear MIMO system

ẋ = Ax+Bu, y = Cx, t > 0, (9)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rk×n are system matrices, x(t) ∈ Rn
represents state, u(t) ∈ Rm denotes input and y(t) ∈ Rk is known as
measured output. Without loss of the generality, it is assumed that the
matrix C is of full row rank and the system (9) is observable in the sense

that rankO = n with O =

 C
...

CAn−1

. Then the following statement

has been proved in [20].

Proposition 3.1 [20] Suppose that system (9) is observable in the sense
that rankO = n with a full row rank matrix C ∈ Rk×n. Then there exist
proper matrix G0 ∈ Rn×n and µ ∈ R such that

AG0 = (G0 + In)A, CG0 = 0 (10)

and the matrix In+µ(In+G0) has non-negative eigenvalues real parts. In
addition, system (9) is d-homogeneously observable of degree µ ∈ R with
the dilation d being generated from Gd = In + µG0.

Definition 3.1 The system (9) is said to be d-homogeneously observable
of degree µ ∈ R, if there is an observer in the form of

ż = Az +Bu+ g(Cz − y), g : Rk → Rn (11)

which makes the following observation error dynamics

ė = Ae+ g(Ce), e = z − x (12)

uniformly globally asymptotically stable and d-homogeneous of degree µ ∈
R. For shortness, the corresponding observer (11) is called d-homogeneous
observer of degree µ.

The following theorem refines Theorem 11.1 from [20], where the op-
timal observer gain L ∈ Rn×k needs to be solved by a system of matrix
inequalities.
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Theorem 3.1 With G0 ∈ Rn×n and µ ∈ R derived from Proposition 3.1,
let P ∈ Rn×n, L = P−1CT ∈ Rn×k, ρ > 0, γ > 0 satisfy the following
system of matrix inequalities

(In + µG0)>P + P (In + µG0) � 0,

PA+A>P + C>L>P + PLC + 2ρP ≺ 0,

P � γ2C>C,

(13)

ρ2P−1 � Ξ(λ)LL>Ξ>(λ), ∀λ ∈ [0,
1

γ
], (14)

where Ξ(λ) = λ(exp(lnλµ(G0 + In))− In). Then the dynamics (11) with

g(σ) = exp(ln ‖σ‖Rk (G0 + In)µ)Lσ, σ ∈ Rk (15)

is a d-homogeneous observer of degree µ of (9) with the dilation d being
generated from Gd = In+µG0, guaranteeing that the observation error dy-
namics (12) is globally uniformly asymptotically stable and d-homogeneous
of degree µ.

Proof: Firstly we need to discuss the continuity of function g defined
in (15). The structure of function g shows that σ = 0 is the only one
possible discontinuity point. After transforming the function g in the
following form

g(σ) = exp(ln ‖σ‖Rk (In + (G0 + In)µ))L
σ

‖σ‖Rk

then obviously g(σ) → 0 as σ → 0. If the matrix In + µ(G0 + In) is
anti-Hurwitz, then g is continuous at the point σ = 0. If the eigenvalue
real parts of the matrix In + µ(In + G0) are non-negatives, g could be
discontinuous at the point σ = 0, but bounded in any neighborhood of
the point σ = 0. In the latter case, Filippov theorem can be applied to
analyze the solution of observer equation.

Secondly, we turn to prove the observation error system (12) is d-
homogeneous of degree µ. Obviously, due to Proposition 3.1, the first
term Ae is d-homogeneous of degree µ ∈ R. In order to show the function
g(Ce) is also d-homogeneous of degree µ, let us consider the following
equations

CG0 = 0⇒ CGd = C ⇒ CGid = C (16)

which implies Cd(s) = C exp(s) for ∀s ∈ R. Hence, the following relation
demonstrates the function g(Ce) is also d-homogeneous of degree µ

g(Cd(s)e) = ‖ exp(s)Ce‖µRk exp(ln ‖ exp(s)Ce‖µRkG0)LC exp(s)e

= exp((µ+ 1)s) exp(µsG0)g(Ce) = exp(µs)d(s)g(Ce)

Thus we proved that (12) is d-homogeneous of degree µ ∈ R.
In order to prove the observation error dynamics (12) is globally uni-

formly asymptotically stable, let us consider the canonical homogeneous
norm ‖e‖d which is defined based on the weighted Euclidean norm ‖e‖ =
‖e‖P =

√
e>Pe and is smooth on Rn\{0}. Since canonical norm ‖e‖d is

positive definite and continuously differentiable, we can then choose it as
the Lyapunov function to study the stability of (12).

The first inequality of (13) results in the dilation d is strictly monotone
[8], which is important to prove the stability of error system. Indeed, using
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the system of matrix inequalities (13) and the formula (5), we drive the
derivative of ‖e‖d

d

dt
‖e‖d = ‖e‖d e

>d>(− ln ‖e‖d)Pd(− ln ‖e‖d)(Ae+g(Ce))

e>d>(− ln ‖e‖d)PGdd(− ln ‖e‖d)e

= ‖e‖1+µd
e>d>(− ln ‖e‖d)[PAd(− ln ‖e‖d)e+Pg(Cd(− ln ‖e‖d)e)]

e>d(− ln ‖e‖d)PGdd(− ln ‖e‖d)e

≤ ‖e‖1+µd

−ρ−v>PLCv+‖Cv‖µRk
v>P exp(ln ‖Cv‖µRk

G0)LCv

v>GdPv

= ‖e‖1+µd

−ρ+v>P [‖Cv‖µ
Rk

exp(ln ‖Cv‖µRk
G0)−In]LCv

v>PGdv

where v = d(− ln ‖e‖d)e belongs to the unit sphere, i.e. v>Pv = 1.
According to the first LMI of the system (13), the following condition
holds:

0 < v>PGdv = 0.5v>(PGd+G>dP )v ≤ 0.5λmax(P−
1
2G>dP

1
2 +P

1
2GdP

− 1
2 )

Since we have

q>LCv ≤ ‖Lq‖Rk‖Cv‖Rk , ∀q ∈ Rn

then denote λ := ‖Cv‖Rk , we derive

v>P [λµ exp(lnλµG0)− In]LCv ≤ ‖L>[λµ exp(lnλµG>0 )− In]Pv‖Rkλ.

Therefore the inequality ‖L>[λµ exp(lnλµG>0 ) − In]Pv‖Rkλ < ρ can be
written in the following form

P [λµ exp(lnλµG0)− In)]LL>[λµexp(lnλµG>0 )− In]P ≺ ρ2P
λ2 .

or, equivalently,
Ξ(λ)LL>Ξ(λ) ≺ ρ2P−1.

In addition, the matrix inequality P � γC>C implies λ ∈ [0, 1/γ].
Consequently, if (13) and (14) are satisfied, then ∃c > 0 such that

d

dt
‖e(t)‖d < −c‖e(t)‖1+µd

which implies that the observation error dynamics (12) is globally uni-
formly asymptotically stable.

Finally, we proved that (11) is a d-homogeneous observer of degree µ
for the linear system (9). �

Remark 3.1 Since supλ∈[0,1/γ] ‖Ξ(λ)‖ → 0 as µ → 0 (see Proposition
11.1 in [20]), the system of matrix inequalities (13) and (14) is always
feasible if µ is sufficiently small. In addition, by fixing the value λ ∈ [0, 1

γ
],

(13) and (14) become a system of LMIs, which can be solved using any
appropriate mathematical software.

Remark 3.2 The main difference between this paper and reference [20]
is that this paper indicates the relation between the linear Luenberger ob-
server with linear constant matrix gain L and homogeneous observer with
nonlinear function g(Ce) depending on L, which makes the homogeneous
observer easy to be implemented in the practice by the engineer. This
relation can be used to significantly improve the performance of linear ob-
server, which is supported by the experiments in the Section 4.
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3.2 From a linear observer to a homogeneous one

Notice that for µ = 0 the homogeneous observer (11), (15) becomes the
Luenberger one with

g(σ) = Lσ, σ = Ce (17)

and the system of matrix inequalities (13), (14) is simplified to be

PA+A>P + 2ρP + PLC + C>L>P ≺ 0, P � 0, ρ � 0 (18)

It is well-known [22] that the feasibility of the latter inequality is the suf-
ficient and necessary condition for the exponential stability of observation
error dynamics (12) (with the decay rate ρ > 0).

In order to guarantee that the homogeneous observer performance is
always better than linear observer in practice, we introduce a saturation
function sata,b : R+ 7→ R+ as follows

sata,b(η) =


b if η ≥ b,
η if a < η < b,
a if η < a,

η ∈ R+. (19)

A new function g(σ) with a saturation function is given by

ga,b(σ) = sata,b(‖σ‖µRk ) exp(ln sata,b(‖σ‖µRk )G0)Lσ, (20)

where G0 and L are defined in Theorem 3.1.
From (19) we conclude that g1,1(σ) = Lσ and

g0,+∞(σ) = ‖σ‖µRk exp(ln ‖σ‖µRkG0)Lσ.

In other words, the pair a ∈ (0, 1] and b ∈ [1,+∞) parameterize a family of
nonlinear observers which has the Luenberger observer and homogeneous
observer as the limit cases. This motivates the research for an ”upgrading”
of the Luenberger observer to the homogeneous one.

Assume that we have the Luenberger observer of the following form

ż = Az +Bu+ Llin(Cz − y) (21)

such that the observation error dynamics

ė = Ae+ Llinσ, σ = Ce (22)

is already designed. In order to apply the method proposed in Theorem
3.1, the following algorithm can be applied:

1) Take the gain Llin ∈ Rn×k of the existing Luenberger observer and
select the parameters G0 ∈ Rn×n and µ ∈ R such that the system of
matrix inequalities (13) and (14) is feasible2 with respect to γ > 0,
ρ > 0 and P � 0.

2) Replace the gain L of (20) by Llin.

3) Select a = b = 1 which means we start from a linear observer.

4) Increase b > 1 and decrease a < 1 if it can improve an estima-
tion precision or the quality of the whole control system, since the
estimation precision cannot be evaluated directly.

2Computational procedures for solving the system of nonlinear matrix inequalities of the
form (13),(14) are developed in [14] for a linear dilations with diagonal matrix Gd.
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Theoretically, the improvement of control performance (for example:
faster transition) follows from Proposition 2.1 and Theorem 3.1. However,
their proofs are based on the mathematical model, and all mathematical
models are only the approximation of real system. In practice, a serious
degradation of control performance may happen as well due to this reason.
The objective of introducing and tuning parameters a and b is to solve the
above problem and to guarantee that this homogeneous observer always
has a better quality than linear Luenberger one. At least, it will be never
worse than Luenberger observer which prevents the possible degradation
of control performance while upgrading the linear observer. In Section
4 we will illustrate the experiment results of the proposed scheme via
quadrotor platform.

Notice that if the gains of linear observer have already been optimally
adjusted, then the improvement based on homogeneous observer can not
be huge and in this case the value of parameters a and b could be close 1.

4 Upgrade a linear filter for QDrone of
QuanserTM

In this section, we will show how to apply the result presented in Section
3 to realize the control of quadrotor.

4.1 Quanser platform

Quanser QDrone� is a quadrotor with a powerful chip on board. The
hardware parameters of quadrotor are following m = 1.07kg, the gravity
g = 9.8m/s2, the motor distance Lroll = 0.2136m, Lpitch = 0.1758m,
the roll inertia Ixx = 6.85 × 10−3kgm2, the pitch inertia Iyy = 6.62 ×
10−3kgm2, the yaw inertia Izz = 1.29× 10−2kgm2, the thrust coefficient
k = 1.93× 10−8 N

RPM2 and the drag coefficient c = 0.26× 10−9 Nm
RPM2 .

The QDrone platform used in this paper includes two types of sensors:
External OptiTrack and on-board IMU that measure the system state
values in different frames with different sampling frequencies.

1. External OptiTrack: The OptiTrack system equips ultra-red cam-
era to measure the position and attitude of quadrotor with a max-
imum 100Hz sampling frequency in real-time (sampling frequency
depends on the number of quadrotor localized: in our case only 1
quadrotor is localized). It can provide the following state informa-
tion in Earth frame

E [x, y, z, φ, θ, ψ]

where x, y, z denote the position and φ, θ, ψ represent the Euler angle
roll, pitch and yaw, respectively.

2. On-board IMU: The on-board IMU sensor including accelerom-
eter, gyroscope, magnetometer and barometer, works with a maxi-
mum 1000Hz sampling frequency. It can provide the following mea-
surements

B [φ̇, θ̇, ψ̇, ax, ay, az, Tx, Ty, Tz, Pg]

where φ̇, θ̇, ψ̇ are the angular velocities around x, y, z axis respec-
tively, ax, ay, az denote the associated acceleration along each axis,
Tx, Ty, Tz represent magnetism, and Pg represents the air pressure.
All the values measured by on-board IMU are in body frame.
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It is worth noting that these two types of sensors cannot measure the
velocity (ẋ, ẏ, ż) or provide a synchronized data, which are problems for
controller design. The next subsection will show how Quanser overcomes
these two problems by linear filter.

4.2 Linear filter of Quanser

Concerning the controller design problem for quadrotor, considerable meth-
ods are proposed in the literature, such as H∞, Backstepping, MPC, Slid-
ing mode, and so on. For QDrone platform, Quanser realized 4 inde-
pendent PID controllers for the regulation of x, y, z and ψ, respectively.
Recently, we presented an efficient homogeneous PID controller [5], by
upgrading the Quanser’s PID controller, which shows a substantial im-
provement of the control performance. However, two important problems
need to be solved before applying those mentioned control methods

1. Unavailable information: OptiTrack and IMU cannot provide
the velocity information (ẋ, ẏ, ż), which is necessary for the control
method mentioned above. How to compute the velocity is the first
problem to be overcome.

2. Asynchronous sampling frequency: The measurement of IMU
has a higher sampling frequency than OptiTrack. How to combine
the high frequency acceleration data with the low frequency position
data to estimate the velocity is the second issue.

To solve the above two problems, Quanser proposed the following two
filters to obtain a better estimation of velocity (ẋ, ẏ, ż)

1. Differentiation: This filter is to solve the problem of computing
derivatives. Precisely, the following transfer function

Hdiff (s) =
2500s

s2 + 100s+ 2500
(23)

was used to estimate the derivative ˙̂p of the input signal p(t), i.e.

sp̂(s) = Hdiff (s)p(s)

2. Data fusion: To overcome the second problem, Quanser designed
another filter to make the data fusion which merges the reading
from IMU (noted as aimu) and the estimated derivative (via the
filter Hdiff of (23)) of the reading from OptiTrack (noted as pcam).
Consider these datum with different sampling frequencies as input
signal, the following two transfer functions

Hhigh(s) =
s

s2 + 4s+ 0.1
(24)

Hlow(s) =
4s+ 0.1

s2 + 4s+ 0.1
(25)

are applied to make the data fusion. Precisely, with OptiTrack read-
ing pcam(t), its derivative ˙̂pcam(t) is estimated by

sp̂cam(s) = Hdiff (s)pcam(s)

Due to the fact that ˙̂pcam(t) is low frequency data (100Hz) while
the on-board IMU is high frequency data (1000Hz), a further im-
provement on the estimation of ˙̂pcam(t) by using both datum from
IMU and OptiTrack can be realized by

sp̂fus(s) = Hlow(s)sp̂cam(s) +Hhigh(s)aimu(s) (26)
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where p̂fus is the signal synchronized.

In summary, a better estimation is implemented by merging the derivative
of low frequency reading of OptiTrack pcam(t) and high frequency reading
of IMU aimu(t), which can be presented as follows

sp̂fus(s) = HQ1(s)pcam(s) +HQ2(s)aimu(s) (27)

with

HQ1(s) = Hlow(s)Hdiff (s) = 2500(4s+0.1)s

(s2+4s+0.1)(s2+100s+2500)
(28)

and
HQ2(s) = Hhigh(s) =

s

s2 + 4s+ 0.1
(29)

It is worth noting that the position reading of OptiTrack (x, y, z) and
the acceleration reading of IMU (ax, ay, az) need to be transformed into
the same frame before merging them by (27). Finally it is the estimated
linear velocity ( ˙̂x, ˙̂y, ˙̂z) that is used to implement the controller.

Furthermore the adopted linear filters by Quanser are relatively simple
to be implemented. As to present in the next section, an upgrading of
linear filter based on Quanser’s parameters of linear filters, provides a
better estimation precision and robustness.

4.3 Homogenization of Quanser’s filters

In the previous subsection, we explained how Quanser designs two filters
to obtain the derivative estimation from two asynchronous readings of
OptiTrack and IMU. In this subsection, we detail how to apply the theo-
retical result of Section 3 to Quanser’s filters. To do this, two steps need
to be effectuated:

� Step 1: Find a linear system (LTI) which is able to estimate the
linear velocity (ẋ, ẏ, ż) by using both position and acceleration mea-
surements, that is the same objective as the two filters proposed by
Quanser;

� Step 2: Using the theoretical result of Section 3 to upgrade the LTI
to a homogeneous one, which means the homogeneous observer is
based on the parameters of LTI.

The following details how to realize the above two steps.

Step 1: For the sake of simplicity, the following explains how to estimate
the linear velocity along x-axis by using the x-axis position of OptiTrack
reading pcamx and x-axis acceleration of IMU reading aimux . The same
scheme is applied to estimate the linear velocity of other axes.

Consider quadrotor as a rigid body system, Newton’s second law of
motion leads to the quadrotor dynamics along x-axis as follows

ṗx = vx

v̇x = ax
(30)

where px represents the x-position of the mass center of the quadrotor,
vx = ẋ is the velocity along x-axis and ax corresponds the acceleration
associated with x-axis . Suppose now we have the two asynchronous
readings pcamx and aimux , which have the following relations with px and
ax

px = pcamx − ω(t)

ax = aimux + d(t)

11



where ω(t) represents the position error along x-axis between the mea-
surement of OptiTrack and the real position px, and d(t) represents the
acceleration error along x-axis between the measurement of IMU and the
real acceleration ax. In general, d(t) can be approximated by a high-order
polynomial function of t, however in our study d(t) is assumed to be con-
stant , i.e. ḋ = 0. Hence, the dynamic model (30) can be re-written into
the following LTI model with noisy output

Ẋ = AX +Bu = AX +Baimux

Y = CX + ω = pcamx
(31)

where X = [px, vx, d]T , A =

0 1 0
0 0 1
0 0 0

, B = [0, 1, 0]T , C = [1, 0, 0], and

u = aimux .
Obviously (31) is observable by checking the rank condition. Hence

we can design the following Luenberger observer

˙̂
X = AX̂ +Baimux + L(pcamx − CX̂) (32)

and it is clear to see that X̂ converges to a neighborhood of X (depending
on the bound of the noise ω), if the gain L = [l1, l2, l3]T makes A − LC
be Hurwitz.

Obviously, a more reasonable choice of L is to approximate these two
transfer functions HQ1 and HQ2 defined in (28) and (29), since Quanser
spends considerable time to find the optimal parameters of these two
transfer functions. To this aim, we apply the Laplace transformation to
(32) and then a straightforward calculation yields the following relation

X̂2(s) = HL1(s)pcamx +HL2(s)aimux (33)

where

HL1(s) =
s(l2s+ l3)

s3 + l1s2 + l2s+ l3
(34)

and

HL2(s) =
(s+ l1)s

s3 + l1s2 + l2s+ l3
(35)

Hence, by comparing the above two transfer functions HL1 and HL2

with HQ1 and HQ2 defined in (28) and (29), the following value of L =
[l1, l2, l3]> with

l1 = 30, l2 = 4l1 = 120, l3 = 0.1l1 = 3 (36)

are selected for the purpose of well fitting the bode diagrams of HL1 and
HL2 to those of HQ1 and HQ2 , such that the designed Luenberger observer
processes the similar performance as Quanser’s filters.

With the chosen parameter L, Fig. 1 depicts the bode diagrams of
Quanser’s transfer functions and those of HL1 and HL2 derived from the
deduced Luenberger observer. In the left of Fig. 1, the frequency response
of HQ1 defined in (28) is compared with that of HL1 defined in (34), and
we can see that in the low frequency band 0−100Hz (the main operational
frequency band for quadrotor) the transfer function HL1 has a similar
magnitude as that of HQ1 , but with a smaller phase shift than HQ1 .
Meanwhile, as depicted in the right of Fig. 1, the frequency response
of HL1 matches exactly that of HQ1 for the whole frequency domain.
Those comparisons prove that the deduced Luenberger observer (32) can
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Figure 1: Bode diagram of transfer functions. Left: HQ1
and HL1

; Right: HQ2

and HL2

precisely approximate Quanser’s filters in the main operational frequency
band for quadrotor.

Step 2: Based on the Luenberger observer proposed in (32) and its pa-
rameters (36), we can design the following homogeneous observer proposed
in Section 3

˙̂
X = AX̂ +Baimux + g(pcamx − CX̂) (37)

where the function g defined in (20) is of the following form

g(pcamx − CX̂) = sata,b(‖Ce‖µRk ) exp(ln sata,b(‖Ce‖µRk )G0)LCe (38)

with e = X − X̂ and G0 =

0 0 0
0 1 0
0 0 1

, L = [l1, l2, l3]T is given in (36),

and the parameters a, b, µ, detailed in Section 3, are given by the following
values in our experiments: µ = −0.25, x and y direction: a = 0.1, b =
2, z direction: a = 0.25, b = 1. Please notice that if there is already
a Luenberger observer in the original system, we can upgrade it to a
homogeneous one directly by its parameters.

4.4 Experiment results

In this part, two experimental results will be presented. The first one is
using Quanser’s filters and homogeneous controller proposed in [5]. The
second one is based on the homogeneous observer (37) and the same ho-
mogeneous controller. The comparison of these two experimental results
illustrates the further improvement by homogeneous observer. The exper-
iment is based on the set-points tracking which are defined in Earth frame:
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[x, y, z, ψ] = [0, 0, 0, 0]→ [0, 0, 0.2, 0]→ [0.5, 0, 0.2, π
3

]→ [0.5, 0.5, 0.2, π
3

]→
[−0.5,−0.5, 0.8, 0]→ [0, 0, 0.8, 0]→ [0, 0, 0.018, 0].

Fig. 2 shows the position stabilization trajectory of x, y, z and ψ re-
spectively (experimental video, please follow https://youtu.be/4cwXG1k7Ojo).
It is clear to see that the nonlinear homogeneous observer proposed in this
paper provides the system a further improvement on precision, response
and robustness.

Table 1: Mean value of stabilization error

L2 Error (m) QF+HC HF+HC Improvement

‖errorx‖L2
0.0851 0.0760 10.69%

‖errory‖L2 0.0491 0.0248 49.49%
‖errorz‖L2

0.0166 0.0089 46.39%
‖errorψ‖L2

0.0426 0.0283 33.57%

The least square stabilization errors (L2-error) between Quanser’s fil-
ter (QF) with homogeneous controller (HC) and homogeneous filter (HF)
with homogeneous controller during the steady state are compared in Ta-
ble 1. In both experiments, the steady state of x, y, ψ and z is defined from
4 and 2 sec respectively after the z reference switches to 0.8m and ends
at the instant that the z reference switches to 0.018m. Obviously the sig-
nificant improvement of the L2-error in x and z is more than 45%. Since
the movement of ψ is coupled with other direction movements in practice,
when x, y and z converge faster with a higher precision, the precision of
ψ has been improved as well which coincides with the result in Table 1.
Please notice that, compared with the result of [5], Table 1 demonstrates
an additional improvement by using the homogeneous observer with ho-
mogeneous controller.

5 Conclusion

In this paper, a simple method about how to “upgrade” a linear observer
to a nonlinear homogeneous one is developed. Since the linear observer is
widely applied in practice, and its parameters are well tuned by the man-
ufacturer, the proposed method can be easily use to upgrade the existing
linear observer to a homogeneous one, by using the same parameters from
linear observer, and providing better performance. Such a method scales
the linear parameters in a generalized homogeneous way that depends on
the norm of the available estimation error Cz−y. The saturation function
has been introduced in the homogeneous observer in order to guarantee
that the homogeneous observer is always better than linear one. In addi-
tion, the proposed homogeneous observer has been proved to have a faster
convergence and better robustness than linear ones. Finally, the theoret-
ical results have been validated by the real experiments on quadrotor
platform ( QDrone of QuanserTM ). The experimental results show that
the generalized homogeneous observer upgrading from linear one improves
the precision and robustness of original quadrotor system.
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