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Abstract. In distributed pseudorandom functions (DPRFs), a PRF secret key SK is secret shared
among N servers so that each server can locally compute a partial evaluation of the PRF on some
input X. A combiner that collects ¢ partial evaluations can then reconstruct the evaluation F(SK, X)
of the PRF under the initial secret key. So far, all non-interactive constructions in the standard model
are based on lattice assumptions. One caveat is that they are only known to be secure in the static
corruption setting, where the adversary chooses the servers to corrupt at the very beginning of the
game, before any evaluation query. In this work, we construct the first fully non-interactive adaptively
secure DPRF in the standard model. Our construction is proved secure under the LWE assumption
against adversaries that may adaptively decide which servers they want to corrupt. We also extend our
construction in order to achieve robustness against malicious adversaries.

Keywords. LWE, pseudorandom functions, distributed PRFs, threshold cryptography, adaptive secu-
rity.

1 Introduction

Pseudorandom functions are fundamental objects in cryptography as most central tasks
of symmetric cryptography (like secret-key encryption, message authentication or identifica-
tion) can be efficiently realized from a secure PRF family. Beyond their use for cryptographic
purposes, they can also be used to prove circuit lower bounds [61] and they are strongly con-
nected to the hardness of certain tasks in learning theory [66].

Goldreich, Goldwasser and Micali (GGM) [37] showed how to build a PRF from any
length-doubling pseudorandom generator (PRG). In turn, PRGs are known [42] to exist
under the sole assumption that one-way functions exist. However, much more efficient con-
structions can be obtained by relying on specific number theoretic assumptions like the
Decision Diffie-Hellman assumption [56] and related variants [30,48,18,22] or the hardness of
factoring [56,57].

In the context of lattice-based cryptography, the noisy nature of hard-on-average prob-
lems, like Learning-With-Errors (LWE) [62], makes it challenging to design efficient PRF
families. In order to design PRFs with small-depth evaluation circuits, several works [9,17,8]
rely on the Learning-With-Rounding (LWR) technique [9], which is a “de-randomization” of
LWE where noisy vectors are replaced by rounded vectors.

An appealing advantage of lattice-based techniques is that they enable the design of key-
homomorphic PRF families [17,8]. Namely, assuming that their range and key space form an

* This is the full version of a paper published in the proceedings of TCC 2018. It contains all the proofs that were
omitted from the proceedings version.



additive group, for any input x and keys s, t, we have Fy¢(x) ~ Fs(z) + Fi(x). In turn, key-
homomorphic PRFs provide simple and non-interactive constructions of distributed pseudo-
random functions [55]. In a (threshold) distributed PRF (DPRF), secret keys are broken into
N shares sq, ..., sy, each of which is given to a different server. Using its secret key share s;,
the i-th server can locally compute a partial evaluation Fg,(z) of the function. A dedicated
server can then gather at least ¢ < N correct partial evaluations Fy, (7),..., Iy, (x) and re-
construct the evaluation Fy(x) for the long-term key s. As such, threshold PRFs inherit the
usual benefits of threshold cryptography [27]. First, setting ¢ < N allows for fault-tolerant
systems that can keep running when some server crashes. Second, the adversary is forced to
break into ¢ servers to compromise the security of the whole scheme. Ideally, servers should
be able to generate their partial evaluations without interacting with one another.
Distributed PRFs were initially suggested by Micali and Sidney [52] and received a lot of
attention since then [55,56,58,29,31]. They are motivated by the construction of distributed
symmetric encryption schemes [5], distributed key distribution centers [55], or distributed
coin tossing and asynchronous byzantine agreement protocols [19]. They also provide a dis-
tributed source of random coins that allows removing interaction from threshold decryption
mechanisms, such as the one of Canetti and Goldwasser [21].

Boneh et al. [17] gave a generic construction of non-interactive DPRF from any almost
key homomorphic PRF (where “almost” means that Fy¢(x) only needs to be sufficiently
“close” to Fy(x) + Fy(z)). Their construction, however, is only proved to be secure under
static corruptions. Namely, the adversary has to choose the corrupted servers all-at-once and
before making any evaluation query.

CONTRIBUTION. We consider the problem of proving security in the stronger adaptive cor-
ruption model, where the adversary chooses which servers it wants to corrupt based on the
previously obtained information. In particular, an adaptive adversary is allowed to obtain
partial evaluations before corrupting any server. We show that allowing a single partial eval-
uation query before the first corruption query already results in a definition which is strictly
stronger than that of static security. Moreover, for a polynomial N and when ¢t ~ N/2,
proving adaptive security is considerably more challenging as a trivial complexity lever-
aging argument (i.e., guessing the set of corrupted servers upfront) makes the reduction
super-polynomial, which is not satisfactory. In this work, we aim at security proofs based on
reductions that do not amplify the adversary’s running time and advantage inverses more
than polynomially.

In this stronger adversarial model, we provide the first realization of non-interactive
distributed pseudorandom function with a security proof under a polynomial reduction. We
prove the security of our construction in the standard model under the Learning-With-Errors
(LWE) assumption [62] with super-polynomial approximation factors. Our security proof is
given under a game-based definition (instead of a potentially stronger simulation-based one)
of adaptive security. However, previous realizations [17] of non-interactive DPRFs in the
standard model were analyzed under a game-based definition which is provably weaker than
our definition as it only considers static corruptions.

In its basic version, our DPRF is only secure against passive adversaries. Robustness



against malicious adversaries can be achieved using leveled homomorphic signatures [40], as
was suggested by earlier works on threshold lattice-based cryptography [15,16]. One caveat is
that, in the adaptive corruption setting, the security proof of our robust DPRF relies on the
assumption that servers can erase their internal random coins after having generated a proof
that a partial PRF evaluation is correct. We note, however, that assuming reliable erasures
is quite common in the context of adaptive corruptions (see, e.g., [20]). To our knowledge,
we thus obtain the first DPRF candidate which is simultaneously: (i) secure under adap-
tive corruptions in the standard model under a well-studied assumption; (ii) robust against
malicious adversaries; (iii) non-interactive (i.e., each server only sends one message to the
combiner that reconstructs the final output of the PRF).

TECHNIQUES. The security proof of the generic DPRF construction of [17] stands in the
static corruption model. In the adaptive corruption setting, the difficulty is that, by making
N partial evaluation queries before corrupting any server, the adversary basically commits
the challenger to all secret key shares. Hence, a reduction that only knows ¢t — 1 ~ N/2
shares is unlikely to work as it would have to make up its mind on which set of ¢ — 1 shares it
wants to know at the outset of the game. In particular, this hinders a generic reduction from
the security of an underlying key-homomorphic PRF. This suggests finding a reduction that
knows all shares of the secret key, making it easier to consistently answer adaptive corruption
queries.

To this end, we turn to lossy trapdoor functions [59], which are function families that
contain both injective and lossy functions with computationally indistinguishable evaluation
keys. We rely on the fact that the LWE function and its deterministic LWR variant [9] are
both lossy trapdoor functions (as shown in [39,10,7]). Namely, the function that maps s € Z™
to |A - s], is injective when A € Z;*" is a random matrix and becomes lossy when A is
of the form A - C + E, where A € Z’q”X”/, C e ZZ/X" are uniformly random, n’ < n and
E € Z™*" is a small-norm matrix. Our idea is to first construct a PRF which maps an input
r to [A(z) - 8]y, where s € Z" is the secret key and A(z) € Zy*" is derived from public
matrices. We thus evaluate a lossy trapdoor function on an input consisting of the secret
key using a matrix that depends on the input. In the security proof, we use admissible hash
functions [14] and techniques from fully homomorphic encryption [35] to “program” A(z) in
such a way that, with non-negligible probability, it induces a lossy function in all evaluation
queries  and an injective function in the challenge phase.’? By choosing a large enough ratio
q/p, we can make sure that evaluation queries always reveal the same information about the
secret s. Since | A(z*) - s], is an injective function in the challenge phase, we can argue that
it has high min-entropy, even conditionally on responses to evaluation queries. At this point,
we can extract statistically uniform bits from | A(z*) - s], using a deterministic randomness
extractor: analogously to the deterministic encryption case [60], we need to handle a source
that may be correlated with the seed.

4 We note that this use of lossy trapdoor functions is somewhat unusual since their injective mode is usually used
to handle adversarial queries while the lossy mode comes into play in the challenge phase.

> We use a “find-then-guess” security game where the adversary obtains correct evaluation for inputs of its choice
before trying to distinguish a real function evaluation from a random element of the range.



We note that the above approach bears resemblance with key-homomorphic PRFs [17,8]
which also evaluate functions of the form |[A(x) - s],. However, our proof method is very
different in that it relies on the lossy mode of LWE and the homomorphic encryption scheme
of [35]. The advantage of our approach is that the challenger knows the secret key s at all
steps of the security proof. In the distributed setting, this makes it easier to handle adaptive
adversaries because the reduction can always correctly answer corruption queries. In order to
share the secret key s among N servers, we rely on the Linear Integer Secret Sharing (LISS)
schemes of Damgérd and Thorbek [26], which nicely fit the requirements of our security
proof. Among other properties, they allow secret key shares to remain small with respect to
the modulus, which helps us making sure that partial evaluations — as lossy functions of their
share — always reveal the same information about uncorrupted shares. Moreover, they also
enable small reconstruction constants: The secret s can be recovered as a linear combination
of authorized shares with coefficients in {—1,0, 1}, which is useful to avoid blowing up error
terms when partial evaluations are combined together. A notable difference with [26] is that
our DPRF uses a LISS scheme with Gaussian entries (instead of uniform ones), which makes
it easier to analyze the remaining entropy of the key in the final step of the proof. As
an additional benefit, our DPRF and its security proof are not limited to threshold access
structures, but extend to access structures (e.g., monotone Boolean formulas) that can be
expressed in terms of LISS.

RELATED WORK. As mentioned in [17], the early DPRF realizations [52] were only efficient
when the threshold ¢ was very small or very large with respect to the number of parties
N. Before 2010, other solutions [55,56,58,29,31] either required random oracles [55] or mul-
tiple rounds of interaction [56,58,29,31]. Boneh, Lewi, Montgomery and Raghunathan [17]
(BLMR) gave a generic construction of non-interactive DPRF from key-homomorphic PRFs.
They also put forth the first key-homomorphic PRF in the standard model assuming the
hardness of LWE. Banerjee and Peikert [8] generalized the BLMR construction and obtained
more efficient constructions under weaker LWE assumptions. Boneh et al. [16,15] described
another generic DPRF construction from a general “universal thresholdizer” tool, which al-
lows distributing many cryptographic functionalities. So far, none of these solutions is known
to provide security under adaptive corruptions.

In the context of threshold cryptography, adaptive security has been addressed in a large
body of work [20,32,46,51,1,6]. These techniques, however, require interaction ¢ and none of
them is known to be compatible with existing non-interactive DPRFs. While lattice-based
threshold protocols were studied by Bendlin et al. back in 2010 [12,13], they focused on dis-
tributing decryption operations or sharing lattice trapdoors and it is not clear how to apply
them in our setting. Boneh et al. [16,15] showed how to generically compile cryptographic
functionalities into threshold functionalities using distributed FHE. However, they do not
consider adaptive corruptions and proceed by generically evaluating the circuit of the func-
tionality at hand. While we follow their approach of using fully homomorphic signatures to
acquire robustness, our basic PRF is a direct and more efficient construction.

To our knowledge, the approach of using lossy trapdoor functions to construct advanced

5 Except in some cases in which all players always correctly provide their contribution to the computation.
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PRFs was never considered before. In spirit, our construction is somewhat similar to a
random-oracle-based threshold signature proposed in [49], which also relies on the idea of
always revealing the same information about the key in all evaluation queries. This DDH-
based threshold signature can be turned into an adaptively secure DPRF in the random
oracle model (like a variant of the Naor-Pinkas-Reingold DPRF [55]) but it has no standard-
model counterpart.

After the publication of the proceedings version of this work, our adaptively secure DPRF
served as a building block [50] for a multi-client functional encryption (MCFE) scheme [38]
allowing to compute linear functions on inputs coming from distinct sources. We note that
the DDH-based MCFE of Chotard et al. [23] can be interpreted as relying on an adaptively
secure variant of the DPRF proposed by Naor et al. [55]. In both [23,50], adaptive corrup-
tions in the MCFE setting are implicitly handled by relying on an adaptively secure DPRF.

The idea of using randomness extraction as part of the security proof of a PRF appears
in [41, Section 6.2], where the function only needs to be secure in a model without evalua-
tion queries. Here, we have to handle a different setting which prevents us from using the
standard Leftover Hash Lemma.

ORGANIZATION. Section 2 recalls some relevant material about lattices, pseudorandom func-
tions and integer secret sharing. A centralized version of our DPRF is presented in Section 3
as a warm-up. We describe its distributed variant in Section 4. In Section 5, we explain how
the techniques of [16,15] apply to obtain robustness without using interaction nor random
oracles.

2 Background

For any ¢ > 2, we let Z, denote the ring of integers with addition and multiplication modulo q.
We always set ¢ as a prime integer. For 2 < p < g and = € Z,, we define |z, := |[(p/q) -x] €
Z,. This notation is readily extended to vectors over Z,. If x is a vector over R, then |x||
denotes its Euclidean norm. If M is a matrix over R, then |[M]|| denotes its induced norm.
We let 0,,(M) denote the least singular value of M, where n is the rank of M. For a finite
set S, we let U(S) denote the uniform distribution over S. If X is a random variable over
a countable domain, the min-entropy of X is defined as H(X) = min,(— log, Pr[X = z]).
If X and Y are distributions over the same domain, then A(X,Y") denotes their statistical
distance. Let 3 € R™*" be a symmetric positive definite matrix, and ¢ € R". We define the
Gaussian function on R" by ps «(x) = exp(—7(x — ¢)' X7} (x — ¢)) and if ¥ = 02 - I,, and
¢ = 0 we denote it by p,. For any discrete set A C R" the discrete Gaussian distribution

PX.c

Dy 5z has probability mass Prx.p, . [X = x| = r((j;, for any x € A. When ¢ = 0 and
3 =2 -1, we denote it by Dy,.

Lemma 2.1 ([54, Lemma 4.4]). For 0 = w(y/logn) there is a negligible function ¢ = £(n)

such that
1+e¢

1—c¢

27’!1

Pr x| > oyn] <

XNDzn o



Lemma 2.2 ([7, Lemma 2.7]). Let p,q be positive integers such that p < q. Given R >0
an integer, the probability that there exists e € [—R, R] such that |y|, # |y + e],, when
y < U(Z,), is smaller than 2Rp

Lemma 2.3. Letq be a prime and M be a distribution over Zy"™*™ such that A (/\/l, Uz mX"))

is less than . For any distribution V over Z; we have A </\/l -V, U(Z;”)) <etoa- (1 im),
where o := Pr[V = 0].

Proof. We first compute the statistical distance A (U (zZg=m) -V, U (Z?)) which is equal to

where the probabilities are taken over the choices of M < U(Z;**") and v <= V. It is also

52

YEZY

1
Pr Mv =y|v#0]- Pr[v%O]—l—l\P/I’r[MV =ylv=0] -Pr[v=0] - —
M,v v v v qm

Notice that when the columns of M are uniform in Z7* and v # 0 then Mv is uniform
in Z;" since at least one column of M gets multiplied by a non-zero scalar, and ¢ is prime.
By considering the sum for all terms such that y # 0 and then y = 0, we have

1 1 1 1
2A (U2 -V, U(ZT) ) = (" = 1) | — (1 — « —i—k‘ l—a)+a——/|,
(U@ -v,uzm) = ( om0 -+ | m1-a) —
SO thatA(U (zZg=m)- v, U ) (1 — —) The claim follows from the triangle inequality

A(M-V,U(Z )) A(M-VU@Z ™) - V) + A(UZ™) -V, U(Z))

2.1 Lattices

0) < ¢ with A

For a lattice A, we define 7.(A) as the smallest 7 > 0 such that p/.(A4\ 0
") < /n. We define

denoting the dual of A, for any € € (0,1). In particular, we have 1y-»(Z
A°(A) = min([|x]|e : x € A\ 0).

For a matrix A € Z7*™, we define the lattices A+ (A) = {x € Z™ : A-x = 0 mod ¢} and
AA) = AT 7" + qzm.

Lemma 2.4 ([34, Lemma 5.3]). Let m > 2n-logq and q > 2 prime and let A <> U(Zy*™).
With probability > 1 — 2720 we have A°(A(A)) > q/4.

Lemma 2.5 (Adapted from [54, Lemma 4.4]). For any n-dimensional lattice A, X', ¢ €
R™ and symmetric positive definite 3 € R™™ satisfying ,(vVE) > 15-n(A), we have

pue(A+x) € [1 =27 1+427" det(2)"?/det(A).
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Lemma 2.6. Let e € (0,1), c € R and 0 > 0 such that o > \/ln 2(1+1/e)/m. Then

2
Heo(Dz,) > log(o) — log (1 T ~ 5> -

In particular, for o = 2(y/n), we get Ho(Dyz 4c) > log(o) — 27,

Proof. From [54, Lemma 3.3] we know that n.(Z) < \/ln 2(1+1/e)/m. So o > n.(Z). By [53,
Lemma 2.5], this implies that 1= - p,(Z) < p,.(Z), which translates into

1+e
1
HOO(DZ,J,C) Z HOO(DZ,O') - 1Og (1 * 6)
—€
By Poisson’s summation formula, we have p,(Z) > o, so Ho(Dz,,) > logo. 0

Definition 2.7 (LWE). Let m > n > 1, ¢ > 2 and a € (0,1) be functions of a security
parameter A € N. The LWE problem consists in distinguishing between the distributions
(A,ATs+e) and U(Z}*™ x Z7"), where A ~ U(Zp*™), s ~ U(Z}) and € ~ Dgm oq. For an
algorithm A : Ziy*™ X 7 — {0, 1}, we define

AdviE, (A) = |PrlA(A,ATs +e) = 1] — PrlA(A,u) = 1],

q7m7n’a

where the probabilities are over A ~ U(Z}*™), s ~ U(Zy), u ~ U(Z]') and € ~ Dzm oq and
the internal randomness of A. We say that L\WE, , ..o s hard if for all ppt algorithm A, the
advantage Adv-"E (A) is negligible.

q7m7n7a

Micciancio and Peikert [53] described a trapdoor mechanism for LWE. Their technique
uses a “gadget” matrix G € Z;*™ for which anyone can publicly sample short vectors x € Z™
such that G -x = 0. As in [53], we call a short matrix R € Z"™*™ a G-trapdoor for a matrix
Aezy®if A-[R'|1,]" = H- G for some invertible matrix H € Z*" which is referred

to as the trapdoor tag. If H = 0, then R is called a “punctured” trapdoor for A.

Lemma 2.8 ([53, Section 5]). Assume that m > 2nlogq. There exists a ppt algorithm
GenTrap that takes as inputs matrices A € Zy=™, H € Zy*" and outputs matrices R €
{=1,1}™™ and

A=[A|-AR +HG] € Z>*"

such that if H € Zy*" is invertible, then R is a G-trapdoor for A with tag H; and if H = 0,
then R is a punctured trapdoor.

Further, in case of a G-trapdoor, one can efficiently compute from A, R and H a ba-
sis (bg)icom of AX(A) such that max; ||b;|| < O(m3/?).

Micciancio and Peikert also showed that a G-trapdoor for A € ZZL“’” can be used to
invert the LWE function (s,e) — AT -s+e, for any s € Z? and any error e € Z*™ such that

lell < a/O(m??).



2.2 Admissible Hash Functions

Admissible hash functions were introduced by Boneh and Boyen [14] as a combinatorial tool
for partitioning-based security proofs for which Freire et al. [33] gave a simplified defini-
tion. Jager [45] considered the following generalization in order to simplify the analysis of
reductions under decisional assumptions.

Definition 2.9 ([45]). Let {()\), L(\) € N be functions of a security parameter A € N. Let
AHF : {0,1}* — {0,1}F be an efficiently computable function. For every K € {0,1, L}*, let
the partitioning function Py : {0,1}* — {0,1} be defined as

0 if Vie[l] (AHF(X);=K;) vV (K;=1)

1 otherwise

Pr(X) = {

We say that AHF is a balanced admissible hash function if there exists an efficient
algorithm AdmSmp(1*, Q, §) that takes as input Q € poly(\) and a non-negligible §(\) € (0, 1]
and outputs a key K € {0,1, L} such that, for all XV ..., X@ X* ¢ {0,1}¢ such that
X* g {XWV . X@} we have

TaeN) 2 Pr [Pe(XW) =+ = Pe(X@) =1 A Pre(X*) = 0] 2 7ial),

where Ymax(A) and Ymin(A) are functions such that

7(A) = Y (A) - 6(A) — Yomax (A) ; Ymin (A)

is a non-negligible function of .

Intuitively, the condition that 7(\) be non-negligible requires Jyin(A) to be non-negligible
and the difference of Yax(A) — Ymin(A) to be small.
It is known [45] that balanced admissible hash functions exist for ¢, L = O(\).

Theorem 2.10 ([45, Theorem 1]). Let (Cy)en be a family of codes Cy : {0,1}¢ — {0, 1}*
with minimal distance c- L for a constant ¢ € (0,1/2). Then, (Cy)een is a family of balanced
admissible hash functions. Moreover, AdmSmp(1*,Q,8) outputs a key K € {0,1, L} for
which n = L%J components are not 1 and

Ymax = 2—717 Ymin = (1 - Q(l - C)>n : 2_777
and T = Yiin - 0 — Lmedmin sych that T > §/2mtt,

Lemma 2.11 ([47, Lemma 8],[2, Lemma 28]). For an input space X, consider a mapping
7y that maps a (Q+1)-tuple of elements (X*, X1,...,Xg) in X to a probability value in [0, 1].
We consider the following experiment where we first execute the PRF security game, in which
the adversary eventually outputs a quess b € {0,1} of the challenger’s bit b € {0,1} and
wins with advantage €. We denote by X* € X the challenge input and X;,...,Xqg € X the

8



evaluation queries. At the end of the game, we flip a fair random coin b" <= U({0,1}). With
probability v = v(X*, X1,...,Xg), we define b’ = b and, with probability, 1 — v, we define
b =b". Then, we have

[Pafl = 8] — 1/2] > - — Lo~

where Ymin and Ymax are the mazimum and minimum of v(X) for any X € X9+,

In our security proof, our use of admissible hash functions is inspired by the technique
applied by Freire et al. [33] to construct programmable hash functions [43] in the multi-
linear setting. Our PRF computes the LWR function for an input-dependent matrix A(z)
obtained as a product of GSW ciphertexts [35]. Using admissible hash functions, we program
the public parameters in such a way that, with noticeable probability, the gadget matrix G
vanishes from the expression of A (z) in all evaluation queries, but not in the challenge phase.

2.3 (Deterministic) Randomness Extractors

A consequence of the Leftover Hash Lemma was used by Agrawal et al. [2] to re-randomize
matrices over Z, by multiplying them with small-norm matrices. We also rely on the following
generalization of [2, Lemma 13].

Lemma 2.12. Let integers m,n,{ such that m > 2(n+Y{)-loggq, for some prime q > 2. Let
B,B « U(Z") and R <= U({—1,1}™). For any matriz ¥ € Z", the distributions
(B,R-B,R-F) and (B,B,R - F) are within 2= statistical distance.

In our security proof, we will need to extract statistically uniform bits from a high-
entropy source. Here, we cannot just apply the Leftover Hash Lemma since the source may
not be independent of the seed. For this reason, we will apply techniques from deterministic
extraction [64,28] and seeded extractors with seed-dependent sources [60]. In particular, we
will apply a result of Dodis [28] which extends techniques due to Trevisan and Vadhan [64]
to show that, for a sufficiently large £ > 0, a fixed £-wise-independent function can be used
to deterministically extract statistically uniform bits.

Lemma 2.13 ([28, Corollary 3]). Fiz any integers n, m, M, any real ¢ < 1 and any
collection X of M distributions over {0,1}™ of min-entropy n each. Define

- 1
E=n+logM, k:n—(210g5—l—loglogM—l—logn—f-O(l)),

and let F be any family of E-wise independent functions from m bits to k bits. With probability
at least (1 — 1/M), a random function f <= U(F) is a good deterministic extractor for the
collection X. Namely, the distribution f(X) is e-close to U({0,1}*) for any distribution
Xex.

It is well-known that &-wise independent functions can be obtained by choosing random
polynomials of degree £ — 1 over GF(2™) (which cost O(£m) bits to describe) and truncating
their evaluations to their first k& bits.



2.4 Linear Integer Secret Sharing

This section recalls the concept of linear integer secret sharing (LISS), as defined by Damgérd
and Thorbek [26]. The definitions below are taken from [63] where the secret to be shared
lives in an interval [—2, 2] centered in 0, for some [ € N.

Definition 2.14. A monotone access structure on [N] is a non-empty collection A of sets
A C [N] such that ) & A and, for all A € A and all sets B such that A C B C [N], we have
B € A. For an integer t € [N], the threshold-t access structure Ty i is the collection of sets
A C [N] such that |A] > t.

Let P = [N] be a set of shareholders. In a LISS scheme, a dealer D wants to share a
secret s in a publicly known interval [—2!, 2!]. To this end, D uses a share generating matrix
M € Z%*€ that is publicly known and a random vector p = (s, pa,...,pe) ", where s is the
secret to be shared {p; }5_, are chosen uniformly in [—20+A 200+A]e for a large enough [y € N.
The dealer D computes a vector 8 = (sy,...,584)" of share units as

s=(51,...,84) =M-p €7

Each party in P = {1,..., N} is assigned a set of share units. Letting ¢ : {1,...,d} — P
be a surjective function, the i-th share unit s; is assigned to the shareholder (i) € P, in
which case player (i) is said to own the i-th row of M. If A C P is a set of shareholders,
My € Z%*¢ denotes the set of rows jointly owned by A. Likewise, s4 € Z% denotes
the restriction of s € Z? to the coordinates jointly owned by the parties in A. The j-th
shareholder’s share consists of sy-1(;) € Z%, so that it receives d; = [¢~'(j)| out of the
d = Y%_, d; share units. The expansion rate p = d/N is defined to be the average number
of share units per player. Sets A € A are called qualified and A ¢ A are called forbidden.

Definition 2.15. A LISS scheme is private if, for any two secrets s,s’, any independent
random coins p = (8, pa, ..., pe), P = (5, phy, ..., pl.) and any forbidden set A of shareholders,
the distributions {s;(s,p) = M;-p | i € A} and {s;(s',p') = M;-p' | i € A} are 277N apart
in terms of statistical distance.

Damgérd and Thorbek [26] showed how to construct LISS schemes from integer span
programs [25].

Definition 2.16 ([25]). An integer span program (ISP) is a tuple M = (M, 1, €), where
M € Z4%¢ is an integer matriz whose rows are labeled by a surjective functionp : {1,...,d} —
{1,...,N} and e = (1,0,...,0) is called target vector. The size of M is the number of rows
d in M.

Definition 2.17. Let I be a monotone access structure and let M = (M, 1, €) an integer
span program. Then, M is an ISP for I' if it computes I': namely, for all A C{1,...,N},
the following conditions hold:

1. If A€ I, there exists a reconstruction vector X € Z94 such that X" - My =¢'.
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2. If AZ I, there exists k = (K1,...,ke)| € Z° such that My -k =0€Z and k" -e =1
(i.e., k1 = 1). In this case, the vector k is called a sweeping vector for A.

We also define kyax = max{|a| | a is an entry in some sweeping vector}.

Damgard and Thorbek showed [26] that, if we have an ISP M = (M, v, €) that computes
the access structure I', a statistically private LISS scheme for I" can be obtained by using
M as the share generating matrix and setting lo = [ + [logy(Kkmax(e¢ — 1))]| + 1, where [ is
the length of the secret. A qualified set of shareholders, A € A, can reconstruct the initial
secret s € [—2¢,2¢] from the shares s, € Z9 that are jointly owned by A, as follows. They
compute a reconstruction vector A € Z%, whose existence is guaranteed by the integer span
program. Then the secret is obtained as AT -s4 = AT -My-p=€' -p =s.

A LISS scheme £ = (M = (M, v,e),I',R,K) is thus specified by an ISP for the access
structure I, a space R of reconstruction vectors satisfying Condition 1 of Definition 2.17,
and a space KC of sweeping vectors satisfying Condition 2.

Lemma 2.18 ([63, Lemma 3.1]). Let ly = [ + [logy(kmax(e — 1))] + 1. If s € [—2!,2]]
is the secret to be shared and p is randomly sampled from [—2l+* 2W0FAle conditionally on
(p,e) = s, the LISS scheme derived from M is private. For any arbitrary s,s' € [—2!,2!]
and any forbidden set of shareholders A C [N], the two distributions {sa = Ms-p | p <
U([=2ltr 2lotAe) st (p,e) = s}, and {s'y = My - p | p += U([=2l+* 20HtNe) 5.t (p,e) =
s'} are within statistical distance 272,

In the following, we do not rely on the result of Lemma 2.18 as we will share vectors
sampled from Gaussian (instead of uniform) distributions using Gaussian random coins. We
also depart from Lemma 2.18 in that the random coins (ps,. .., pe) are not sampled from a
wider distribution than the secret: the standard deviation of (ps, ..., p.) will be the same as
that of s. While this choice does not guarantee the LISS to be private in general, we will show
that it suffices in our setting because we only need the secret to have sufficient min-entropy
conditionally on the shares observed by the adversary. Aside from the distribution of secrets
and random coins, we rely on the technique of Damgard and Thorbek [26] for building share
generating matrices.

It was shown in [26] that LISS schemes can be obtained from [11,25]. While the Benaloh-
Leichter (BL) secret sharing [11] was initially designed to work over finite groups, Damgard
and Thorbek generalized it [26] so as to share integers using access structures consisting of
any monotone Boolean formula. In turn, this implies a LISS scheme for any threshold access
structure by applying a result of Valiant [65,36]. Their LISS scheme built upon Benaloh-
Leichter [11] comes in handy for our purposes because the reconstruction coefficients and
the sweeping vectors are small: as can be observed from [26, Lemma 4], the entries of A
live in {—1,0,1} and [26, Lemma 5] shows that km., = 1. For a monotone Boolean f,
the BL-based technique allows binary share distribution matrices M € {0, 1}9*¢ such that
d,e = O(size(f)) and which have at most depth(f) + 1 non-zero entries, so that each share
unit s; has magnitude O(2** - depth(f)).

Valiant’s result [65] implies the existence of a monotone Boolean formula of the threshold-
t function T} x, which has size d = O(N®?) and depth O(log N). Since each player receives
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d/N rows of M on average, the average share size is thus O(N*3 - (Iy + A + loglog N)) bits.
Valiant’s construction was improved by Hoory et al. [44] who gave a monotone formula of
size O(N'*V2) and depth O(log N) for the majority function.” This reduces the average share
size to O(NV2 - (Ip + A + log log N)) bits.

2.5 (Distributed) Pseudorandom Functions

A pseudorandom function family is specified by efficient algorithms (Keygen, Eval), where
Keygen a randomized key generation algorithm that takes in a security parameter 1* and
outputs a random key K < K from a key space K. Eval is a deterministic evaluation
algorithm, which takes in a key K € K and an input X in a domain D = {0,1}¢ and
evaluates a function F'(K, X) in a range R = {0, 1}*. The standard security definitions for
PRFs are recalled below.

Definition 2.19 (Real-or-random security). Let A be a security parameter and let k =
k(N). A pseudorandom function F : K x {0,1}¢ — {0,1}* is an efficiently computable
function where the first input K € K is the key. Let {2 be the set of all functions that map
(-bit inputs to p-bit strings. The advantage of a PRF distinguisher A making Q) evaluation
queries is defined as

AdVAPT(A) == [ PrATE) (1Y) = 1| K «= K] — Pr[ARO(1Y) = 1| R = U(92))],

where the probability is taken over all coin tosses. The pseudorandom function F is called

secure if no ppt adversary A has noticeable advantage Advé’prf(/\).

In some cases, it is convenient to work with the following definition.

Definition 2.20 (Find-then-guess security). Let \ be a security parameter. A function
F: K x{0,1}* — {0,1}* is a secure PRF if no PPT adversary has noticeable advantage in
the following game:

Init. The challenger initially chooses a random key K <= K and also flips a random coin
b+ U({0,1}).

Queries 1. On polynomially-many occasions, the adversary A chooses an arbitrary input
X € {0,1}¢ and the challenger returns F(K,X). These queries may be adaptive, i.e.
depend on responses to previous queries.

Challenge. The adversary chooses an input X* that differs from all queries of the previous
stage. The challenger computes Y1 = F(K,X*) and randomly samples Yy <= {0, 1},
Then, it returns Yy to the adversary.

Queries 2. The adversary adaptively makes another series of queries for arbitrary inputs
X # X*.

Guess. The adversary outputs a bit be {0,1} and wins zflA) =b. Its advantage is defined as

N 1 N R
AQVEC(N) i= [ Pefp = 0] = 1/2] = 5 [ Prlb = 1| b=1] = Prfb = 1| b = 0]

" Note that a threshold-t function can be obtained from the majority function by fixing the desired number of input
bits, so that we need a majority function of size < 2N to construct a threshold function 73 n.
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A standard hybrid argument over evaluation queries shows that — up to a multiplicative
gap O(Q) between the advantage functions, where ) is the number of evaluation queries
— find-then-guess security is equivalent to real-or-random security. In the following, we will
work with Definition 2.20 .

Definition 2.21 (Distributed Pseudorandom Functions). A distributed pseudorandom
function (DPRF) is a tuple of (possibly randomized) efficient algorithms (Setup, Share, PEval,
Eval, Combine) with the following specification.

Setup(lA,le, 14,1V): Takes as input a security parameter 1%, a number of servers 1V, a
threshold 1* and a desired input length 1° and outputs public parameters pp. It also specifies
the key space KC, the domain D := {0,1}* and the range R of the evaluation function.

Share(pp, SKy): The key sharing algorithm inputs a random master secret key SKo € K
and outputs a tuple of shares (SK1,...,SKy) € KN, which form a (t, N)-threshold secret
sharing of SKj.

PEval(pp, SK;, X): The partial evaluation algorithm takes as input the public parameters, a
share of the secret key and an input X € D. It outputs a partial evaluation Y; € R.

Eval(pp, SKy, X): Takes as input the public parameters, the master secret key and input
X € D. It outputs the evaluation Y € R.

Combine(S, (Y;,,Y,,,...,Y;,)): Takes as input a t-subset S C [N], a set {Y;}
evaluations and returns an evaluation Y € R.

ies of t partial

CONSISTENCY. We say that a DPRF is consistent if, for any pp < Setup(1*, 1¢,1¢, 1Y), any
master key SKjy <= K shared according to (SKi,...,SKy) < Share(SKj), any t-subset
S = {i1,...,it} C [N] and any input X € D, if ¥;, = PEval(SK;,, X) for each j € [t], then
we have Eval(SKy, X) = Combine(S, (Y;,,...,Y;,)) with overwhelming probability over the
random coins of Setup and Share.

19

We say that a DPRF provides adaptive security if it remains secure against an adversary
that can adaptively choose which servers it wants to corrupt. In particular, the adversary
can arbitrarily interleave evaluation and corruption queries as long as they do not allow it
to trivially win.

Definition 2.22 (Adaptive DPRF security). Let A be a security parameter and let inte-
gerst, N € poly(X). We say that a (t, N)-DPRF is pseudorandom under adaptive corruptions
if no PPT adversary has non-negligible advantage in the following game:

1. The challenger generates pp < Setup(1*,1°,1¢, 1Y) and chooses a random key SKy < K,
which is broken into N shares (SK7, ..., SKy) < Share(SKy). It also initializes an empty
set C < () and flips a random coin b <> U({0,1}).

2. The adversary A adaptively interleaves the following kinds of queries.

Corruption: The adversary A chooses an index i € [N]\C. The challenger returns SK;
to A and sets C := C U {i}.

Evaluation: The adversary A chooses a pair (i, X) € [N]x D and the challenger returns
Y; = PEval(SK;, X).
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3. The adversary chooses an input X*. At this point, the challenger randomly samples Yy <
U({0,1}*) and computes Y1 = Eval(SKy, X*). Then, it returns Y, to the adversary.

4. The adversary A adaptively makes more queries as in Stage 2 under the restriction that,
at any time, we should have |C U E| < t, where £ C [N] denotes the set of indexes for
which an evaluation query of the form (i, X*) was made in Stage 2 or in Stage 4.

5. The adversary A outputs a bit be {0,1} and wins zf@ = b. Its advantage is defined to be

AdvOPRF(N) = | Pr[b = 0] — 1/2].

Definition 2.22 is a game based definition, which may not imply security in the sense
of simulation-based definitions. Still, we show it is strictly stronger than the definition of
static security used in [17] (which is recalled in Definition 2.23 below). It is well-known that
static security does not imply adaptive security in distributed threshold protocols (see, e.g.,
[24]). In the case of DPRFs, we show that allowing even a single evaluation query before any
corruption query already gives a stronger game-based definition than Definition 2.23.

Definition 2.23 (Static DPRF security). Let A be a security parameter and let inte-
gers t, N € poly(\). A (t, N)-DPRF is pseudorandom under static corruptions if no PPT
adversary has non-negligible advantage in the following game:

1. The challenger generates pp < Setup(1*,1°,1¢, 1Y) and chooses a random key SKy < K,
which is broken into N shares (SK7,...,SKy) < Share(SKy). It also initializes empty
sets C,V < 0 and flip a random coin b <= U({0,1}).

2. The adversary A chooses a set S* = {i1,...,i;_1} and the challenger returns the secret
key shares {SK;,,...,SK;,_,}.

3. The adversary A adaptively interleaves the following kinds of queries.

Evaluation: A chooses an input X € D. The challenger replies by returning partial
evaluations {Y; = PEval(SK;, X) }icvp s+ and updating V :=V U {X}.

Challenge: A chooses an input X € D. If X previously occurred in a challenge query,
the challenger returns the same output as before. Otherwise, it randomly chooses
Yxo <= U({0,1}*) and computes Yx1 = Eval(SKy, X). It returns Yx, and updates
C:=CU{X}.

It is required that CNY =0 at any time.

4. The adversary A outputs a bit be {0,1} and wins if@ = b. Its advantage is defined to be
AdvOPRF(N) = | Pr[b = 0] — 1/2].

We may assume w.l.o.g. that the adversary only makes one challenge query in the exper-
iment of Definition 2.23. Indeed, a standard hybrid argument allows showing that security
in the single-challenge sense implies security when polynomially-many queries are allowed.

Theorem 2.24. For any t, N € poly(\) such that (tﬂ) is super-polynomial, there exists a
DPRF family which is secure in the sense of Definition 2.23 but insecure in the sense of

Definition 2.22.
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Proof. Let II = (Setup, Share, PEval, Eval, Combine) be a (¢, N)-DPRF family which provides
static security as captured by Definition 2.23. We assume that secret keys live in a large finite
field F, (the key-homomorphic-based constructions implied by [17,8] can be modified to sat-
isfy this condition). We modify the DPRF family IT into IT* = (Setup®, Share®, PEval*, Eval”,
Combine®) which is insecure in the experiment of Definition 2.22 but remains secure under
Definition 2.23 for the same threshold ¢. The construction I7* goes as follows.

Setup*(1*,1¢,11,1V): Run pp < Setup(1*,1¢,1¢,1V) and output pp.
Share*(pp, SKy): Given SKj = k, conduct the following steps.

1. Run (ki,...,kn) < Share(pp, k).

2. Generate an independent (t — 1, N) Shamir secret sharing of k£ and let (k{,..., k) be
the resulting shares.

3. Choose a random subset 7 C [N] of cardinality |7] = N —t + 1. Choose uniformly
random vector (k,..., k) <= U(F}’) and define (k1,...,ky) in the following way

o[k g T
UKD ieT

For each i € [N] define the i-th secret key share as SK; := (ki, ks, T).
Output (SK7,...,SKy).
PEval*(pp, SK;, X): Given the secret key share SK; = (k’i, ks, T), compute the partial eval-
uation Fy, (X) = PEval(pp, k;, X) and output Y; = (Fk (X), 7').
Eval*(pp, SKy, X): Compute Y < Eval(pp, k£, X) and output Y.
Combine*(S, (Y;,,...,Y;,)): For each k € [t], parse Y;, as a pair Y; = (ﬁK,T>, where

Vi, = F, (X). Run Y < Combine(S, (Y, ...,Y;)) and return Y.

It is easy to see that IT* is trivially insecure in the sense of Definition 2.22. Before corrupt-
ing any server, the adversary can make a single evaluation query on an arbitrary server to
learn 7. By corrupting all servers i € [N]\ 7T, the adversary can then obtain ¢ — 1 shares of
SKy =k so as to reconstruct it.

The proof that IT* remains statically secure relies on the idea that, in the game of Def-
inition 2.23, the adversary has to choose the set §* of corrupted servers before making any
evaluation query. Hence, with overwhelming probability 1 — 1/ ( t]_v 1), we have 8* # [N]\ T,

in which case {fci}ieg* is information-theoretically independent of SK,. We give a reduction
below.

Assuming that we have a DPRF adversary B against II*, we build a DPRF adver-
sary By against IT as follows. First, By chooses a random subset 7 C [N] of cardinality
|T| = N —t+ 1. Then, B, starts interacting with B that chooses an arbitrary (¢ — 1)-subset
S ={i},...,i;_,} € [N]. If S* = [N]\ T, By halts and considers B as successful. Otherwise,
we have |S* N 7| > 1, which means that at least one of the {k;: }'=} is supposed to have
been obtained by replacing a coordinate of (kg;, e k%il) with a random element of F,.
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Since {k’ 1 form a Shamir secret sharing over a finite field, they live on a degree-(t — 2)
polynomlal Wthh 1s also a (t — 1)-wise independent function. Hence, replacing at least one
of the shares {k;, }; ! with a random value results in a randomly distributed (kl*, . klt* )
which is uncorrelated to ko.

In this case, B’ sends §* to its own DPRF challenger and obtains the key share ki, ..., ki .
It also chooses (k;, ..., ki ) <= U(F,™) uniformly and gives {(k;:, kiz, T)}.Z} to B. Then,
By answers B’s evaluation queries by invoking its own challenger on the same inputs and
constructing the responses in the obvious way. At the end of the experiment, By outputs
whatever B outputs.

If € denotes the advantage of B and Guess denotes the event that S* = [N]\ T, we know
that Pr[B, wins|~Guess| = 3 + ¢. This implies

Pr[By wins] = Pr[By wins | Guess] - Pr[Guess] + Pr[By wins | =Guess] - Pr[-Guess]
> Pr[B, wins | ~Guess] - Pr[-Guess]

— (; + 5) - (1 — Pr[Guess])

~(3+) (-1 1) Gre) - )

Consequently, if € > 0 is noticeable, so is | Pr[By wins] — 1| > & — 2770, O

The above separation holds for small non-constant values of ¢t and NV if we assume polynomial
or slightly super-polynomial adversaries. Indeed, if t = G(log\) and N = O(log® \), for

o1 . N t—1 t—1 . .
example, the adversary’s probability to guess 7T is 1/ (tfl) < (m) , which is roughly

1/(log \)*e* = A=) For any constant ¢ > 0, if t = O(A\/¢) and N = O(\?/¢), the guessing
probability becomes sub-exponentially small as well.

3 A Variant of the BLMR PRF

Before describing our distributed PRF, we present its centralized version which can be seen
as a variant of the key-homomorphic PRFs described by Boneh et al. [17] and Banerjee-
Peikert PRFs [8]. However, the security proof is very different in that it does not use a
hybrid argument over the input bits. Instead, it applies the strategy of partitioning the
input space into disjoint subspaces (analogously to proof techniques for, e.g., identity-based
encryption [67]) and builds on the lossy mode of LWE [39].

In [17,8], a PRF evaluation of an input x is of the form y = [A(x)" - s], € Z7', where
s € Zj is the secret key and A(X) € Zp*™ is an input-dependent matrix obtalned from
public matrices Ag, Ay € Zg™™. Our variant is similar at a high level, with two differences.
First, we derive A(z) from a set of 2L public matrices {A; o, A;1}7 ;. Second, |A(z)" - s,
is not quite our PRF evaluation. Instead, we obtain the PRF value by using [A(z)" - s, as
a source of entropy for a deterministic randomness extractor.

The security proof departs from [17,8] by exploiting the connection between the schemes
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and the Gentry-Sahai-Waters FHE [35]. For each i € [L] and b € {0,1}, we interpret the
matrix A;; € Zy*™ as a GSW ciphertext A;, = AR+ pip- G, where R, € {—1,1}m*m
pip € {0,1} and G € Z3*™ is the gadget matrix of [53]. Before evaluating the PRF on an
input X, we encode X € {0,1}¢ into x € {0,1}* using an admissible hash function. Then,
we homomorphically derive A(z) as a GSW ciphertext A(z) = A - R, + ([T fiap) - G,
for some small-norm R, € Z™*™. By carefully choosing {Hi,b}ie[L],be{O,l}a the properties of
admissible hash functions ensure that the product Hfz1 Miq[) cancels out in all evaluation
queries but evaluates to 1 on the challenge input X*.

In the next step of the proof, we move to a modified experiment where the random matrix
A € Zy*™ is replaced by a lossy matrix AT = AT .C+E, where A < U(Zg‘/xm), C «+
U (ZZIX”) and E € Z™*" is a short Gaussian matrix. This modification has the consequence
of turning |A(z)" -s], into a lossy function of s on all inputs X for which [T/ f1; .1 = 0. At
the same time, the function remains injective whenever Hfz1 pizf) = 1. Using the properties
of admissible hash functions, we still have a noticeable probability that the function be
lossy in all evaluation queries and injective in the challenge phase. Moreover, by using a
small-norm secret s € Z" and setting the ratio ¢/p large enough, we can actually make
sure that evaluation queries always reveal the same information (namely, the product C - s)
about s. As long as we have HiLzl Miq+i) = 1 for the challenge input X*, the rounded value
z=|A(*)"s], = |(A-Ru+G)" s, is guaranteed to have a lot of entropy as an injective
function of an unpredictable s. At this point, we can extract statistically uniform bits from
the source z. Since the latter depends on 2* (which can be correlated with the seed included
in public parameters), we need an extractor that can operate on seed-dependent sources.
Fortunately, deterministic extractors come in handy for this purpose.

3.1 Decomposing Random Matrices into Invertible Binary Matrices
In the following, we set w = n[logq| and m = 2w and define
G=[I,®(1,24,...,2M"" | I,®(1,2,4,..., 200" )] e zmm

which is a variant of the gadget matrix of [53]. We also define G™' : Zp"™ — Z™*™ to be
the deterministic algorithm that inputs a matrix A € Z;*™ and outputs a binary matrix
G 1(A) € {0,1}™™ such that G - G"'(A) = A, defined as follows: given a matrix A €
Zp=™, parse A as [Ap|Ag] with Ap, Ap € Z7*. We set G™'(A) € {0,1}"™ to be the
binary matrix that consists of the binary decomposition BD(A ) € {0, 1}**¢ in its upper-left
corner and BD(Ag) € {0,1}** in its lower-right corner. The next lemma shows that the
binary decomposition of a matrix sampled uniformly random from Z;** is Z,-invertible with

probability at least exp(—34/exp(1)).

Hence, if we sample 141 - w > w/exp(—3 - /exp(1l)) vectors a; <= U(Zy) and stack

up the binary decompositions of a, the probability that the resulting matrix contains a
Z,-invertible sub-matrix over {0, 1}* is at least 1 — 27%).

We can thus sample a random matrix A = [Ap[Ag] <= U(Z;*™) constrained by the
condition G™'(A) € {0,1}™™ is invertible mod ¢, by sampling A, €« U(Z}**) and

Ar U (ng“’) in parallel, such that their binary decompositions are Z, -invertible.

17



Lemma 3.1 (Adapted from [17, Lemma A.3]). Let w = nflogq]. If ¢ > 2*/"- (1 — L),
the probability that BD(A) € {0, 1}**¢ is Z,-invertible for a uniformly random matriz A <

U(Zy**) is at least exp(—3,/exp(1)).

Proof. As in the proof of [17, Lemma A.3], we use the observation that, for any i linearly inde-
pendent vectors vy, ..., v; € Z¢ over Z, if V= spang_(vi,...,v;), we have [VN{0, 1} < 2°.

For an index i € [w—1], suppose that we have Z,-independent vectors by, ..., b; € {0,1}¥
and that b;y1 € {0, 1} is obtained as the binary decomposition of a random a;; <= U (Z;‘).
The probability that b;,; is independent of by,...,b; is > (¢ — 2%)/¢". If we sample
a,...,a, <« U (ZZ), the probability that their binary decompositions are linearly inde-
pendent over Z, is

w1 w—1l n 21
H Pl"[bi+1 g Spaan (blv s 7b2)] - H 1 qn (1)
i=0 =0

Note that the factors of the right-hand-side member of (1) are all positive: indeed, we have
2¢/m. (1 — &) < ¢ which is equivalent to 247! /g" < 1 - (1 — %)w < y/exp(1)/2 < 1 for all
values of n > 2.

We now proceed to bound (1) as

cﬁl(l — j;) = exp(ogln(l — 2;))

i=0 q
3 w—1 ; 3 y
> eXP(—qn : Z 2 ) > eXp<—qn -2 > > exp(—3- V exp(1)),
i=0

where the inequality holds because In(1 — x) > —3z for all x € (O, vexp(1)/ 2).

3.2 A Centralized Construction

Let A\ be a security parameter and let £ € O(\), L € O(\). We use parameters consisting
of prime moduli p and ¢ such that ¢/p > 2L} . v dimensions n,m, k € poly(\) such that
m > 2n - [logq], an integer 8 > 0, a > 0 and r = m**2-n - 3 - aq. We rely on the following
ingredients.

e A balanced admissible hash function AHF : {0,1}* — {0,1}£.

e A family II) of {-wise independent hash functions m; : Z" — Z’; for a suitable £ > 0
that will be determined later on. Let m be a random member of IT. For example, the
function 7 can be a random polynomial 7(Z) € GF(p™)[Z] of degree £ — 1 with outputs
truncated to their k first coordinates.

We also choose a Gaussian parameter o > 0, which will specify an interval [/, ] =
[—o+/n,04/n] where the coordinates of the secret will be confined (with probability expo-
nentially close to 1). We also need a rounding parameter r > 0, set as indicated above.
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The pseudorandom function family assumes the availability of public parameters
pp \= (Q7 T, AO; {Ai,07 A—i,l S ngm }7,‘L:17 AHF7 r, U>7

where Ag ~ U(Zp"™) and A; o, A; 1 ~ U(Zp"™) for each i € [L], conditioned on G™'(A;p) €
Z™ ™ being Z,-invertible for all i € [L] and b € {0,1}.

Keygen(pp): Given pp, sample a vector s <= Dzn, so that ||s||cc < f = oy/n with over-
whelming probability. The secret key is SK :=s € [—(, B]".

Eval(pp, SK, X): Given SK =s € Z" and an input X € {0, 1},

1. Compute x = AHF(X) € {0,1}! and parse it as & = x1 ... 2.
2. Compute

7 = {(A((E))T . SJP € Z;”, (2)
where
Al = Ao G (Ais),

and output y = m(z) € Z~.

We remark that the way to compute z € Z" in (2) is reminiscent of the key-homomorphic
PRFs of [17,8]. Unlike [17,8], our security proof requires the secret s to have small entries.
Also, our PRF is not key-homomorphic as the output is y = 7(z) € Z’; instead of z € Z".
Fortunately, losing the key-homomorphic property does not prevent us from building a DPRF
since the randomness extraction step is only applied to the result of combining ¢ partial
evaluations in the Combine algorithm.

Theorem 3.2. Set an entropy lower bound n = [n -logo —n'-logq] — 1 as 2(X). If we
choose the output length k =k -logp in such a way that

E=n+1, k=n—2-(\+logl+logn),
then the construction above is a secure PRF family under the L\WE,,,, v o assumption.

Proof. The proof considers a sequence of hybrid games. In each game, we call W; the event
that b = b.

Garpeoz This is the real find-then-guess PRF experiment where the adversary A outputs
b € {0,1} and the challenger defines b’ := b. By definition, the adversary’s advantage is
Adv(A) := | Pr[IWy] — 1/2|, where W is event that ¥ = b.

19



Game;: This game is identical to Game, with the following changes. First, the challenger
runs K < AdmSmp(1*,Q, ), for 6 := Adv(A), to generate a key K € {0,1, L} for a
balanced admissible hash function AHF : {0,1}* — {0,1}%. When the adversary halts
and outputs be {0, 1}, the challenger checks if the conditions

Pr(XW) = . = Pe(XQ) =1 A Pg(X*) =0 (3)

are satisfied, where X* is the challenge input and X, ... X@ are the adversarial
queries. If these conditions do not hold, the challenger ignores A’s output be {0,1} and
overwrites it with a random bit 0” <= {0, 1} to define &' = b". If the conditions of (3) are
satisfied, the challenger sets b’ = b. By Lemma 2.11, we have

P[] — 1/2 = | Prll/ = b] — 1/2)
1
> “Ymin ° AdV(A) - 5 ' (fymax - 7min) =T.

By Theorem 2.10, we get | Pr[IW;] —1/2] > 6/27!, where 7 is chosen as in Theorem 2.10
and satisfies 27 < 2 (2Q + Q/0)*, where a = —log,_,2 > 1 with ¢ € (0,1/2) from
Theorem 2.10. This yields 2-(3Q)®-| Pr[W;]—1/2| > | Pr[W,]—1/2|*"!. Since @ € poly()\)
and a is constant, if A’s advantage in Game; is negligible, so is its advantage in Game.

Game;: In this game, we modify the generation of pp in the following way. Initially, the
challenger samples a uniformly random matrix A <= U(Z7*™). Next, for each i € [L], it
samples R, o, R;1 <= U({—1,1})™ ™ and defines {A;q, A;1}Z, as follows for all i € [L]
and j € {0,1}:

_ [A-R,; it (j#K:) N (K #1L)
Aij _{A-RZ-J—l—G it (j=K;) Vv (K;i=1) W

It also defines Ay = A - R + G for a random Ry > U({—1,1}""™). Since A € Z;*™
was chosen uniformly, the Leftover Hash Lemma ensures that {A;, A; 1}, are statis-
tically close to the uniform distribution over Zjy*™. The challenger keeps sampling R;;
until G™'(A;;) is Zg-invertible in such a way that the simulated A;; are statistically
uniform under the constraint that G™*(A;;) be invertible over Z,. By Lemma 3.1, the

2
probability that G™'(A;;) is invertible in Z, is roughly (exp(—3\/ exp(l))) , so that the
public parameters can be simulated efficiently. Since the distribution of pp is statistically
unchanged, it follows that | Pr[Ws] — Pr[Wy]| < L - 277

We note that, at each query X, we can view A(x) as a GSW encryption

L
A(z)=A R, + ([ ) - G,
=1
for some small norm R, € Z"™*™ where
. JOoif (AHF(X); # K;) A (K #1)
=11 if (AHF(X); = K;) V(K =1)
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If the conditions of (3) are satisfied, at each query X, the admissible hash function ensures
that () = AHF(X®) satisfies

A(w(i)) =A- Rx(i), (5)

for some small norm R, i) € Z™*™. Moreover, the challenge input X* is mapped to an L-bit
string 2* = AHF(X™*) such that

A(z*) = AR, +G. (6)

Games: In this game, we modify the distribution of pp and replace the uniform matrix
A € Z7*™ by a lossy matrix such that

AT=AT.C+E ez, (7)

where A <= U(Z2™™), C «= U(ZX"") and E <> Dgmxn o4, for ' < n. The matrix
(7) is thus “close” to a matrix AT - C of much lower rank than n. Under the LWE
assumption in dimension n’, this change should not significantly alter A’s behavior and a

straightforward reduction B shows that | Pr[Ws] — Pr[Ws]| < n - Adv;WEq’m’"/’a()\), where

the factor n comes from the use of an LWE assumption with n secrets.

Due to the modification introduced in Games, if the conditions of (3) are satisfied, each
query X @ receives a response of the form

{(A ‘R,o) - sJ = [(R]y-AT-C+R], E) s . (8)

Game,: In this game, we modify the evaluation oracle and introduce a bad event. We define
bad, to be the event that for the input x € {0, 1}* such that A(z) = A - R,, for some
small-norm R, € Z™*™, we have

{(A-Rm)T-st #|(RI-AT-C) 5| . (9)

p

We also define BAD as the event that the adversary A makes an evaluation query = €
{0, 1}F such that the event bad, occurs. Note that the challenger can detect this event
since it knows A € Zglxm, C e ZZ'X” and E € Z"™*" satisfying (7). If bad, occurs,

the challenger overwrites A’s output b with a random bit b” <= {0,1} and sets b = b
(otherwise, it sets b’ = b as before).

Claim. If ¢/p > 25> . r where r = mt*2 . n - 3. ag, we have the inequality
| Pr[W,] — Pr[W;]| < Pr[BAD] < 2770,
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Proof. We use the fact that, for each query x = z;...x, the matrix R, € Z™*™ is of the
form

R, =R, f[ G (A

i=1

L
"‘Rl,xl ' H Gil(Ai,m)

1=2

+,u1,zl : R2,x2 : f[ Gil (Az,xz)

1=3

"‘,ul,xl 2.z R3,w3 : 1_[:[ G_l (Az,xl)

i=4

-1
T 2,3t =2,y 5 RL—1,$L71 -G (AL737L)
_'_,ul,l‘l,UQ,l‘g ML —1zp_4 " RL,zL-

In order to bound Pr[bad,], we first observe that, as argued in [7, Proof of Theorem 7.3],
R, - AT is statistically uniform over Z;”X”', even conditionally on Ry - E € Z™". Hence,

for a fixed choice of x, the product R - AT - (C - s) contains a term

(11 G '(Ais)) Ry -AT-(C-s),

GT

x

for which we know that G] - RJ - AT is statistically uniform over ZZ”"/ since G, is a
Zq-invertible matrix by construction.

Lemma 2.3 implies that G -RJ -AT-(C-s) is statistically close to the uniform distribution
over Z,". By Lemma 2.2, we thus have

A|(RIAT-C)s] [ <me 20 o

Pr[bad,] = Pr H(A.Rx)T .SJ .

p

m(mEtl—1

where r = mi*2 . n . 5 aq. Indeed, we have ||R] || < s ) |Is]|ec < B and

B o = max (E |em-|) < vnmax le;]] <n-aq.
1€lm X iclm
Jj=1

The conditions of Lemma 2.2 are met since

m(mL+1 _ 1)

IR B sl < IR o - [Bll - 5]l <
T z —1

n-aq-f <,
which yields inequality (10).
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By taking the union bound over all possible x € {0,1}Y, we can bound the probability
Pr[BAD] < 2" -m - %2,
Notice that Game 3 and Game 4 are identical if BAD does not occur. This implies the
inequality
2rp

| Pr[W,] — Pr[Ws]| < Pr[BAD] < 2X.m . =+ =2m .27
q
which is negligible in \. O
We recall that, if BAD does not occur, we have
. . T . o T . . A T . .
{(A R,0) st =[(R},-AT-C) s . (11)

at each query 2. We note that the right-hand-side member of (11) is completely determined
by RI@-) - AT and the product C -s € Zg/. This means that A’s queries always reveal the
same n' - log ¢ bits of information about s € Z", meaning that s retains a lot of entropy even

after all queries.

Game;: In this game, we modify the challenge value for which, if b = 1, the adversary is
given a random y* <= U(Z%). Clearly, we have Pr[IWs] = 1/2 since the distribution of the
challenge value does not depend on b € {0, 1}. In Gamey, if b = 1, the output of the PRF

is of the form
(A (LA s N

We argue that the right-hand-side member of (12) is statistically uniform over Z’;. Indeed,
T
the source z* = {(A R+ + G> . SJ depends on a term G' -s € Zy', which is an injective

function of s. More precisely, if BAD does not occur, we know that A has at most n’ - logq
bits of information about s.
We also note that z* can be written

2 =|(A R +G) s| —|RL-AT

D p

+ {GT : st + €5+, (13)

for some e; .« € {0, 1}™. Moreover, the proof of the claim implies that

R -AT 5] :[R;-AT-C-SJP

p

since it considers a union bound to show that equality (9) holds for all 2’s with overwhelming
probability. This implies HOO(LR; AT 5], ] C- S) = 0 with high probability. In the right-
hand-side member of (13), we also observe that [G' - s, + €.~ is an injective function of
s. Indeed, we have

LGT 8]y +esa = (p/q) - G'.s— to o+ + €500

23



for some t,+ € (0,1)™, so that
(a/p) - (LGT Syt esar) = G’ 'S+e;,z* (14)

for some € ,. € (—q/p,2-q/p)™. The vector s is thus uniquely determined by (14) using the
public trapdoor of G as long as ¢/p < q.
When we consider the entropy of z* conditionally on A’s view, we have

Hoo(z* | C-8) = Hoo([R). - AT 5], + [GT 5], + e | C-5)
:HOO(LGT-st—i—es’x* | C-s)
=Hy(s|C-s)>n-logo—n'-logq— 1.

Here, the second equality follows from the fact that, for any random variables XY, Z de-
fined over an additive group, we have Ho (Y + Z | X) = H(Z]X) if Ho(Y|X) = 0.
The last inequality follows from Lemma 2.5: the distribution of s € Z" conditionally on
C-sis so + Dyi(c)e—s Where sg € Zy is an arbitrary solution of C - sy = C -s. Then,
Lemma 2.5 implies that the point with highest probability in D s1 (¢, s, Occurs with prob-
ability < 2det(A+(C))/o™. Since det(A-(C)) = ¢* with probability 1 — 2%, we have
Hy(s|C-s)>n-logo—n'-logq— 1.

To extract statistically uniform bits from z*, we need to account for its possible depen-
dency on z* which may depend on pp. Assuming that Py (X*) = 0, the source z* is taken
from a distribution determined by X* within a collection of less than 2¢ distributions (i.e.,
those for which Px(X*) = 0), which all have min-entropy 7 = n -loge —n' -logq — 1. By
applying Lemma 2.13 with € = 27 for a collection X of at most M = 2¢ distributions, we
obtain that the distribution of m(z*) is 27*-close to the uniform distribution over Z’;. O

4 The DPRF Construction

We build a distributed PRF by using a LISS inside the PRF construction of Section 3. As
mentioned earlier, the latter is well-suited to our purposes because, in the security proof, the
secret key is known to the challenger at any time. When the secret key s is shared using a
LISS, the challenger is always able to consistently answer corruption queries because it has
all shares at disposal.

In the construction, we rely on the specific LISS construction of Damgard and Thor-
bek [26], which is based on the Benaloh-Leichter secret sharing [11]. This particular LISS
scheme is well-suited to our needs for several reasons. First, it has binary share generating
matrices, which allows obtaining relatively short shares of s € Z": in the security proof,
this is necessary to ensure that the adversary always obtains the same information about
uncorrupted shares in partial evaluation queries. Another advantage of the Benaloh-Leichter-
based LISS is that its reconstruction constants live in {—1, 0, 1}, which avoids blowing up the
homomorphism errors when partial evaluations are combined together. Finally, its sweeping
vectors also have their coordinates in {—1,0,1} (whereas they may be exponentially large in
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the number N of servers in the construction due to Cramer and Fehr [25]) and we precisely
need sweeping vectors k to be small in the proof of our Lemma 4.4.

For simplicity, this section presents a DPRF which is only secure against passive ad-
versaries. In Section 5, we show that our scheme can be made robust against malicious
adversaries (Definition 5.1) using homomorphic signatures by applying techniques suggested
in [15,16].

4.1 Description

Setup(1*,1¢,1¢,1"): On input a security parameter \, a number of servers N, a threshold
t € [1,N] and an input length £ € O()), set d,e = O(N'*V2). Choose a real a > 0, a
Gaussian parameter 0 = (/e - n), which will specify an interval [—f3, §] = [—o+v/n, 0/n]
where the coordinates of the secret will live (with probability exponentially close to 1).
Next, do the following.

1. Choose prime moduli p, ¢ and u such that p/u > d - 2¥** and ¢/p > 28+ . r,
where the dimensions n,m,k € poly(\) are such that m > 2n - [logq]|, and r =
mit2.n. B* - aq with f* = O(B -log N).

2. Choose a balanced admissible hash function AHF : {0,1}¢ — {0,1}*, for a suitable
L € ©()\). Choose a family IT of {&-wise independent hash functions 7 : Z™ — ZF, for
a suitable integer £ > 0, with 7 <= U(II)).

3. Choose random matrices Ay <= U(Zy*™) and A;y < U(Zy*™), for each i € [L],
b € {0,1}, subject to the constraint that G™*(A;;) € Z™*™ be Z,-invertible for all
i€[L]and b€ {0,1}.

Output
pp ‘= ((L b, u, m, A07 {Ai,0>A-i,1 S ngm }iL:17 AHF)7

Share(pp, SKy): Given pp and a key SK, = s consisting of an integer vector s sampled from
the Gaussian distribution Dz ,, return L if s & [, §]", where § = oy/n. Otherwise,
generate a LISS of s as follows.

1. Using the BL-based LISS scheme, construct the matrix M € {0, 1}9%¢ that computes
the Boolean formula associated with the T; x threshold function. By using [44], we
obtain a matrix M € {0,1}9%¢, so that each row of M contains O(log N) non-zero

entries.
2. For each k € [n], generate a LISS of the k-th coordinate s; of s € Z™. To this end,
define a vector pp = (sk, pro, - - ,p;w)T, with Gaussian entries pyo, ..., pre < Dz,

and compute
-
Sk = (Sk1,---,8ca) =M-p, €79

whose entries are smaller than ||sy||« < 8* = O(8 - log N).

3. Define the matrix S = [s1 | ... | s,] € Z¥*™. For each j € [N], define the share of P; to
be the sub-matrix S;, = My, - [p1 | ... | pn] € Z%*", where I; = ¢~1(j) C {1,...,d}
is the set of indexes such that P; owns the sub-matrix My, € {0, 1}%*¢.
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For each j € [N], the share SK; = Sy, € Z%*™ is privately sent to P;.
PEval(pp, SK;, X): Given SK; =S, € Z%*" and an input X € {0, 1},
1. Compute x = AHF(X) € {0,1}" and parse it as z = z1 ... 2.

2. Parse SITj =lpi]...|pa"- MITJ € Z™% as [8;1 | ... | Sjaq,]. Foreach 6 € {1,...

compute

o= (A) 50 €7

P
where
L
A@) = Ao- 1 G_l(Ai,xi)v
i=1
and output the partial evaluation Y; = [z;1 | ... | 2;4,] € Zmxd

Eval(pp, SKy, X): Given SKy =s € Z" and an input X € {0, 1},

1. Compute z = AHF(X) € {0,1}F and write it as z = z; ... 7.
2. Compute

7 — {(A(:(;))T - SJ ez,

p

where A(z) = Ay - [T, G} (Ami>, and output y = 7(|Zz],) € Z~.

Combine(S, (Yj,,...,Y;,)): Write the set S as S = {ji1,...,/:} and parse each partial

evaluation Y, € Zy "%~ as 2.1 | --- | 25,4, ] for all k € [t].

1. Determine the vector As € {—1,0,1}% such that Af - Ms = (1,0,...,0)", where

M € {0, 1}9*€ is the sub-matrix of M owned by the parties in S and ds = 3

k=1

d;

with dj, = [¢p"'(jx)| for all k € [t]. Then, parse As as [A] | ... | AJ]T, where

Aj, €{-1,0,1}%x for all x € [t].
2. Compute z = 37, _, Y, - Aj, € ZI", which equals

7= {(A(:@))T - st te. €7,

for some e, € {—2ds,...,2ds}™.
3. Compute z = |z], € Z}', which equals

7 — H(A(a;))T - su ezr

u

with overwhelming probability. Finally, output y = 7(z) € Z*.
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By setting 0 = /e-n = O(N1+2ﬁ) -y/n as allowed by [44], we have share units of

magnitude * = O(oy/nlog N) = O <N1+2ﬁ log N> -n. Since d = O(N'*V2), the average
share size amounts to Z%185° = p . NV2. (logn + O(log N)) bits.

Regarding the parameters, Theorem 4.2 allows us to rely on the presumed hardness
of LWE, no for n' which may be set as ©(n(log Nn)/(logq)) if n(log Nn) = 2(\). To
make sure that the best known attacks on LWE require 2* bit operations, it suffices to
have ag = 2(v/n') and n'log q/log” a = 2(\/log \). We may set n = poly(\) (for a small
degree polynomial) and ¢ = 2?16 since 7 contains a term m’ = poly(\)®W) = 20\ leg ).

We remark that our modulus ¢ is exponential in the input length L, but not in the number
of servers N. In contrast, the DPRF of [17] requires an exponential modulus in N incurred
by the use of Shamir’s secret sharing and the technique of clearing out the denominators [3].

4.2 Security and Correctness

We now show that the construction provides statistical consistency.

Lemma 4.1. Let pp <+ Setup(1*, 14,1, 1Y) and let a secret key SKy = s <= Dygn o, which is
shared as (SKi,...,SKy) < Share(pp, SKy). For any t-subset S = {j1,...,j:} C [N] and
input X € {0,1}¢, if Y;, = PEval(pp, SK;,, X) for all k € [t], we have

Combine(S, (Y}, ..., Y},)) = Eval(pp, SKo, X)
with probability exponentially close to 1.

Proof. Let As € {—1,0,1}9s such that A} - Mg = (1,0,...,0) € Z°¢. If we parse As as
AL [ | AJ]T we have

t
s=lor ] [T MT A= 38T A,
k=1
In turn, this implies
t t
AT s = | S AGTS], x| =S [A0TSL | Are (0
k=1 p k=1

where the last equality of (16) stems from fact that, for any two vectors vy, vy € Z7", we have
|v1+vs], = [v1]p+ |v2],+ €T, for some e € {0,1}™, and |v; —va|, = |v1],— |v2],+ €7,
where e~ € {—1,0}™. The error vector e of (16) thus lives in {—ds,...,ds}™. By the
definition of Y;, = |A(z)" - SITijp, if we define z := 3,_;Y,, -\, and e, := —e €
{—ds,...,ds}"™, we have

zZ= {(A(:c))T : SJ +e. €Z).

p
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Then, we observe that A(z) s is of the form T,-A{ -s, for some matrix T, = ([T, G} (A;.,))"
which is a product of Z,-invertible matrices. By Lemma 2.3, the vector A -s is statistically
close to the uniform distribution U(Z}"). Since T is invertible, the vector A(z)" s is itself
statistically close to U(Z]"). Hence, the vector [A(xz)" -s], is statistically close to U(Z]")
since the statistical distance between |U(Z}")], and U(Z;") is at most m - (p/q). Therefore
we can apply Lemma 2.2, which implies that

[[A@)" -s),] = [lA@) s, +e.]

except with probability 2% - m - 4%%’“ <2l.m. 4‘17'“ <m-27M\
This shows that the equality |z], = UA(m)T - 8| PJ holds with overwhelming probability

if the vector z := YL_, Y, - A, in the left-hand-side member is computed by Combine and
the right-hand-side member is the |z], computed by Eval. O

Theorem 4.2. Assume an entropy lower bound n = |n -logo — § -loge —n' -logq] — 1

is 2(N\). If we set the output length k = k -logu so as to have

E=n+1, k=n—2-(A+logl+logn),

then the construction above is an adaptively secure DPRF' family under the L\WE, ,, o as-
sumption.

Proof. The proof considers a sequence of hybrid games. In each game, we call W; the event
that o' = b.

Gamey: This is the experiment described in Definition 2.22. Namely, the challenger initially
samples a secret Gaussian vector SKy = s <= Dyzn ,, which is shared by computing

S, =My, -[p1|...|p) =M, -T €Z%"  Vje[N]
where
ST
P=[pil o] = 17070 ez,
P b

with py,, ¢ Dz, for all (k,v) € [1,n] x [2, e]. At each partial evaluation query (7, X@) €
[N] x {0,1}*, the adversary A obtains

Y, =[(A@@)"- ngp € Zd, (17)
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In the challenge phase, the adversary chooses an input X* € {0, 1}¢. It obtains a random
vector y* <= U(ZF) if the challenger’s bit is b = 0. If b = 1, it obtains the real evaluation
y* = 7w(|z*].) € ZF, where

a3 * T m

7 — {(A(a: )) -st ez,
with A(z*) = Ag-TI-, G} (Am;> and 2* = AHF(X*) € {0,1}£. At the end of the game,
we denote C* C [N] the set of servers that were corrupted by A or such that an evaluation
query of the form (i, X*) was made. By hypothesis, we have |C*| < t. When the adversary

halts, it outputs be {0,1} and the challenger defines V' := b. The adversary’s advantage
is Adv(A) := | Pr[Wy] — 1/2|, where W is event that &' = b.

Game;: This game is identical to Gamey with the following changes. First, the challenger
runs K < AdmSmp(1*,Q, §) to generate a key K € {0,1, L}* for a balanced admissible
hash function AHF : {0,1}* — {0,1}¥, with 6 := Adv(A) and Q is an upper bound on
the number of queries that the adversary makes. When the adversary halts and outputs
b € {0,1}, the challenger checks if the conditions

Pe(XW) = = Pe(X@) =1 A Pg(X*) =0 (18)

are satisfied, where X* is the challenge input and XM ... X(@ are tl}e adversarial
queries. If these conditions do not hold, the challenger ignores A’s output b € {0, 1} and
overwrites it with a random bit " <= {0,1} to define ¥ = V. If conditions (18) are

satisfied, the challenger sets b’ = b. By Lemma 2.11, we have
| Pr[W;] — 1/2] = | Pr[t) = b] — 1/2]

1
Z “min ° AdV(A) - 5 : (’ymax - ’Ymin) =T.

By Theorem 2.10, we have | Pr[W;] — 1/2| > §/27"!) where 7 is chosen as in Theorem
2.10 and satisfies 277! < 2-(2Q+ Q/6)*, where a = —log;_.2 > 1 with ¢ € (0,1/2). This
implies 2 - (3Q)® - | Pr[W;] — 1/2| > | Pr[W,] — 1/2|*"!. For polynomially many queries Q
and constant a, if A’s advantage is negligible in Game;, so is it it in Game,.

Game;: In this game, we modify the generation of pp in the following way. Initially, the
challenger samples a uniformly random matrix A <= U(Z3*™). Next, for each i € [L], it
samples R, o, R;1 <= U({—1,1})™*™ and defines {A; o, A; 1}, as follows: for all i € [L]
and j € {0,1}:

Aij = {A ‘Ri;+G if (j=K) VvV (K =1) 1)

It also defines Ag = A R+ G for a random Ry <= U({—1,1}"™*™). Since A € Z;*™ was
chosen uniformly, the Leftover Hash Lemma ensures that {A; o, A; 1}~ are statistically
independent and uniformly distributed over Z;*™. The challenger keeps sampling the
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matrix R;; until Gfl(Aij) is Zq-invertible, so that the simulated matrices A;; are statis-
tically uniform conditionally on G™*(A;;) being invertible over Z,. By Lemma 3.1, the

2
probability that G™*(A;;) is Z,-invertible is roughly the constant (exp(—SMexp(l))) :
which makes it possible to simulate the public parameters efficiently. Since the distribu-
tion of pp is statistically unchanged, it follows that | Pr[Wy] — Pr[W;]| < L-272.

We note that, at each query X, we can view A(x) as a GSW encryption

n

A(z) = A R+ (][ ) - G,

=1

for some small norm R, € Z™*™, where

[0 if (AHF(X); # K;)
Hi = {1 if (AHF(X); = K;)

N (K; #1)
v (K =1)

If conditions (18) are satisfied, at each query X, the admissible hash function ensures that
@ = AHF(X @) satisfies

A(z")=A - R,u, (20)

for some small norm R, i) € Z™*™. Moreover, the admissible hash function maps the chal-
lenge input X* to an L-bit string 2* = AHF(X™*) such that

A(z*) = AR, +G. (21)

Game;: In this game, we modify the distribution of pp and replace the uniform matrix
A € Zy*™ by a lossy matrix such that

AT=AT.-C+E ez, (22)

where A U(Zglxm), C « U(ZZIX”) and E <= Dymxn o4, for n' significantly smaller
than n. The matrix in (22) is thus “computationally close” to a matrix AT - C of
much lower rank than n. Under the LWE assumption with in dimension n’, this change

should not significantly alter A’s behavior and a straightforward reduction B shows that

| Pr[Ws] — Pr[W]| < n- Advg -

LWE assumption with n secrets.

emne()), where the factor n comes from the use of an

The modification introduced in Games has the following consequence. Assuming that con-
ditions (18) are satisfied, for each partial evaluation query X® such that X # X*, the

response is of the form Y; = [z | ... | z;q,] € Zi™% | where
T
Zjp = \‘(A . Rx(i)) 5] QJ
P
= {(R;—(Z) . AT -C+ R;z) . E) . gj’er Yo € [d]]



Game,: In this game, we modify the evaluation oracle and introduce a bad event. We define
BAD to be the event that the adversary makes a partial evaluation query (j, X) such that
the AHF-encoded input # = AHF(X) € {0, 1} corresponds to a matrix A(z) = A - R,
for some small-norm R, € Z"™*™, such that we have

_ oo T AT -
2,0 = L(A R,) J £|(R]-AT-C) 550 (23)
for some @ € [d;]. Note that the challenger can detect this event since it knows A € ZZ’X’",
Ce ZZ’X” and E € Z™ ™ satisfying (22). If BAD occurs, the challenger overwrites A’s

output b with a random bit 5" <= {0,1} and sets ¥ = b’ (otherwise, it sets ¥’ = b as
before). Lemma 4.3 shows that we have | Pr[W,] — Pr[Ws]| < Pr[BAD] < 2790,

We note that, if BAD does not occur, we have
T _
(A Rew) 5] = [(RI-AT-C) 5] ¥G0) € V) x [4) (24)
p

at each query (j, X®) for which X £ X* . We note that the right-hand-side member
of (24) is fully determined by R - AT and the product C-§;4 € Z2'. This means that
partial evaluation queries (7, X¥) such that X® = X* always reveal the same information
(namely, C - 8,9 € Z!") about §;9 € Z".

Conversely, the right-hand-side member of (24) uniquely determines C - ;5 with high
probability: observe that R, - AT is statistically uniform over ZI"*" so by Lemma 2.4, the
quantity |R], - AT - (C - s)], is an injective function of C - s mod ¢. It comes that partial
evaluation queries information-theoretically reveal C -s mod ¢, but we will show that s still
retains high entropy in A’s view.

Game;: We modify the challenge value for which, if b = 1, the adversary is given a random
y* <= U(ZF). Clearly, we have Pr[W;] = 1/2 since the distribution of the challenge value
does not depend on b € {0,1}. Moreover, we will show that | Pr[W5] — Pr[WW,]| < 279™W,

We claim that, conditionally on A’s view, the vector y* is already statistically uniform over
Z} in Gamey. Recall that the source |z*], depends on an injective function G' - s € ZI* of
the vector s. In Lemma 4.4, we show that this vector has high min-entropy if BAD does not
occur.

We observe that the source |z*|, can be written

2], = H(A ‘R, +G) - su (25)

u

.
— {(A ‘R« + G) . SJ + €54 with es,, € {—1,0}™
=|RL-A" s, +|G"-s],+ €spu+t €y With ey, €{0,1}™"

=R, A" -s|,+ |G s],+¢€,, with e, € {—1,0,1}™. (26)
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The proof of Lemma 4.3 implies that |[R).-AT-s], = |R/.-AT-C-s|, with overwhelming
probability. In turn, this implies that HOO(LR; ‘AT 5], | C- s) = 0 with high probability.
In the expression of z* in (26), we also remark that [G' - s], + €|, is an injective function
of s € Z". To see this, observe that

LGT +8]u + e/s,:c = (u/q) - G’ ¢ - tso + e/s,z
for some t,, € (0,1)™, so that
(q/u) (|G'-slute,) =G s+el, (27)

for some e, € (—q/u,2-q/u)™. The vector s is thus uniquely determined by (27) using the
public trapdoor of G so long as q/u < q.

Consider the entropy of z* conditionally on A’s view. We have

Ho(l2)u | C-T7, {Sp,}jec:)
= Hyo([R).-AT 5], +[G sl +e, | C-TT, {S}ect)
= Ho(G" slutel, |CT7, {S;}iec:)
:Hoo(s |C-T7, {Sfj}jec*) >n-logo — g-loge—n’-logq— 1.

Here, the last inequality is given by Lemma 4.4. The second equality follows from the fact
that, for any random variables X, Y, Z defined over an additive group, we have the equality
Ho(Y+Z|X)=H,(Z|X) if Ho(Y|X) = 0.

In order to extract statistically random bits from z*, we must take into account that it
possibly depends on z* which may depend on pp. As long as Px(X*) = 0, the source z* is
taken from a distribution determined by the challenge input X* € {0, 1}* within a collection
of less than 2¢ distributions (namely, those inputs X for which Py (X) = 0), which all have
min-entropy n > nlogo — % -loge —n'log ¢ — 1. By applying Lemma 2.13 with ¢ = 2= for
a collection X of at most M = 2¢ distributions, we obtain that the distribution of 7(|z*|,)
is 27M_close to the uniform distribution over Z~. O

Lemma 4.3. Assume that q/p > 25 .r, where r = m**2.n.3*-aq with f* = O(B-log N).
Then, we have the inequality | Pr[W,] — Pr[Ws]| < Pr[BAD] < 2790,
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Proof. We use the fact that, for each query x = x; ... 2, we have
L
R, =Ry - H G <AW%)
i=1

L
+R1,x1 : H G_I(Aixi)

i=2
+,u1,x1 : R2,x2 . ﬁ G_1 (Az,m) (28)
i=3
FL1 gy 2,20 - R zy - ﬁ G (Am)
i=4

+,U1,301,LL2,362 ML —1xp_4 " RL,xL'

We define bad, ;4 as the event that the inequality (23) occurs for a specific string z € {0,1}*
and a specific pair (7,60) € [N] x [d;]. We first proceed to bound Pr[bad, ;|. To this end, we
apply Lemma 2.12 and first observe that, as argued in [7, proof of Theorem 7.3], the matrix
R} - AT is within statistical distance 27 from the uniform distribution over Z;”X”/, even
conditionally on RJ -E € Z™ . Hence, for a fixed choice of z € {0, 1} and (j,0) € [N]x [d;],
the product R - AT - (C-§;4) contains a term

(I1G"(Aw) RJ-AT-(C-5,).

=1

G

for which we know that G| - RJ - AT is statistically uniform over Z;”X”' since G is a
Zq-invertible matrix by construction.

Lemma 2.3 then implies that G| - Ry - AT - (C - §;4) is statistically close to the uniform
distribution over Z;'. By Lemma 2.2, we thus have

2
<m. 22 (29)

Pr[bad, j¢] = Pr H(A : Rm)T _ §j,9J # KRI AT C) . §j,9J P

P p

where r = mI™2 . n . B* . aq, with 8* = O(8 -log N) .
Indeed, we have [R] . < mE¥, 859l < 4 = O(3 - log N) and

IElloc = max (Z |€m|) < Vimax fleifl < n - aq
7 1€|m

elml \
The conditions of Lemma 2.2 are satisfied since
IR, -E-8jgllc < IR oo - |Elloc - [I86ll0c <m" - n-aq- 5 =r,
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which yields inequality (29).

By taking a union bound over all possible inputs x € {0,1}* and all possible pairs
(4,0) € [N] x [d;], we obtain the upper bound Pr[BAD] < 2L -m - N -d- 2%.

Since Gamez and Game, are identical if BAD does not occur, we finally obtain

2
| Pr[W,] — Pr[Ws]| < Pr[BAD] < 2% -m - N-d- =L =2m - N-d- 27,
q

which completes the proof of the lemma. O

Lemma 4.4. In Gamey, the min-entropy of s € Z" conditionally on A’s view is at least
n-logo — 5 -loge —n'-logq — 5.

Proof. Let us assume that BAD does not occur in Gamey since, if it does, the challenger
replaces the adversary’s output with a random bit, in which case both games have the same
outcome. We show that, assuming —BAD, the shared secret vector s retains high min-entropy
conditionally on the adversary’s view.

Let us first recap what the adversary can see in Game,. For each partial evaluation query
(7, X™), the response L<A~Rm* —i—G)T : SZJP consists of non-lossy functions of SITJ, € 7%, We
thus consider partial evaluation queries of the form (j, X*) as if they were corruption queries
and assume that they information-theoretically reveal Sy, (we thus merge the two sets C
and & of Definition 2.22 into one set C*). As for uncorrupted shares {Sy, }e/np\c+, partial
evaluation queries (j, X)) for which X # X* only reveal the information {C - SIT], Fienper-
More precisely, those partial evaluations {Y;} cin)\¢c+ can be written

Y= [(AE)"-S]| = |(R,0-AT-C)-8] | (30)
P P
where .
P
S;=1|:|-M; ez
P
is a product of MIT] with the matrix [p; | ... | p,n]" € Z™© whose first column is the secret

SKy = s € Z". Hence, the information revealed by (30) for j € [N]\ C* is only a lossy
function C - SITJ, of the share Sy, namely,

plT P22 P2.e
C|:| M =|Cs|C|: SN CR I M, (31)
pz Pn,2 Pr.e
=C-T"-M],
J
where
sT
P22 - Pn2 exn
pZ,e .- pn,e



is the matrix of Gaussian entries which is used to compute secret key shares
Sy, =My, -T Vj € [N].
The information revealed by exposed shares {Sy, }jec+ can thus be written
S, =[syal|-..Isyn]=M;-T €z%" Vi e C*. (32)

At this stage, we see that proving the following fact on distributions is sufficient to complete
the proof of the lemma.

Fact Let Me+ to be the sub-matriz of M obtained by stacking up the rows assigned to cor-
rupted parties j € C*. Conditionally on

(c, C-T"-M', Mc-, M- - r), (33)
the vector s' = (1,0,...,0)" - T' has min-entropy at least

n n

-logo — = -loge —n' -logq — —.

n-logo — o -loge —n'-logg — -

To prove this statement, we apply arguments inspired from [4, Lemma 1]. First, we observe

that conditioning on (33) is the same as conditioning on (C, C-T"- My, Mer, M- 'I‘)

since Me« - I' and C are given. In fact, it is sufficient to prove the result when conditioning
on

(C, C-T7, M., Mc- .r),

asC-T'T 'MEV]\C* is computable from C-I'". By the definition of an Integer Span Program,
we know that there exists a sweeping vector k € Z°¢ whose first coordinate is k; = 1 and such
that Mg+ - & = 0. The rows of M« thus live in the lattice Lo« = {m € Z¢ : (m, k) = 0}.
Hence, if we define a matrix Lo« € Z€ D> whose rows form a basis of Le+, we may prove
the min-entropy lower bound conditioned on

(C.C-T7, Les Lev - T).

This is because L¢« - I' provides at least as much information as Meg« - T,

We first consider the distribution of I', conditioned on (Lex, Le« - I'). Since the columns
of T' are statistically independent, we may look at them individually. For each i € [n], we let
p; € Z° be an arbitrary solution of Le« - pf = Les - p; € Zg_l. The distribution of p; € Z¢
conditionally on (LC*,LC* : pi> is p; + Dag—pr, where A = {x € Z° | L¢- - = 0} is the
1-dimensional lattice A = k - Z.

At this stage, we know that conditioned on (Lc+, Lex - T'), each row (s, pi2,- -, Pic)
of I'" is Gaussian over an affine line. We use this observation to show that conditioning on
(C,C-TT, Le+, Le» - T) is the same as conditioning on (C,C - s, Lex, Le- - T').8 In fact, we

8 Note that conditioned on (Lc+, Les - '), the rows of T'" are Gaussian on affine lines, but a column of T'T is an
inner product of unit vector with all these rows.
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claim that, conditioned on (Le«, Le+ - T'), the last e — 1 columns of T'" do not reveal any
more information than its first column. Indeed, conditioned on (L¢«, Le« - T'), each p; can be
written p; = & - K + p; for some integer §; € Z. We may assume that the shifting vector

p; = (pi1,-- . pie) " € Zis known to A as it can be obtained from L« - p; via de-randomized
Gaussian elimination. Writing k = (K1, ..., k), the j-th column (I'7); of T'" is
&1 IOT,j
Ty =r- |+ [+] Vj € [e].
&n P

As k1 = 1, we have

* *
P1,1 P15

T =r; - TN —r-| |+ : Vj € [e].
PZ,l P;,j

In the latter, the last two terms are information-theoretically known to .4 (once we have
conditioned on (L¢«, Le« - T')) and so is &;.

We now study the distribution of s = (I'"); conditioned on (L¢+, Le« - T'). By statistical
independence, we may consider each coordinate s; = (1,0,...,0)" - p; of s individually.
Recall that, conditioned on (Le-, Le- - T'), each p; is distributed as p} + Dyzq,—p:- Let us
write pf =y -k + (p})t, with y € R and (p})* orthogonal to . Then,

P; + Diz.o—pr = (p))" +y- K+ Dit.—yn—(p7)*
=(p))" +y K+ K Dagul—y-

We now take the inner product with (1,0,...,0) and use the fact that k; = 1 to obtain that,
conditioned on (L¢+, Le« - T'), the coordinate s; is distributed as (p}) + v + Dz, 6/ \x),—y- As
Kk € {—1,0,1}¢ with the Benaloh-Leichter-based LISS scheme of [26], and by our choice of o,
we have that o/||k|| = £2(y/n). Using Lemma 2.6 , this implies that each s; has min-entropy
> log (0/||k||) —27™ > logo — loge — 27" . Overall, we obtain

HOO<S | LC*,LC* F) Z TL'IOgO'— g -loge— 2%

We are now ready to conclude. By the above, to prove the fact (and hence the lemma), it
suffices to obtain a lower bound on the min-entropy of s conditioned on (C, C-s, L¢«, Le« -T).
We then use the above min-entropy lower bound on s conditioned on (L¢s, Lo« - I') and the
fact that given C, the quantity C-s € ZZ’ reveals at most n'log ¢ bits. O

4.3 Reducing the Number of Matrices in Public Parameters

As described in Section 4.1, our construction requires large public parameters pp containing
O©()) random matrices {A; o, A; 1} ;. In order to reduce the number of public matrices from
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L = O(A) to O(log” A), for some constant ¢ > 0, it is possible to use a technique suggested
by Yamada [68] modulo slight changes in our security proof.

The proof of Theorem 4.2 uses an admissible hash function keyed by K € {0,1, L} to
encode the input X as x = AHF(X) € {0,1}%, which is mapped to a matrix of the form
A(z) = A - R, + Pg(z) - G, where Py : {0,1} — {0,1} is the partitioning function of
Definition 2.9. Recall that the latter should evaluate to 1 in the challenge input 2* and 0 in
partial evaluation queries x # z*. In the transition from Gamez to Gamey, the proof of Theo-
rem 4.2 requires the inequality (23) to occur with negligible probability in partial evaluation
queries. In order to prove this in Lemma 4.3, we exploit the fact that the matrix R, is of the
form (28) to show that, for a lossy matrix AT = AT-C+E, the first term R -AT-(C-s;4) of
A(z)" -s; is statistically uniform because it contains a term which is a product of a statis-
tically random vector with a product Hle G*I(Ami) of Zg-invertible binary matrices. This
invertibility is enforced by choosing {A;;} in such a way that {G~*(A;;)} are invertible. In
the proof of Lemma 4.1, a similar argument invokes the invertibility of matrices G™' (A, )
to prove that AT (x)-s is close to uniform, which is necessary to prove the correctness of the
scheme by applying Lemma 2.2.

In order to use Yamada’s partitioning technique [68], some changes are needed in the
proof of Lemma 4.3. The constructions of [68] rely on the observation that the key K of the
admissible hash function of [45] is very sparse (with only O(log \) non-_L entries) and can be
encoded using O(log \) integers of size O(log \) each. Letting T denote the compact repre-
sentation of K, Yamada defines a modified partitioning function P (-), which is equivalent
to Pk (-) and operates over T. The homomorphic operations of GSW then make it possible
to evaluate A(z) = A - R/ + P(z) - G from GSW encryptions® of the bits of T.

Lemma 4.5 ([68]). Let Kman = {T C [2] | |T| < n} and X = {0,1}*. For any key

K €{0,1, L}t with at most n = O(log \) entries in {0,1}, define T = Encodeyan(K) as
T:= {2Z—KZ‘Z€[L], K; #J_}EICMAH.

Then, the partitioning function

PL(X) :_{0 if TCS(X) where S(X)={2i—AHF(X), i€ [L]}

1 otherwise
satisfies P (X) = 0 if and only if Pr(X) = 0. Moreover, ' := |T| = O(log \), so that T costs
u = O(log? \) bits to represent. Finally, there exist deterministic polynomial-time algorithms
(PubEvalyan, TrapEvalyay) where PubEvalyap (resp. TrapEvalyay ) takes as input X € {0,1}*
and {A; = A-R;+r;-Glicpy (resp. X and {Ry, ki Yiep) ), where u = O(log® \) and k; € {0,1},
R; € {=1,0,1}™™ for all i € [u]. It outputs a matrizv Apx = PubEvalyan(X, {A;}ici)
(resp. Rpx = TrapEvalyay (X, {#:, Ri}icp)) such that

Apx=A Rpx+PHX)-G ez (34)
and Rpx € Z™™ has norm |Rpx||e < mPu(L + 1).
9 The proof of Yamada’s IBE [68] requires to have Pf(z*) = 0 in the challenge phase and Pf(z) = 1 in all adversarial

queries while we need the opposite. This is not a problem here since we can just evaluate the logical NOT of his
partitioning function Pj.

37



In our setting, one difficulty is that the matrix Rpx of (34) is no longer of the form (28).
When we run TrapEvalyay, we have little control on the Z,-invertibility of matrices produced
by G7!(-) as the homomorphic evaluation of P}(-) proceeds via several recursive multipli-
cation steps (see [68, Section 5.2] for details) where the decomposed matrices depend on
the input x. A solution to this problem is to define A(z) = Ay + PubEvalyan (X, {A;}icp)
using an additional random matrix Ao € Z7*™ in the scheme. In addition, it also allows
proving correctness since AJ - s is already close to uniform, so that it is no longer nec-
essary to rely on the invertibility of G™*(A;;). In the security proof, we can generate A,
as a GSW encryption of 0 in such a way that A(x) can still be seen as a GSW encryp-
tion A(x) = A-R, + Py(z) - G of the partitioning function. Besides, the proof of Lemma
4.3 goes through when we set Ay = A - Ry for a random Ry < U({—1,0,1}™*™) since
R, = Ry + Rpx contains a term Ry that never gets multiplied by outputs of G~!(-), which
allows applying the same arguments when we want to show that R - AT . (C- S;0) is
statistically uniform over Z7".

5 Achieving Robustness from Homomorphic Signatures

In this section, we show how to extend our DPRF so as to achieve robustness against faulty
servers at the expense of assuming reliable erasures on behalf of the servers. Note that relying
on erasures is common in the context of adaptive corruptions (see, e.g., [20]). To achieve
robustness, we follow the approach of [16,15] which relies on homomorphic signatures to
obtain a mechanism allowing to verify that servers’ computations are carried out correctly.

In short, a leveled homomorphic signature makes it possible to publicly derive a signature
&¢ on a circuit evaluation C'(M) given a signature @ on an initial message M. In our setting
as well as in [16,15], we need a homomorphic signature which is contezt-hiding, meaning
that a homomorphically evaluated signature @ is statistically independent of the initial
message M: more formally, there should be a simulator that creates &¢ from scratch from
the signing key sk and the value C'(M) and, yet, the joint distribution of (C'(M), @¢) should
be statistically close to that obtained by homomorphically deriving @¢ from (M, ®). One
difficulty is that the fully homomorphic signatures of [40] are not known to be simultaneously
context-hiding and adaptively unforgeable (i.e., context-hiding security was only achieved
for selectively unforgeable schemes). Fortunately, selective unforgeability is sufficient for our
purposes (and those of [16]). We can thus instantiate our construction using the context-
hiding construction of Gorbunov, Vaikuntanathan and Wichs [40], which relies on the Short-
Integer-Solution (SIS) assumption. Since the LWE assumption implies the SIS assumption,
we can achieve robustness without any additional assumption, analogously to [16,15].

A Robust DPRF is a DPRF endowed with a verification algorithm Robust.Verify that
takes as input the public parameters pp of the DPRF, some public part vk; of the shared
key, along with an input X and a candidate partial evaluation Y; on behalf of server j € [N],
together with a corresponding label ¢;. It outputs 1 or 0 depending on whether (Y}, ¢;) is
deemed valid or not. For correctness, we require that Robust.Verify(pp, Y;, ¢;, vk;, X) = 1 for
all j € [N], pp + Robust.Setup(1*, 1%, 1%, 1V), X € X and (Y}, ¢;) + Robust.PEval(pp, SK;, X),
where ((SKj,vky),...,(SKn,vky)) < Robust.Share(SKj) is obtained by sharing the key
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SKy + K and {vk;},c[n) are the public parts of the corresponding shares. The robustness
property requires that it be infeasible for a corrupted server j € [N] holding the secret
share SK; to produce an incorrect partial evaluation Yj, for some input X, that still satisfies
Robust.Verify(pp, Y;, ¢;, vk;, X) = 1.

Definition 5.1 (Robust DPRF). A robust DPRF specified by algorithms (Robust.Setup,
Robust.Share, Robust.PEval, Robust.Eval, Robust.Combine) together with a polynomial-time ver-
ification algorithm Robust.Verify such that:

Correctness: For any pp < Robust.Setup(1*,1¢, 1, 1Y), any key SKy + K, any shares
((SKy,vky),...,(SKy,vky)) < Robust.Share(SKy), any index j € [N], any X € X, and
any (Y;, ¢;) < Robust.PEval(pp, SK;, X) we have Robust.Verify(pp, j,Y;, ¢;, vk;, X) = 1.

Robustness: For any j € [N] and any PPT adversary A, there exists a negligible function
negl(\) such that:

. . (Y;, ¢, X) < A(pp, SK)
Pr |Robust.Verify(pp, j, Y}, ¢;, vk;, X) = 1 A < negl())
Y4,

where the probability is taken over the random coins of pp < Robust.Setup(1*, 1¢, 1¢, 1),
SKy «+ K, SK = ((SKi,vky),...,(SKn,vky)) < Robust.Share(SKy), (Y}, ¢;)
Robust.PEval(SK;, X), and the coin tosses of A.

5.1 Homomorphic Signatures

In this section we recall the definition of leveled homomorphic signature [40]. We use the
simplified version presented in [16].

Definition 5.2 (Context-Hiding Homomorphic Signature). A (leveled) context-hiding
homomorphic signature scheme is a tuple of efficient algorithms (KeyGen, Sign, SignEval, Verify,
Hide, HVerify) with the following specifications.

KeyGen(1*, 14, 15) — (sk,vk): On input the security parameter \, a circuit depth bound d
and a data set bound K, the algorithm outputs a signing key and a verification key.

Sign(sk,m) — @: On input of the signing key sk and a message m € {0, 1}, the algorithm
outputs a signature .

SignEval(C, @) — &*: On input of a circuit C : {0,1} — {0,1} and a signature, the algo-
rithm outputs a homomorphically evaluated signature @*.

Verify(vk, C,y,®*) — 0/1: Given a verification key vk, a circuit C : {0,1}% — {0,1}, an
output value y and a signature ®*, the algorithm outputs 1 or 0.

Hide(vk,y, ?) — ®: On input of a verification key vk, an output value y, and a signature @,
this (randomized) algorithm outputs a transformed signature P.

HVerify(vk, C,y, @) — 0/1: Given a verification key vk, a circuit C : {0,1}% — {0,1}, an
output value y and a transformed signature ®, the algorithm outputs 1 or 0.

39



Correctness: For all \,d, K € N, (sk,vk) <+ KeyGen(1*,19 1), m € {0,1}¥, & «
Sign(sk,m), C : {0,1}* — {0,1} a circuit of depth at most d and y = C(m), if
¢* «+ SignEval(C, ®), then Verify(vk, C,y,®*) = 1. Moreover, for any (C,y,®) such that
Verify(vk, C,y, ®) = 1 and any & < Hide(vk,y, @), we have HVerify(vk, C,y, ) = 1 w.h.p.
over the randomness of Hide.

For our purposes, we need a homomorphic signature that satisfies two security definitions
called unforgeability and context-hiding [40].

Definition 5.3 (Selective Unforgeability). We say that a leveled context-hiding homo-
morphic signature scheme HS = (KeyGen, Sign, SignEval, Verify, Hide, HVerify) provides selec-
tive unforgeability if, for any PPT adversary A, there is a negligible function negl(\) such
that

Advis 4(A) = PrExpiis (M) = 1] < negl(}),
where ExpﬁfsyA()\) is defined below:

1. (sk,vk) < KeyGen(1*, 14 1K)
2. m* «+ A(1%)

3. @ < Sign(sk, m*)

4. (C* y*, &) «— A(D, vk)

The experiment outputs 1 if and only if the following conditions are satisfied:

— The depth of C* is at most d
- C(m) Fy
— HVerify(vk, C*, y*, &*) = 1.

We need a homomorphic signature satisfying a notion of context-hiding security capturing
that derived signatures hide everything but the result C'(m) of the circuit evaluation. This
notion is achieved via the Hide algorithm that takes as input a derived signature @ (which
is not context hiding) and applies some sanitization procedure that makes the resulting
signature context hiding. More precisely, the “hiding” signature ¢ can be simulated given only
C' and y = C(m), no matter which original signature was used to create it. Our Definition
5.4 hereunder is formulated in a slightly different way than (and is actually implied by) [40,
Definition 6.1]. We chose this formulation to make it explicit that indistinguishability holds
even when the original signatures are given.

Definition 5.4 (Context-hiding). A leveled homomorphic signature HS = (KeyGen, Sign,
SignEval, Verify, Hide, HVerify) is statistically context-hiding if there exists a simulator Sim
such that no (computationally unbounded) adversary has noticeable advantage in the follow-
mg game:

1. The challenger flips a coin b <= U({0,1}), generates (sk,vk) < KeyGen(1*,14,15) and
gives (sk,vk) to the adversary A.

40



2. On polynomially-many occasions, A submits adaptive queries, each of which consists of a
message y, a circuit C : {0, 1}% — {0,1}, and a signature &. If HVerify(vk, C,y, ®) = 0,
the challenger returns L. Otherwise, the challenger responds as follows:

e [fb=0, the challenger evaluates £§ <+ Hide(vk,y, ®) and returns 523
e Ifb=1, the challenger computes @ < Sim(sk,C,y) and returns @ to A.

3. Finally, the adversary outputs a bit V' € {0,1} and its advantage is measured by the
distance Adv(\) = | Pr[t/ = b] — 1/2].

The context-hiding construction of Gorbunov et al. [40, Section 6] is easily seen to satisfy
the above security definition.

5.2 A Robust DPRF Construction

In this section, we use homomorphic signatures to make our DPRF construction of Section 4
robust against malicious servers. For this purpose, we need a leveled homomorphic signatures
[40] that is context-hiding. Following the approach of [16,15], we have the trusted dealer
provide each server j € [N] with a secret key share SK; together with a homomorphic
signature @; of that secret share. By leveraging the homomorphism of the signature scheme,
each server j can derive (without knowing the signing key) valid signatures for circuits C'y
that evaluate Y; = PEval(SK;, X) on input of SK;. Each server can thus produce a valid
signature for the partial evaluation of the PRF on any input X using its own share SK;
and the corresponding signature. The unforgeability of homomorphic signatures makes it
infeasible to come up with a valid signature on an incorrect partial evaluation of the PRF
for the input X.

Let a DPRF specified by algorithms (DPRF.Setup, DPRF.Share, DPRF.PEval, DPRF .Eval,
DPRF.Combine), as described in Section 4. Let a homomorphic signature scheme (HS.KeyGen,
HS.Sign, HS.SignEval, HS.Verify, HS.Hide, HS.HVerify). We now describe a robust DPRF as
follows.

Robust.Setup(1*, 1%, 1, 1¥): Run pp + DPRF.Setup(1*, 1%, 1%, 1%). Define the input space
X and the key space K to be the same as in the underlying DPRF. Let K the number
of bits to represent any element of K and d is the maximal depth of any Boolean circuit
that computes

C'x(+) := DPRF.PEval(-, X)

for any input X € X. Return Robust.pp = {pp, K, X, 1¢}.

Robust.Share: In order to share SKy < K, run (sk;,vk;) < HS.KeyGen(1*, 14 1%) for
every j € [N] and do the following.

1. Run (SKj,...,SKy) < DPRF.Share(SK)).
2. Compute ®; = HS.Sign(sk;, SKj;) for all j € [N].

For each j € [N], the j-th share comprises the secret pair (SKj, @;) and the signature
verification key vk;, which is made publicly available.
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Robust.PEval((SK;, ®;), X): Given its secret key share (SKj, ®,), the j-th server computes
a partial evaluation on X by conducting the following steps:

1. Compute Y; + DPRF.PEval(SK;, X).
2. Compute @; x < HS.SignEval(Cx,®,), where Cx is a Boolean circuit such that
Cx(-) = DPRF.PEval(-, X).
3. Compute Qsj,X + HS.Hide(vk;, Y, ®; x) and erase the random coins used by HS.Hide.
Then, return (Y, ®; x).
Robust.Eval(SK(, X): Compute Y <— DPRF.Eval(SKy, X).

Robust.Combine(S, (Yj,,...,Y},)): On input a t-subset of [N] and ¢ partial evaluations
(Yj,,...,Y},), output Y < DPRF.Combine(S, (Yj,,...,Y},)).

Robust.Verify(Robust.pp, j, (1/}-,@7;(),1)@,)(): If HS.HVerify(vkj,CX,Y]-,Q%X) = 1, return
1. Otherwise, return 0.

The correctness of the Robust.Verify algorithm follows from the correctness of the homo-
morphic signature scheme.

We remark that, in the partial evaluation algorithm Robust.PEval, the evaluated circuit
Cx only needs to have small depth when the above construction is applied to our scheme of
Section 4.1. Indeed, since the matrix A (zx) is public, it can be hard-wired in Cx, which only
takes as input the bits of a secret key share in order to compute a matrix-vector product
followed by a rounding operation.

The robustness of the DPRF is implied by the selective unforgeability of the homomorphic
signature. From a robustness adversary, we can easily construct a selective forger in the sense
of Definition 5.3 as the only way for the adversary to trick the verification algorithm into
accepting an incorrect partial evaluation is to break the unforgeability of the homomorphic
signature. Moreover, the latter only needs to provide selective unforgeability since, in the
reduction, the adversary only needs to see one verification key vk after the generation of
signatures on secret key shares {SK}cn-

Theorem 5.5. Assuming that the homomorphic signature scheme provides selective unforge-
ability, the above construction of the Robust. DPRF achieves robustness.

Proof. Towards a contradiction, suppose that there exists a polynomial-time adversary A
that breaks the robustness for the index j € [N] (in the sense of Definition 5.1) of the
Robust.DPRF. We build a polynomial-time adversary BB that can forge signatures, thus break-
ing the selective unforgeability of the homomorphic signature HS.

At step 1 of the selective unforgeability game, the reduction B runs the underlying
DPRF.Setup(1*, 1%, 1%, 1) on input of parameters (1*,1¢ 1¢,1V) such that any key in K
can be represented using K bits and, for any input X € X, the Boolean circuit Cx(-) :=
DPRF.PEval(-, X) has depth at most d. Then, B is able to compute Robust.pp from the
public parameters of the underlying DPRF before running A. Before that, B samples a se-
cret key SKy < K and runs the underlying DPRF.Share(SKj). To finalize step 2, B sends
m* := SKj to the challenger to sign. The challenger runs (vk;, sk;) + HS.KeyGen(1*, 1%, 1),
with sufficiently large parameters d, K and provides B with the public verification key vk;
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together with @; < HS.Sign(sk;, m*). Moreover, B runs (sk;, vk;) < HS.KeyGen(1*,1%, 1%)
for all ¢ € [N]\ {j} and computes the rest of the signatures ®; <— HE.Sign(sk;, SK;), for
all i € [N]\ {j}. In turn, B gives A the vector SK = ((SKy,®1),...,(SKy,®y)) which
corresponds to all the secret shares of the Robust. DPRF scheme.

Since A can break robustness, by hypothesis, it has non-negligible probability of out-
putting (Y/J,@;, X) such that Robust.Verify(pp, j, (}7],@;), vk‘j,f() =1 and }7] is not obtained

by running Robust.PEval((SKj, ¢;), X ). By construction, this translates for the homomorphic
signature scheme into:

HS Verify(vk;, Cg, Y}, &%) = 1 A Y; # DPRF.PEval(SK;, X),

where the second condition is equivalent to Y # Cx(SK;).

At step 4 of the selective unforgeability game, algorithm B outputs a triple (C's, ffj, @J*),
which constitutes a forgery for the signature scheme since the verification algorithm accepts
even though Cg(m*) # Y;. The probability that B outputs a forgery is the same as the

probability of A in breaking the robustness of the Robust.DPRF. O

We still have to prove that above construction preserves the security of the underlying
DPRF under adaptive corruptions. For this purpose, we need to assume that the servers can

reliably erase the random coins of the Hide procedure after the computation of §Z~5j, x at step
3 of PEval.

Theorem 5.6. The above construction is an adaptively secure robust DPRF' assuming that:
(i) The underlying DPRF is adaptively secure; (ii) The homomorphic signature scheme is
context-hiding; (17i) Each server can reliably erase its random coins.

Proof. To prove the result, we first consider two indistinguishable games where Gamey is the
real adaptive security experiment and Game; makes it easier to give a reduction from the
security of the underlying DPRF.

Game: This is the real adaptive security experiment of Definition 2.22.

Game;: This game is identical to Gamey with a modification in the partial evaluation or-
acle at each partial evaluation query (7, X). At step 3 of PEval, instead of computing

Qgﬁx < HS.Hide(vk;,Y;, @, x), the challenger computes (ZBj,X « Sim(sk;,Cx,Y;). As long

as the servers can erase their local randomness after each execution of PEval,!® we can

meaningfully rely on the context-hiding security of HS to show that Game; and Game,

are statistically indistinguishable. Note that the derived signature @; x obtained at step

2 of PEval is now independent of the adversary’s view.

Now, assuming that there exists a PPT adversary A with noticeable advantage in Gamey,
we build an efficient adversary B with the same advantage in the adaptive security game for
the underlying (non-robust) DPRF.

10 Without this assumption, an adaptive adversary could distinguish the two games by corrupting a server after
having obtained a partial evaluation from it.
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Algorithm B runs A on input of the public parameters pp that it receives from its own
challenger. Before answering A’s queries, B generates N homomorphic signature key pairs
(sk;, vk;) + HS.KeyGen(1*,1¢,1) for i € [N], where d is the maximum depth of the Boolean
circuits Cx(-) = PEval(-, X), for any input X € X. (The input space and the key space are
known from the public parameters pp). The verification keys vk;, are also given to A.

At each corruption query j € [N] made by A, the reduction B relays the query to its
DPRF challenger. Upon receiving SK; from the latter, B computes @; := HS.Sign(sk;, SKj)
and hands (SKj,®;) to A. At each partial evaluation query (i, X) € [N] x {0, 1}* made by
A, B sends the same query to its challenger and, upon receiving the response Y;, it computes
&r = Sim(sk, Cx,Y;) and returns the pair (Y;, ®7) to A.

For the challenge query X* made by A, B sends the same query to its own DPRF
challenger and forwards the latter’s challenge Y* to A. At the end of the game, B outputs
whatever A outputs. It is easy to see that, by construction, B succeeds whenever A does. 0O
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