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Abstract. When several parties want to share sensor-based datasets
it can be difficult to know exactly what kinds of information can be
extracted from the shared data. This is because many types of sensor
data can be used to estimate indirect information, e.g., in smart build-
ings a CO2 stream can be used to estimate the presence and number
of occupants in each room. If a data publisher does not consider these
transformations of data their privacy protection of the data might be
problematic. It currently requires a manual inspection by a knowledge
expert of each dataset to identify possible privacy vulnerabilities for es-
timating indirect information. This manual process does not scale with
the increasing availability of data due to the general lack of experts and
the associated cost with their work. To improve this process, we propose
a privacy vulnerability ontology that helps highlight the specific pri-
vacy challenges that can emerge when sharing a dataset. The ontology
is intended to model data transformations, privacy attacks, and privacy
risks regarding data streams. In the paper, we have used the ontology
for modeling the findings of eight papers in the smart building domain.
Furthermore, the ontology is applied to a case study scenario using a
published dataset. The results show that the ontology can be used to
highlight privacy risks in datasets.

Keywords: Open Data, Data Anonymization, Modeling Methodolo-
gies, Data Publishing, Data Privacy, Privacy-Preserving Data Publishing

1 Introduction

Open data has a great potential for improving scientific practices in terms of
transparency and efficiency [23]. Data is also the foundation for new intelli-
gent data-driven software solutions in many application areas. The large sensor-
networks installed in a modern smart building can monitor almost every aspect
of the building and the occupants inside [15]. This includes data about how the
building is being used by occupants and control systems. e.g., from occupancy
counting sensors and the building’s building management system (BMS). Sharing
such information with contractors who perform regular tasks – such as catering,
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cleaning, and facility management – would enable them to develop data-driven
applications for these operations. Considering a scenario where a catering com-
pany knows how many people are actually on the premises, they would know
exactly how many to cook for. If they also know who these people are, then they
could have access to dietary needs and cook according to preferences.

The European Data Portal has made a guideline for how to create a strategy
for sharing open data [8], which consists of:

1. Ambition The strategy starts with setting the ambition for publishing data,
including collecting a clear picture of the current data sharing situation in
the organization. Furthermore, defining the intended situation.

2. Strategy Create a strategy for an open data policy, which among others,
includes identifying all data in the organization, aligning the legal aspects,
and formalizing key performance indicators to measure the progress, both
for sharing the data and the impact of sharing it.

3. Policy Define the policy benefits for sharing the data. This includes defining,
the scope, the goals, and the data types and quality of the data. Finally,
the legal aspects, which include licensing, intellectual property, and privacy
aspects.

Implementing such a strategy requires finding an appropriate data platform for
the data, and making the data understandable for the recipient, as well as iden-
tifying the expected use from the open data community. Finally, a plan for how
to maintain the data should be made, such that data release is up to date.

This process includes several stakeholders: The management of the company
who develops the open data strategy; the data publisher, who is the one process-
ing the data for sharing and who also is doing the privacy assessment, as well as
maintaining the data; the data providers who either have actively participating
in data collection (e.g., notes and sensor data from a smart watch) or passively
being observed (e.g., data from a building-wide video analytics system); the data
recipient, who are using the shared data.

When sharing data a data publisher needs to consider the privacy implica-
tions of sharing data. This is both to comply with privacy laws and regulations
and to respect the interests of the data providers. One of the many challenges
when sharing data is to identify the potential privacy implications of each part
of the dataset, as well as combinations with available information through side
channels. Combinations with other data can be the base of a privacy attack on
the data which result in personal information about the data provider being re-
vealed. Even more difficult is identifying privacy attacks, which can be achieved
using artificial intelligence (AI) methods, as the AI area is a continuously mov-
ing target due to advancements in research. This makes it very difficult to keep
an updated picture of the potential privacy risks. Here anonymizing the data
and deleting any information related to the participants (e.g., name and height)
is a method for privacy protection to limit such attacks on the data, but the
current method also has their shortcomings. State-of-the-practice (SoP) meth-
ods for anonymization have, in recent research [26, 28] been found insufficient
to protect the released data. Indicating that the data publisher did not know
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the specific inference and data linkage possibilities, as well as the privacy risks
related to the data release. Therefore, there is a need for solutions to address
these problems.

Consider an example from the smart building domain, where a data pub-
lisher releases CO2 data collected in a single room. The data publisher performs
a privacy assessment for the CO2 stream and identifies some privacy risks for
the stream. Based on these, an anonymization strategy is selected for the data
release. However, the data publisher needs also to be aware of the inference
and data linkage possibilities using the stream, e.g., in the case of a CO2 data
stream an AI-based transformation model can estimate the number of occupants
in the monitored area [4]. The combination of such inference possibilities and
lack of privacy risks knowledge can lead to the data not being adequately pro-
tected for the data release. Furthermore, a data publisher must consider laws
like the European General Data Protection Regulation (GDPR) [11], the EU’s
ePrivacy Directive [22], the California Consumer Privacy Act (CCPA) [7], and
the Australian Privacy Principles (APPs) [20], which amongst others, defines
the personally identifiable information that organizations are allowed to store
and share, without reasonable cause or user consent. Many smart buildings are
publicly accessible buildings. Therefore, an attacker can physically observe the
building and combine ground truth with the published data to potentially in-
fer complete knowledge about the building’s use and conditions. This makes it
challenging to select and create anonymization methods for smart building data.

In this paper, we address the very important privacy assessment step of
the sharing process. The problem is that it can be very difficult for a data
publisher to identify the potential privacy implications for a specific dataset.
The data publisher might not have a full overview of the privacy risks related
to each piece of data. This can lead to sharing of privacy problematic data
which is a problem both for the individual data providers and for the publisher
in terms of laws and regulations. Knowledge of the potential privacy risks is
thus critical. Therefore, we present an ontology that for a given dataset can
model privacy risks, privacy attacks, and possible data transformations. Previous
work document a long range of possible transformations that can be applied to
smart building datasets. However, it is impossible for data publishers to be
experts and be up to date with the latest knowledge. In addition, the data
publishers also need to consider that several transformations might be combined
to reveal a certain piece of information from a dataset. Therefore, there is a
need for a common format for modeling privacy risks. From a top-level view,
the proposed ontology is illustrated in Figure 1, including elements for data,
transformations, privacy risks, and attacks, and the relationships among them.
Using this ontology, the theoretical privacy risks associated with sharing some
data can be modeled. The model can be used to consider privacy risks before
sharing data. The paper will focus on the smart building domain, and will,
therefore, propose a solution targeted this domain. However, the solution has a
clear potential to be extended to other domains.
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Fig. 1. The elements in the ontology. Includes classes and object relations.

The rest of the paper is structured as follows: Section 2 covers related work;
section 3 presents an analysis of a set of papers within the smart building domain
to identify the concepts classes to be included in the ontology; section 4 presents
the design of the ontology; section 5 presents an instance example of the ontology
for each of the analyzed papers; section 6 a case study combines all the individual
models into a single instance of the ontology, which considers the privacy risks
for a specific data release. Finally, section 7 and 8 we will discuss and conclude
on the paper.

2 Related Work

This section covers the related work including, including prominent privacy-
preserving methods, e.g., methods for Privacy-Preserving Data Publishing (PPDP).
The section also covers data transformations that can be performed on smart
building data. Furthermore, the section also studies existing smart building on-
tologies, as well as the components necessary for creating instances of it and
taxonomies for the sensitivity of attributes.

2.1 Protection Methods

A data publisher must consider if there is a need for protecting sensitive in-
formation in a dataset or the identity of monitored individuals using privacy-
preserving data mining or PPDP methods, respectively [25]. The field of PPDP
has developed several privacy models. Some of the more prominent ones include
k-anonymity [30], l-diversity [18], and δ-presence [19] differential privacy [9].
These models protect against the privacy attacks of record-linkage, attribute-
linkage, table-linkage, and probabilistic attacks, respectively.

More recently, Pappachan et al. [21], have developed a framework which can
be used for configuring privacy settings of users and enforcing these when collect-
ing and sharing user data in the smart building domain. The framework contains
three elements: Internet of Things (IoT) resource registries, IoT assistants, and
privacy-aware smart buildings. Resource registries are a collection of policies
and sharing practices of IoT technologies. IoT assistants notify users about the
policies of the IoT devices. Furthermore, the framework provides configuration
for privacy settings, which enables the users to define which information they
are willing to share with specific services. The operator of a smart building can
also define which services are being used in the building, which can override the
users’ privacy settings. The privacy-aware smart building receives the privacy
settings and uses them when collecting user data and sharing data.

Schwee et al [28], have explored state-of-the-practice (SoP) PPDP methods
on a published building dataset. They found that SoP methods like suppression
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were insufficient to protect the identity of rooms in the published dataset. As a
result of this, identifying a potential privacy risk for such building data showing
that occupancy data and room schedules can reveal the identity of a room.

2.2 Data Transformation

The recent advancements in AI have enabled data-driven creation of models that
can by estimation transform a combination of input data to relevant informa-
tion. A number of such transformation has been developed within the field of
smart buildings: Arief-Ang et al. [4], have demonstrated that using nothing but
CO2 measurements, the amount of occupants in a room can be estimated. Fur-
thermore, [3], presented how to generalize this method using domain-adaptation.
Ardakanian et al. [1], have proposed an occupancy detection technique using fine-
grained measurements from Variable Air Volume (VAV) systems. The results
show that the estimated occupancy patterns can be used for per-zone schedules.
Hence it can be used to estimate occupancy. In Section 3 more examples of such
transformations are given when analyzing specific examples.

2.3 Ontologies and Taxonomies

Ontologies enable the structuring data from data collection and also to struc-
ture the description of the data collection. A number of ontologies have been
proposed within the smart building field including Haystack, Industry Founda-
tion Classes (IFC), and BRICK to describe the building and the installed data
collection infrastructure. A prominent example is BRICK [5] which is an ontol-
ogy to structure data about smart buildings. BRICK structures data based on
the Resource Description Framework (RDF) [17] to define the relations between
the elements (e.g. system or building elements) in the ontology as well as hier-
archies of such elements. Having a BRICK model of a smart building enables
the use of SPARQL [24] queries to discover control systems and the location of
sensors. This enables applications to use the model to discover resources instead
of hardcoding an application to the specific devices in a building. Furthermore,
the model can be used to identify the available sensors at each location and
explore how they are colocated.

Within the privacy field, a taxonomy for privacy sensitivity attributes can
be found in [12]. It defines four types of attributes: Explicit identifiers, quasi-
identifiers, sensitive attributes, and non-sensitive attributes. The explicit iden-
tifiers identify a record owner. The quasi-identifiers can, as a set, potentially
identify a record owner. The sensitive attributes contain attributes which are
person-specific information. The set of non-sensitive attributes is all attributes
that do not fall into any of the others. The attributes in the Explicit identifier,
quasi identifier, and sensitive attributes, need to be protected before they can
be shared.
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2.4 Summary

The mentioned privacy protection methods can be applied when it is known
which potential privacy risks a dataset needs to be protected against. However,
a data publisher has to identify the risks of the data, the inference opportu-
nities, and the data linkage possibilities. The mentioned ontologies only model
the physical relationships in the building, and thus leaves a gap when it comes
to modeling data-sharing challenges. The privacy attribute taxonomy is in its
current form difficult to apply on time-series data, which a lot of smart build-
ing data are. This is because the privacy risks for individuals often occur in a
non-statically manner, e.g., outlines in the data streams. Therefore, to help data
publishers there is a need for means for modeling privacy risks that incorporate
knowledge created by the scientific community. Such models can, among others
support data publishers in their privacy assessments for a specific dataset.

In this paper, we propose a method for modeling data, privacy risks, trans-
formations, and privacy attacks and their relationships in a graph-based model
using Resource Description Framework (RDF) triples. The graphs can be used
for highlighting the potential privacy risk for a specific dataset before sharing the
data. Thereby, giving the data publisher a mean to structure knowledge about
the potential privacy risks and the ability to make better-informed decisions
before sharing data.

3 Analysis of Domain Cases

In this section, we analyze existing work to identify the elements needed in an
ontology for modeling privacy risks, privacy attacks, and possible data trans-
formations. Six papers were selected to cover many types of sensor data, data
transformations, and extracted information. Furthermore, all of them have been
recently published in major conferences or journals in the field.

Electricity consumption measured by smart meters is a widely used sensor
modality in buildings to capture electricity use and related occupant behavior.
As an example, Sonta et al. [29], have proposed methods that for each desk as
input use electricity consumption data for all available plugs. Their method can
transform this data into desk-level activities of the occupant. In addition, the
method can also produce a social network for the social interactions between
the occupants in a whole office. Another example is Kleiminger et al. [16] that
propose a method that from electricity consumption measured at a household
granularity can estimate household occupancy. Furthermore, Beckel et al. [6]
have created a model that from electricity consumption data at the household
level can estimate several demographic parameters including the age of the res-
idents, marital status, employment and the amount of bedrooms.

Door monitoring has been studied by many authors to capture room move-
ment in buildings. As an example, Khalil et al. [14] propose a method that
as input uses data from ultrasonic-based distance sensors in each door. Their
method can from these measurements identify occupants passing through the
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door. Furthermore, the authors have proposed a method for detecting if the
occupant passing the door is using a phone, holding a handbag, or a backpack.

Another relevant type of information is room occupation and number of
occupants. As an example, Kjærgaard et al. [15] propose methods that from
passive infrared movement or video-based sensors can estimate the presence and
number of occupants. The methods can also via machine learning predict the
future amount of occupants in an area. The spatial resolution of the predictions
is similar to the monitored resolution, e.g., if monitoring private offices, then
the prediction will be on the private office level. Likewise, Sangogboye et al. [27]
have proposed a method that from passive infrared movement, temperature, and
CO2 sensor streams estimates the future amount of occupants in an area.

In a shopping context knowledge about the movement of shoppers and their
intent is highly relevant to optimize shops. As an example, Kaur et al. [13] have
proposed a method that from Wi-Fi logs estimates shoppers’ physical movement.
This physical information is then combined with shoppers’ cyberbehvior based
on weblogs to estimate the intent of the individual shoppers.

To study humans’ health and wellbeing in indoor environments their activ-
ities and metabolic rate are too highly relevant types of information. As an
example, Dziedzic et al [10] have proposed an estimation model using the move-
ment skeleton joints of the human body captured by a Microsoft Kinect installed
in a household. The skeleton movement data is used to estimate an occupant’s
metabolic rate and activities. Furthermore, the paper highlights that using the
data in conjunction with external data, one can estimate the weight of the oc-
cupant.

With the methods presented in the covered papers, one can extract several
types of information from building-related data. An overview of what we have
found in these analyses can be seen in Table 1. The table highlights which kind
of information each of the methods in the papers needs as input to extract the
specify type of information. Furthermore, the table highlights that the methods
can extract many different types of information from building-related data. The
papers use data in the form of time-series, graph, external, and metadata which
an ontology must have classes to model.

4 Ontology-based Modeling

In this section, we propose an ontology for modeling potential privacy attacks,
privacy risks, and transformations. The ontology was developed based on our
analyze results of existing work.

The analysis identified a number of different data types, namely: time-series,
external, graph, and metadata. The analysis also highlighted a number of trans-
formations that also need a concept in the ontology. Furthermore, the ontology
has to model possible privacy risks and privacy attacks. All of the concepts are
to be modeled using RDF. An overview of the ontology and the concepts can be
found in Figure 1. This gives the following concepts in the ontology:

– Data superclass, which is the superclass of all data types.
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Fig. 2. Instance of the ontology, using the method presented by Sonta et al. [29].

• TimeSeries model any time-series data in relation to the data release.
• External any external data which might be available in relation to the

monitored area.
• Metadata all relevant associated data that can be available about the

data or the monitored context.
• Graph is representing graphs data.

– Transformation is a concept class that models the transformation and
inference possibilities, which can be performed on the data in the model. The
class must have one or more feed relation from Data classes which represent
the relations that are involved in providing input data to the transformation.
Furthermore, the class has an outgoing feed relation to other Data classes
to represent the output of transformations in terms of new types of data.

– PrivacyAttack is a class that models the potential attacks which can be
performed on Data sources, which can be modeled using the feed relation.
The attacks may only be executed if all of its inputs are available. The class
can have relations to PrivacyRisk classes using a create relation.

– PrivacyRisk represents a potential privacy risk in relation to the data
release. We use the term privacy risk to highlight that only if an attack is
performed it results in an actual leak until then there is a risk that this
might happen.

As an example, using the ontology, transformations, privacy attacks, and risk
of the method by Sonta et al. [29] is shown in Figure 2. We have modeled the con-
text monitored as metadata and only two desks for clarity of the example. The
streams of plug-load consumption measurements have been modeled as Time-
Series classes, these streams can be transformed into a time-series of occupant
activities, using the proposed transformation. This is modeled as a transforma-
tion and produces a new TimeSeries. Based on these occupant activities, there
is another transformation that can construct an occupant network, which can
be represented by the Graph class. Finally, using the network, there can be per-
formed PrivacyAttack estimating social relations among the occupants of the
desks which is modeled as a PrivacyRisk. The instance of the ontology can be
used to identify that if releasing plug-load consumption data, which is monitored
on a desk level, this can potentially reveal social relations among the occupants.

5 Models of Domain Cases

To illustrate the applicability of the ontology we apply it in a number of cases.
The goal is to be able to model the different cases with the elements of the
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Fig. 4. Instance of the ontology, which models the findings of the paper Sangogboye
et al. [27]. We have chosen to model a single room as the monitored area.

proposed ontology. The ontology is applied to model the transformations and
privacy risks identified in each of the case papers. In the models, we will only
include elements that have been mentioned by the papers. Therefore, we do
not include any potential other privacy risks or privacy attacks which could, in
theory, be performed upon the data.

As the first case we consider the transformation methods described by Kjær-
gaard et al. [15]. We have modeled all of them in a single instance of the ontology,
which can be found in Figure 3. Using the model, it can be observed that the
three time-series streams for CO2, door opening measurements, and vision-based
sensor count lines can be used to estimate the future presence and amount of
occupants in the monitored zone.

The instance for Sangogboye et al. [27], can be found in Figure 4. The model
highlights the possibility of estimating occupant counts using a combination of
Passive infrared sensor (PIR) movement, CO2, and temperature streams, in a
monitored area.

The information found in Khalil et al. [14], has been modeled in the instance
of the ontology found in Figure 5. The model includes the privacy attack and
risks on the user identity, which has been modeled as a potential privacy attack.
The attack can be performed using the time-series streams about user behavior.
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Fig. 6. Instance of the ontology, which models the findings of the paper Kaur et al. [13].

Using the model it can be observed that based on the three distance sensors
installed in a single door, it can be used to identify user behavior and in some
cases identify the occupant passing through the door.

Figure 6 shows the instance of the ontology with the information found in [13].
The model includes the privacy attack and risks on the user intent, which was
modeled as a potential privacy risk. The information can be exposed using three
different privacy attacks, captured in the model.

The instance for the paper [16], can be seen in Figure 7. This instance high-
lights that several methods can be used to detect occupancy presence using
electricity consumption data from smart meters.

The instance for the paper [6], can be seen in Figure 8. We have only modeled
a part of the privacy risks for simplicity. In the paper, they have proposed two
methods for the detection of household properties for the occupants living there,
namely a regression model and a classification model. We have modeled each of
them as a privacy attack with associated privacy risks.

*Building feeds

feeds

power meter
Stream

feeds
electric load

curve
analises 

feeds
Electricity

consumption
traces

feeds

occupancy
detection

feeds
Mean

Thresholding
detection

for occupated

occupancy
presence

Metadata

TimeSeries

Transformation

Fig. 7. Instance of the ontology, using the findings of the paper Kleiminger et al. [16].
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Fig. 8. Instance of the ontology, which models the findings of the paper Beckel et al. [6].

*

feeds

feeds
Skeleton 

joints 
stream

feeds
Joints to

occupant’s
activity

Occupant’s
activityLiving lab

feedsSkeleton
model

feeds

Typical body
shape

feeds

feeds

Mass and
surface area
of each limb

feedsMass of
each limb

feeds

feeds
Surface

area of each
limb

feedsMetabolic
rate

Metabolic
rate

createsWeight
calculation Weight

feeds

Avg.
BMI

Metadata

TimeSeries

ExternalData

Transformation

PrivacyAtteaks

PrivacyRisk

Fig. 9. Instance of the ontology, using the findings of the paper Dziedzic et al. [10].

The instance for the paper [10], can be seen in Figure 9. In this instance, it can
be observed that weight and metabolic rates for the monitored individual can be
estimated by fusing body skeleton joint data with external data. Furthermore,
the joint data can be used to determine the occupant’s activities.

As shown the ontology was able to model the elements of the particular
domain cases. This highlights the potential of the ontology. However, as discussed
later the ontology has some limitations which should be explored in future work.

6 Modeling an Open Dataset

In this section, we present a model capturing expert knowledge from several
papers [1, 3, 4] and apply it for privacy assessment for an open dataset. The model
will combine the findings of the papers into a single instance of the ontology. We
use the model to identify privacy risks for a real-world dataset already shared as
open data [2]. The papers include the focus on data from ventilation systems in
the form of variable air volume (VAV) data which captures the inflow of air into
a room and CO2 which negatively correlate with oxygen content and thereby
represent air quality. The papers propose methods to map these data sources to
estimate occupant presence. This can, in the ontology, be directly modeled as a
transformation from each of the data sources to occupancy presence.
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Fig. 10. Modeling case for an open dataset [2]. For simplicity the figure cover a single
room from the released dataset with associated possible data transformations, privacy
attacks, and privacy risks.

In terms of privacy attacks on occupant presence data, [28] highlighted several
types of possible attacks. Firstly, they found that the room identity potentially
can be identified using occupancy presence and counts combined with scheduled
activities. Secondly, the occupancy presence and counts could also be used for
identifying the working hours of an occupant working in the monitored area.
Finally, it was found that the occupant counts for a teaching room, can be used
to estimate teaching performance for each lecture in the facilities. These privacy
attacks create three associated privacy risks. The model is shown in Figure 10.

As a dataset for the case study, we have used [2]. We consider data from a sin-
gle room with the following sensors: CO2, VAV, and amount of occupants. These
relations are modeled in Figure 10. Here the metadata about room context and
published data sources have been linked with the identified transformations, as
well as the information about the room schedules that are publicly available [28].

With this model, a data publisher can for each type of data follow the graph
and see what risks each data type result in. For instance, a data publisher can use
the model to identify that occupant counts can potentially be used to estimate
teaching performance and occupant office hours. The data publisher can also
go the other way and from a privacy, risk backtrack what types of data result
in this privacy risk. For instance, with the model one can observe that if the
identity of a teaching room is to be hidden, there is a need for looking into how
to anonymize the counts’ data, as well as the presence data.

7 Discussion

The proposed ontology can model theoretical privacy risks in terms of how they
relate to different data types. Therefore, it does not consider effects, such as the
accuracy of data or the increasing level of uncertainty when data is transformed
multiple times. However, since the ontology was designed to model the theoretical
risks, this was not considered.

While completing the instances in the case study section, it was found that
some of the findings for each paper depended on sensor deployment, e.g., in [15].
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Fig. 11. The process for using the envisioned ontology for data publishing

This indicates that the current version of the ontology might need a concept that
can be used to model a monitored context, which would be a relevant element
to explore in future work. This might also help to combine the findings in the
papers, hereby modeling the privacy risks to a specific context. Furthermore,
in some of the models, it can be observed that the data can be transformed
into a number of time-series, which in some cases might pose a privacy risk,
e.g., Figure 9, where the data can be used to estimate occupant’s activities or
metabolic rates. However, this could be addressed by adding a privacy attack
and privacy risk to each of them.

In this paper, we propose a privacy risk mapping ontology to improve the
privacy assessment process for data publishing. However, we are aware that the
ontology cannot stand on its own and would be hard for a non-domain expert
to use. Therefore the ontology is only a piece of an envisioned tool-chain, which
is sketched in Figure 11. The process is as follows: 1) the data publisher maps
the ontology instance, which has the privacy risks and attacks modeled, with the
data considered for data publishing; 2) the ontology’s queries and post-processing
provide the data publisher with results of the potential inference, vulnerabilities,
and attack vectors for each of the monitored contexts; 3) based on the output
of the former step the data publisher selects a privacy protection technique;
and 4) the final data is released. In this tool-chain, the ontology is to be used
as a foundation and the queries and post-processing are to be reused between
implementations for different datasets. The intended output of the tool-chain is
privacy risks and possible methods for how to protect the dataset.

8 Conclusion

We set out to design an ontology enabling data publishers to make preemptive
privacy assessments before sharing open datasets. To design the ontology we
analyzed eight recent papers within the field of smart buildings to distill examples
of data transformations and privacy risks. The papers cover many different forms
of sensor modalities and how they can be transformed into information like
occupant identity, actions, behaviors, and intents. The proposed ontology models
data transformations, and associated privacy attacks and risks. We evaluated the
ontology by constructing individual models for the methods of the eight papers.
The result was that in all cases we could describe the datasets and methods of
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a paper by an instance of the ontology. Furthermore, we created a larger model
based on related work which was applied to a particular dataset to be released.
To support a privacy assessment the model could for this dataset highlight three
privacy risks. In future work we plan that the ontology will be used as part
of a larger tool-chain, helping data publishers perform privacy assessments for
datasets before data sharing.
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