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Abstract. By their very nature, recommendation systems that are based
on the analysis of personal data are prone to leak information about per-
sonal preferences. In online dating, that data might be highly personal.
The goal of this work is to analyse, for different online dating recommen-
dation systems from the literature, if differential privacy can be used to
hide individual connections (for example, an expression of interest) in
the data set from any other user on the platform - or an adversary that
has access to the information of one or multiple users. We investigate
two recommendation systems from the literature on their potential to
be modified to satisfy differential privacy, in the sense that individual
connections are hidden from anyone else on the platform. For Social Col-
lab by Cai et al. we show that this is impossible, while for RECON by
Pizzato et al. we give an algorithm that theoretically promises a good
trade-off between accuracy and privacy. Further, we consider the problem
of stochastic matching, which is used as the basis for some other recom-
mendation systems. Here we show the possibility of a good accuracy and
privacy trade-off under edge-differential privacy.

1 Introduction

By their very nature, recommendation systems that are based on the analysis
of personal data are prone to leak information about personal preferences. Ca-
landrino et al. [3] showed that given little auxiliary information even a passive
adversary can infer other user’s individual transactions for many user-to-item
recommendation systems from the recommendations given to them by the sys-
tem. In online dating that data might be highly personal. The goal of this work
is to analyse, for different online dating recommendation systems from the lit-
erature, if differential privacy can be used to hide individual connections (for
example, the existence of a dialogue, or an expression of interest) in the data
set from any other user on the platform - or an adversary that has access to the
information of one or multiple users.

Our contribution is summarized as follows. We investigate two recommen-
dation systems from the literature on their potential to be modified to satisfy
differential privacy, in the sense that individual connections are hidden from any-
one else on the platform. For Social Collab [2] we show that this is impossible,
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while for RECON [21] we give an algorithm that theoretically promises a good
accuracy and privacy trade-off. Further, we consider the problem of stochas-
tic matching, which is used as the basis for some other recommendation systems
[22,4]. Here we show the possibility of a good accuracy and privacy trade-off
under edge-differential privacy, though the running time of the algorithm is ex-
ponential in the size of the input graph.

Related Work. The definition of differential privacy is due to Dwork et al. [6]. It
gives strong privacy guarantees and has been broadly researched in the contexts
of data analysis and machine learning. For surveys on differential privacy in
general and its applications in machine learning specifically see for example [7,
14,25).

For a survey on privacy aspects of recommender systems see [9]. Differential
privacy in recommendation systems has been widely researched in applications
where items (goods at an auction, movies, etc.) are recommended to users [18,
12,26,10,8,16,23]. A common feature of all differentially private methods for
preserving privacy in recommendation systems is that the goal is to hide indi-
vidual connections (purchases, ratings, etc.), which is our goal as well. There are
two main differences in this work:

1. The recommendation systems themselves are different: all recommendation
systems considered in this work are reciprocal, which means they take the
preferences of both parties into account, that is, the taste of the recom-
mended user and the user that is recommended to are considered. For online
dating reciprocal recommendation systems have been shown to widely out-
perform non-reciprocal ones in practice [20].

2. The data that needs to be protected is different. While in most other ap-
plications, the privacy of the items is unimportant, here, everyone’s privacy
matters equally.

Further, Machanavajjhala et al. [17] studied social recommendation systems un-
der differential privacy. The recommendation systems in their work are based on
the assumption that it is much more likely that a user will form a connection
if any of their friends formed the same connection. They concluded that a good
accuracy and privacy trade-off is not possible for those systems. None of the
recommendation systems considered in this work use direct mutual connections.

The stochastic matching problem is equivalent to the maximum matching
problem. Matching and allocation problems have only been studied more re-
cently in the differential privacy literature [13,1,15]. Notably, Hsu et al. [13]
give an infeasibility result for differentially privately matching goods to people.
Their counter-example heavily relies on having multiple copies of the same good
(and as such, the same weight from a person to copies of the same good). Conse-
quently, Hsu et al. [13] and Kannan et al. [15] use relaxed versions of differential
privacy. In contrast, we assume that the weights are independent probabilities.
Anandan and Clifton [1] focus on constructing a data oblivious algorithm and
then show how to output the value of the minimum matching in a differentially
private way.
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Outline. This paper is structured as follows. In the preliminaries (Section 2)
we define differential privacy, collect some basic results, and introduce the rec-
ommendation systems we analyse in this work. In Section 3.1 we show by a
counter-example that a sensible privacy and accuracy trade-off is impossible for
the Social Collab recommendation system by Cai et al. [2]. In Section 3.2 we
give a differentially private algorithm for RECON based on the Laplace mech-
anism and give arguments as to why this seems to promise a good trade-off. In
Section 3.3 we consider the stochastic matching problem, and give a differen-
tially private algorithm with a good accuracy trade-off, but which is inefficient.
The algorithm achieves essentially the same as the exponential mechanism by
McSherry and Talwar [19] on the set of all matchings, but we provide a direct
analysis for our specific application.

2 Preliminiaries

In this section we define differential privacy, collect some basic results, and in-
troduce the recommendation systems we adapt in this work.

2.1 Differential Privacy

The definition of differential privacy is due to Dwork and McSherry [6]. The
basic idea is to find a randomized algorithm with the property that the output
distributions are similar if the input data sets differ in a single entry. This is
generally achieved by adding noise at the cost of accuracy.

For the formal definition, we need the notion of neighbouring data sets.

Definition 1. Let D be a universe of data sets. Two data sets x € D andy € D
are called neighbouring if they differ in at most one entry (what this means
exactly will depend on D). We will write x ~ y.

Now, the differential privacy property says that the output distributions of
a randomized mechanism have to be close for neighbouring data sets.

Definition 2. A mechanism M is called (¢, d)-differentially private if for ev-
ery S in the range of M and two neighbouring data sets x and y it holds that

P(M(z)eS) <exp(e) PIM(y) € S) + 4. (1)

For small values of ¢ and § this means that the output distributions are
similar if the data sets differ in a single entry. If § = 0, the function is called
e-differentially private, and the smallest parameter e for which (1) is true is
referred to as the “privacy loss”.

The results presented in this work use the Laplace mechanism by
Dwork et al. [6] as a basic tool. We need the notion of global sensitivity, which
is a measure for the maximum output difference of a function evaluated on two
neighbouring data sets.
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Definition 3. The global sensitivity of a function f : D — R? is defined as
Af = max||f(z) = f()lh- (2)

Next, we define the Laplace distribution.

Definition 4 (Laplace Distribution). The Laplace distribution Lap (u,b),
where p is the mean and b > 0 is the scale parameter, is defined by the den-

sity function f(x|u,b) = 5 exp (—@). If we omit the first parameter we

assume p = 0.

The Laplace mechanism adds Laplace noise scaled with the global sensitivity to
the output of a function.

Theorem 1 (Dwork et al. [6]). For a function f : D — R? let (Y1,...,Yy)
be independent random variables drawn from the Laplace distribution with scale
parameter b = %, Then the mechanism M(z) = f(x) + (Y1,...,Ya) is e-
differentially private. This mechanism is called the Laplace mechanism.

Further, we need two basic results about differential privacy. The first one is
the post-processing rule, which states that any transformation of a differentially
private output preserves the same (or better) privacy guarantees.

Lemma 1. If M is differentially private, any mechanism goM : x — g (M(z))
is also differentially private, for any function g defined on the range of M.

Secondly, a basic composition theorem by Dwork et al. [5] states that the
privacy loss of a composition of several differentially private functions is no
more than the sum of the privacy losses of each individual function.

Theorem 2 (Dwork et al. [5]). The composition of k differentially private
mechanisms with parameters (€1,01),...,(€k,0k) is (€, 0)-differentially private
with € = Zle € and 6 = Zle ;.

When working with graphs, there are mulitple ways of defining neighbouring
data sets [11], depending on whether the goal is to hide a person’s presence in the
data set (resulting in the definition of node differential privacy), or individual
connections. The latter is formalized by the definition of edge-differential privacy,
which is due to Hay et al. [11].

Definition 5 (Edge-Differential Privacy). Let D be a set of graphs on a
vertex set V. with |V| = n. A mechanism is edge-differentially private, if it is
differentially private over D, when for x = G, = (V,E;) € D andy = G, =
(V. Ey) € D the neighbouring relation x ~ y means there exists an edge e such

that E, = E,\{e} or E, = E;\{e}.

In this work we will only consider variations of edge-differential privacy.
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2.2 Online Dating Recommendation Systems

By a recommendation system, in general form, we mean any mechanism that
uses data from an online dating platform, and gives an individual, ranked list
of users as recommended connections to every user on the platform. When we
talk about the recommendations given to one specific user, we call this user the
active user. Often, the space of potential connections for one active user is not
the entire data base, but some restricted subset based on for example location,
gender, age, etc. The choices for recommendation systems considered in this work
are mostly influenced by an extensive review by Pizzato et al. [20]. Additionally
to summarizing and categorizing existing strategies, they point out two specific
characteristics which show improved success rate of recommendations:

— Recommendation systems which are based on implicit preferences (i.e. based
on existing matches and past behaviour on the platform) are more effective
than explicit preferences (i.e. preferences the user states).

— Recommendation systems which take preferences of both the active user and
the user we potentially want to recommend into account are more effective
than considering preferences of the active user only.

Social Collab. In the model by Cai et al. [2] the data set is modelled as a directed
graph, where nodes represent users and edges represent some form of “like”; for
example liking a profile, or sending a message, or the positive reply to a message.
They define two users to be similar in attractiveness if they were liked by at least
one person in common, and similar in taste if they liked at least one person in
common; see Figure 1 (a). A user r is a predicted match for the active user a if
there exists

1. at least one user similar in taste to r that liked a and
2. at least one user similar in attractiveness to r that was liked by a.

See Figure 1 (b).

All predicted matches for user a are ranked by the number of total users for
which either of the two conditions above is true. The output is, for some N, the
sorted list of the top N predicted matches.

RECON. The RECON system by Pizzato et al. [21] considers a model where
users can like other users’ profiles. Each profile consists of several attributes.
Based on the attributes of users that a liked before and b’s profile, they predict
a score Ct(a,b) of how likely it is that user a will like user b. The data set is
modelled as a directed graph where users are nodes and an edge (u, v) means that
user u liked user v. Let A'(a) be the set of users that user a liked, and d(a) =
|N(a)| the outdegree of a. Denote Att(b) the set of all attributes that user b
possesses.

Definition 6. The positive compatibility C*(a,b) of a candidate b for user a
is defined as follows:

D oueN () ot I (T € Att(w))
d(a) |Att(b)|

C*(a,b) =
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Fig. 1: Social Collab. (a) The users s and r are similar in attractiveness or taste,
respectively. (b) Since s; is similar in taste to r and s; likes a, and s, is similiar
in attractiveness to r and is liked by a, user r is a predicted match for active
user a.

As mentioned before, an important characteristic that has been shown to
improve the success rate of recommendations is reciprocability. In their paper,
Pizatto et al. [21] define a reciprocal version of RECON by using the harmonic
mean between C* (a,b) and CT (b, a). The positive compatibility between a and b
is defined as

Cto(ab) = CE(boa) = ——— 2

Ty T T

As such, a low compatibility score for one of either C* (a, b) or C* (b, a) will result
in a low combined compatibility score. This means we will only recommend b
to a if it is considered likely that b will like a back. Pizatto et al. [21] showed that
the reciprocal version of RECON has a significantly higher success rate than the
non-reciprocal one.

Stochastic Matching. Next, we will define the stochastic matching problem,
which is not a recommendation system itself, but is used as a model for some of
them. Instead of singling out one active user and ranking recommendations for
this user, the idea here is to always recommend user b to user a exactly when we
also recommend user a to user b. Instead of outputting a sorted list of recom-
mendations for one user, we will output a list of total recommendations, and the
goal is to have the same number of recommendations for each user. The motive
of this strategy is, as argued by Pizzato and Silvestrini [20], to ensure that there
is no difference made between popular and unpopular users. Receiving either too
many or too few messages can cause frustration in a user.
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Both the recommendation systems by Pizzato and Silvestrini [20] and
Chen et al. [4] model the problem as a weighted, undirected graph G = (V, E).
The vertices in V' represent the users, and for each edge e = (u,v), the edge
weight 0 < w(e) < 1 is an estimate for the probability of a successful match
between u and v. A successful match is defined differently in the two papers, but
the common ground is that the recommendation leads to some sort of positive
interaction between the users. For simplicity we assume £ =V x V and set the
weight of non-existing edges to zero. The methods used to estimate the edge
weights differ for each system and will not be further discussed here.

The weighted mazimum matching problem is defined as follows: given a
weighted, undirected graph G = (V, E) with a non-negative weight function w
on F and a given number N > 1, the goal is to find a subset M of edges such
that

1. any vertex is adjacent to at most N edges in M and
2. the value w(M) := > ., w(e) is maximized with respect to all subsets M
satisfying condition 1.

We will call any subset of edges satisfying condition 1 a matching on G. Fur-
thermore, we will restrict ourselves to the simplified case where N = 1.

In Pizzato and Silvestrini [20] and Chen et al. [4] the stochastic matching
problem is formulated slightly differently: given the probabilities of any successful
match, the goal is to maximize the expected number of successful matches, under
the condition that each user receives at most N recommendations. Note that
since the edge weights represent the probabilities of any match being successful,
the problem is equivalent to the one formulated above.

3 Results

First, we have to define what privacy notion we aim to achieve. As mentioned in
the preliminaries, one could aim to hide either the presence of a person in the data
set, or individual connections. We focus on hiding individual connections. This
has two reasons: it makes more practical sense, because the presence of someone
on a dating platform can usually not be entirely hidden. Also, it is much easier
to achieve, since an individual connection influences a recommendation less than
the full data of a person.

Note that when recommending to a, we do not need to protect outgoing edges
from a, since they only encode information about a’s own preferences. Our aim is
to hide a user’s connections from anyone who has access to the recommendations
of any other user on the platform. An adversary in this setting could be someone
who creates fake profiles and gathers information from the recommendations
given to those fake users. Formally, for a fixed active user a, we define two data
sets ¢ = (V, E;) and y = (V, E,) with a € V as neighbouring, « ~ y, if there
exists an edge e # (a,v) for any v € V such that E;\{e} = E,\{e}. This means
two neighbouring data sets differ in an edge that is not an outgoing edge of a,
because those are the edges we want to keep private when recommending to a.
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We will use differential privacy based on this definition of neighbouring data sets
for Social Collab and RECON.

3.1 Social Collab

We give a counter-example to show that it is not possible to directly modify
Social Collab to satisfy differential privacy under the definition of neighbouring
data sets described above.

Consider the (sub-)graph given by Figure 2. Assume we have an active user a
and a subset of k possible candidates r1,...,r;. Everyone of the r;, for i =
1,...,k, likes a user ug, who is also liked by a set of users s;1, ..., sy. As such, all
the users r; and s¢; are similar in taste. Additionally, all users s;;, for j =1,...,1
like user a. Then, there is a user s, who is liked by a, and a user u;, which likes
every r; fori =1,..., k. Now, if u; also likes s,, all users r; are predicted matches
for a with weight [ + 1, since they are similar in taste to [ users that liked a and
similar in attractiveness to a user s, who was liked by a. On the other hand, if
the edge (u1, s,) does not exist, there is no user similar in attractiveness to any
of the r; which was liked by a, which means none of them is a predicted match.

Fig. 2: This figure shows the counter-example for Social Collab. The dashed edge
is present in a data set x, but not in its neighbouring data set y. Each s;; is
similar in taste to each of the r;. In x, each r; is similar in attractiveness to s,.
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Note that [ and k can be arbitrarily large. This means that one edge can
influence the rating of arbitrarily many users from very high, to not even being
recommended at all. Thus, we cannot hope to preserve differential privacy here
without destroying all information.

The example also demonstrates which kind of potential attacks we are trying
to prevent: An adversary aware of the subgraph in Figure 2 can find out if
the edge (u1,s,) exists by looking at recommendations for user a. As such,
an adversary can try to build specific subgraphs using fake profiles to uncover
additional information about the network.

3.2 RECON

The goal of this section is to find a way to privately output the vector consisting
of Cf,.(a,u), for every u which is a candidate for a, to a under the privacy model
defined in the beginning of Section 3. This means that two neighbouring data
sets differ in an edge that is not an outgoing edge of the active user a.

First, notice that because differential privacy is immune to post-processing
(Lemma 1), if we show how to make both C*(a,u) and C*(u,a) differentially
private, their private versions can be used to compute C;t_(a,u) while still pre-
serving differential privacy.

Deleting any (u,v) for u # a can not change C*(a,b) because that quantity
depends only on outgoing edges of a and attributes of b. Thus, no noise has
to be added to privately output C*(a,b). Consider now a as the active user.
Denote U, the set of candidate matches for a (e.g. users living close to a). The
following Lemma shows that deleting or adding an edge (b, v) where b # a can
change only C*(b,a) by at most ﬁ.

Lemma 2. For any b € U, with d(b) > 1, deleting or adding an outgoing edge
of b can change C*(b,a) by at most ﬁ.

Proof. Fix a data set © = G, = (V, E,). We consider neighbouring data sets y
which differ from x in an outgoing edge from b. We will use x and y as subscripts
for d, N'(b) and C* to differentiate the value of the respective functions in the
different data sets.

First, assume z and y differ in an edge (b,v) that is present in & but not in
y. We have

|C;(b7 a) - C;r(ba a)}
_ ‘ DoueN, (b) 2oteats(a) L (EE AGE(W) D en )\ (v} Doteast(a) L (E € Att(w)) |

dz(b) |Att(a)| (dz(b) — 1) |Att(a)]
B Do ueN, (W {0} Dotet(a) 1 (L € Att(u)) 1 1
a |Att(a)] <dz(b) dy(b) — 1)

Yreata) 1 (t € Att(v))
d () |Att(a)]



10 Teresa Anna Steiner

Note that since

1 1 _ 1 0
<dz<b> da(b) - 1) B ACICROE

we have that the difference between Cf (b, a) and C;f (b, a) is bounded by

- DN, W\ {0} Dteats(a) 1 (E € AtE(W) | | X can) L (t € Att(v))
|Att(a)| d(b) (ds(b) — 1) ’ dz(b) [Att(a)]

) |

Bounding each 1 (¢ € Att(u)) by 1 we get

1
dy(b)

G5 (b,a) = G (ba)| <

In the other case where y has one edge (b, v) more than z, the analysis from
above goes through with reversed roles of x and y and we get

|G (b,a) = C (b, a)| <

Assuming our data universe is such that there is a lower bound T' < d(u) for all
potential matches u of a, this means that the global sensitivity of (C* (u,a)), ¢y
is bounded by 1/T - since one edge can influence one entry in the vector by at
most 1/T. As such, we can use the Laplace mechanism with scale T% to privately
output (C*(u,a)),cp, - Then we can compute (C)f,.(a,u)),cp, privately by the
post processing rule.

In the general case, we will not have a good lower bound on the outdegree of
all potential candidates. In fact, in the worst case there might exist a user with
outdegree zero, for example, a new user on the platform. Intuitively though,
if a user u does not have a lot of outgoing edges, the information gained by
considering CT(u,a) is not reliable anyway - there is not enough data to make
conclusions about the user’s taste.

We propose the following idea: we use the noisy Cf,.(a, ) only for elements u €
U, which have an outdegree above a certain threshold, and C* (a, u) for all oth-
ers. This means that whenever u has sufficiently high degree, that is, sufficient
activity on the platform, we use both w’s and a’s preferences in the recommen-
dation. Otherwise, we will only consider a’s preferences.

The difficulty with this approach is that the decision whether or not the degree
is above a certain threshold can leak information. This means we first have to
find a differentially private approximation of the outdegrees of all candidates u.
The vector containing all outdegrees has a sensitivity of 1, since adding or re-
moving an edge can change the outdegree of one node. In Algorithm 1, we use
the Laplace mechanism for finding a differentially private degree sequence. Al-
ternatively, one could use Hay et al.’s [11] modification for finding a differentially
private degree sequence. We stick to the Laplace mechanism for simplicity.
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Our approach is now summarized as follows: We first add noise to make the
vector of outdegrees differentially private. Then we use this vector to decide if
the outdegree for any w is above a certain threshold or below. Then, depend-
ing on which case we are in, we either use the idea described above to output
a noisy C.f_(a,u), or output C*(a,u) directly. The details are shown in Algo-
rithm 1.

The (T — &) in Algorithm 1 originates from the fact that if we know that the
noisy degree is above a certain threshold, we do not have a guarantee that the
actual degree is above that threshold; but we will show that with appropriate
choice of a, with high probability, the noisy degree will be above T'— «. If we are
in that case, adding noise scaled with ﬁ is sufficient for preserving privacy.
With non-zero probability, though, the noisy outdegree will be above T', while
the actual one is smaller than 7" — a. In that case, we cannot guarantee that the
privacy loss in our algorithm is less than e. We prove (e, d)—differential privacy

for § > 0. The details follow in the proof of Theorem 3.

Algorithm 1 Private RECON (a,U,,¢, T, @)

for every u € U, do
Let Y7 ~ Lap (%) and Y2 ~ Lap (ﬁ)
if d(u) + Y1 > T then
Compute C™" (u,a) := C*(u,a) + Y2 and use it to
compute ¢, = 2

D ST
c+(a,u)+é+(u,a,)
else
set ¢y, := C"(a,u)
return (cu)uev,

Theorem 3. Algorithm 1 is (e, §)-differentially private for o > w.

Proof. First, note that providing (e, §)-differential privacy is equivalent to guar-
anteeing a privacy loss of at most € with probability at least 1—4. Since the vector
(d(u)), ey, has sensitivity 1, adding independent noise with scale 2/¢ makes the
output of the noisy vector (e/2)-differentially private. This means outputting
which users are in the first or second case of the algorithm preserves (e/2)-
differential privacy.

As argued before, outputting C*(a,u) for each user u in the second case can
be done without further privacy loss. The interesting case to consider is first
case, when the noisy degree is above threshold T

Claim. With probability at least 1 — J, all u from the first case satisfy d(u) >
T — a.

If the claim is true, then with probability 1—4, adding independent Laplace noise

scaled with @7720()6 to C*(u,a) for each u in the first case will preserve (€/2)-

differential privacy - since by Lemma 2, changing one edge can change CT(u, a)
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for at most one u by at most 1/(T — «), thus the L; norm of the vector by
at most 1/(T — «). By the post-processing rule and the composition theorem
(Lemma 1 and Theorem 2) we are done.

Proof (of Claim). : Let u be any node with d(u) < T — . We then have that

P(d(u)+ Y1 >T) < P(|[Vi] > a) = exp (—%) (3)
By the union bound, the probability that any u with d(u) < T — « gets classified
into the first case is at most |U,|exp (—%) < d by choice of a.

This concludes the proof of the theorem.

To preserve privacy in practice, the parameter § is usually recommended
to be o(1/n), where n is the data set size. Since our algorithm only operates
on the set U,, if we choose e.g. § = ﬁ, we satisfy this condition and can

1 o
choose o — 8logllal)

T =1 (M) Often, we require § to be smaller than the inverse of any

. Clearly, if we choose o as above, we have to choose

polynomial of the data set size [7]. Note that if we choose e.g. § =
log?(|Ua )

1
[U, o8 Tals WE

can choose T = © ) Now, the higher we choose T', the less noise we

have to add to high degree nodes. On the other hand, the higher we choose T,
the fewer nodes will be classified as high degree nodes, which means we take the
preferences of fewer candidates into account. As such, a good threshold T can
only be empirically optimized given data - assuming that we cannot estimate
mathematically how many profiles a user would have to like in order for us to
make sensible predictions about their taste.

3.3 Stochastic Matching

For the stochastic matching problem, we give an exponential running time al-
gorithm which is both accurate and private, showing the theoretical feasibility
of a good trade-off. The definition of privacy we use is edge-differential privacy
from Definition 5. Note that for the privacy definition to make sense in this
application, we implicitly assume that the edge weight estimations are indepen-
dent for each edge, which might not be true for all applications. In [24] we show
that the simple idea of adding Laplace noise to the weight of each edge fails to
give a good privacy and accuracy trade-off. The algorithm we present here is
similar to the algorithm Report Noisy Max found in [7]. The output distribution
of this algorithm is almost equivalent to the exponential mechanism by McSh-
erry and Talwar [19], as shown in [7]. In our algorithm, we compute all feasible
matchings, and add Laplace noise to the value of each matching. Then we choose
the matching with maximum noisy value.

Theorem 4. Algorithm 2 is e-differentially private.
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Algorithm 2 Noisy Max Matching (G, w, €)

for every possible matching M in G do
compute its weight w(M)
draw Y ~ Lap (1/e¢)
set (M) =w(M)+Y

return argmax(w)

Proof. We will sketch the proof by showing the properties used in Claim 3.9
in [7], which proves e-differential privacy for Report Noisy Max, and then follow
the steps of their proof.

Fix two neighbouring data bases x and y such that there exists an edge e
with wy(e) > wy(e). For each possible matching M of G, denote its weight in z
by we (M) = > .cp waz(e). Note that, since the graph without weights is the
same in both data sets, the set of possible matchings is independent of the data
set.

Now, it is easy to see that the two properties used in the proof in [7] hold:

1. Monotonicity: For each possible matching M we have w, (M) > w,(M).
2. Lipschitz Property: For each possible matching M we have 1 + w,(M) >

We will use these properties later in the proof. Denote by M the set of all possi-
ble matchings on G and fix one matching My € M. Define the vector of indepen-
dent Laplace variables Y = (Yar) menrs, where Yy, ~ Lap (1/€). That is, the al-
gorithm
chooses argmax ;¢ s, (w(M) + Yar). Further, denote Y_p, the random vector
of Y without the entry corresponding to Mj.

Now, fix a realization z_ s, of Y_jy,, that is, a vector where each coordinate
is drawn from Lap (1/€). We will show the property from Definition 2 for § = 0
separately for each condition (Y_pz, = z_ps ). For simplicity, we write zp; for
the coordinate corresponding to matching M in z_y,.

Denote r := maxpyrem, (We (M) + 2pr — wy(Mp)). Thus, we output My on
database z if and only if Y, > r. By the Monotonicity and Lipschitz property
above, we have, for all M # M,

14+ wy(Mo) +1r > we(Mo) + 17 > we (M) + 200 > wy (M) + 2.

This means that if Yas, > 14 7, then My is the output on data base y. We
have

P (Noisy Max Matching (y,€) = Mo| Y_n1, = 2-n1,) = P(Yag, > 1+ 7)
1

= 5 exp (—e(1+7))

= exp(—€)P(Yar, > 1)
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= exp(—¢) P (Noisy Max Matching (x,€) = Mo| Y_p1, = 2- 1),

where for the first and second equality we use Theorem 1 and the symmetry of
the Laplace distribution.
Similarly, one can prove the other inequality, that is,

P (Noisy Max Matching (y,€) = Mo| Y_n1, = 2— 1)
< exp(€) P (Noisy Max Matching (x,€) = My| Y_p1, = 2—a1,)-

When we have that, we are done, since if the inequalities hold under each
realization of Y_j, they also hold for the marginal distributions
P (Noisy Max Matching (z,€) = My) and P (Noisy Max Matching (y,€) = My).

Next, we will show that this algorithm actually provides a good trade-off. The
result is comparable to the accuracy achieved by outputting only the value of the
maximum matching using the Laplace mechanism: Since the global sensitivity
of the value is at most 1 and by the properties of the Laplace distribution, the
expected error for this is at most % Even though outputting an actual matching
instead of only the value seems to provide much more information, we achieve
almost the same error guarantees.

Lemma 3. The value of the matching output by Algorithm 2 differs from the
optimal by at most o with probability at least 1 — 2exp (—%) The expected
difference is at most %

Proof. Let M denote the matching output by Algorithm 2 and M™* any maximum
matching. Further, denote Y, the random variable added to w(M) and Yy« the
random variable added to w(M*) in the algorithm. We have

w(M)+ Yy > w(M*) + Y.
It follows

lw(M) — w(M*)| = w(M*) — w(M) < Yar — Yar- < |Yar — Yar-|.

Using this, we get

P (jw(M) — w(M*)| > @) < P([Yar- — Y| > )
P(2 max(|YM* s |YM|) Z Oé)

2P(2/Ya] = @)

2P <|YM| > %) = 2exp (—%)

INIAIA

where the second inequality follows from triangle inequality, and the third from
the union bound together with the fact that Yj;+« and Yj; are identically dis-
tributed. The last equality holds because the absolute value of a Laplace dis-
tribution follows an exponential distribution. We conclude that our solution is
within an error « with probability at least 1 —2exp (—%), or equivalently, with



Differential Privacy in Online Dating Recommendation Systems 15

probability at least 1 — 3 our error is within %log (%)
By the same argument, the expected error will be at most

E (Y- — Yu|) <E (Y-

+ [Yum|) = 2E (Y ])

c .

The last equality follows again from the exponential distribution of |Yjs|.

4 Conclusion and Open problems

This work shows that it is certainly feasible to design recommendation systems
for online dating which satisfy differential privacy, and opens many directions for
future research. First, the theoretical results of this paper should be tested on
real data to verify their practicality. Secondly, finding a more efficient solution
to the differentially private maximum matching problem is an interesting open
question. Potentially strategies from approximation algorithms could be inter-
esting, since they trade accuracy for efficiency and, in a differentially private
setting, we are not looking for a perfectly accurate solution. Lastly, all results
presented in this work model the problem to be static: we have a static data
set and give a set of recommendation once. In practice, both users and edges
will appear on or leave the platform, and we will give recommendations to users
over a longer period of time. Specifically, this will make the assumption that the
probabilities are independent for stochastic matching invalid. To capture these
properties it would be necessary to consider dynamic models.
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