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Abstract. The Internet and smart devices pose many risks at users’ information 

privacy. Individuals are aware of that and try to counter tracking activities by 

applying different privacy protection behaviors. These are manifold and differ in 

scope, goal and degree of technology utilization. Although there is a lot of liter-

ature which investigates protection strategies, it is lacking holistic user-centric 

classifications.  

We review literature and identify 141 privacy protection behaviors end-users 

show. We map these results to 38 distinct categories and apply hybrid cart sorting 

to create a taxonomy, which we call the “End-User Information Privacy Protec-

tion Behavior Model” (EIPPBM).  
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1 Introduction 

The Internet and smart devices have become omnipresent. Besides all their advantages, 

it also poses various information privacy risks. Devices and services in the Internet 

collect, send and receive personal data of its users. For example data from smartphone 

sensors, e.g. gyroscopes, can reveal the gender of the user [1]. And even a smart light 

bulb can reveal a user’s location [2]. Different parties collect these personal infor-

mation, because they are valuable for them [3, 4], for example to offer personalized 

advertisement or to improve their products and services [5, 6]. However, these parties 

can misuse personal data for unforeseen and even illegal scenarios [3, 7].  

Users in Germany are aware that they are tracked [8]. Although “[i]nvasion of pri-

vacy are increasingly regarded as acceptable” [9], recent studies show that users feel 

that governments and companies do not enough to protect personal data [10, 11]. With 

the rise of tracking activities in the web and with smart devices [12], users' information 

privacy concerns rose accordingly in recent years [10]. Thus, individuals try to address 

their concerns by showing privacy protections behaviors [13] or coping strategies [14]. 

These can be manifold and vary in scope, goal and technique [15]. Thus they follow a 
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multitude of specific responses. Scholars have investigated such privacy protection re-

sponses and suggested different classifications [e.g. 13, 16]. However, only few re-

searchers visualize their work in a taxonomy or model [e.g. 17]. A structured visuali-

zation, could support users to identify behaviors that fit their needs or coincide their 

skills. For research a state-of-the-art classification can be a useful tool for investigating 

user behavior [14, 18].  

There is an ongoing debate about if individuals should be responsible for their data 

protection and if they could protect effectively [19]. However, our work concentrates 

on creating a model of end-user privacy protection without considering this debate. 

Accordingly our research question is: How can end-user privacy protection behaviors 

be represented in a comprehensive model while incorporating prior classification ap-

proaches. To address this research question we conducted a literature review and iden-

tified 141 protection behaviors. In a next step, we mapped these behaviors to 38 distinct 

categories. Based on this we finally apply card sorting to created a hierarchical model.  

The remainder of this article is structured as follows: In the second section, an over-

view of users’ protection behaviors and classification approaches is presented. In the 

methodology (section 3), we describe the iterative literature review and model creation. 

Section 4 presents the model details. The article concludes with a discussion of the 

findings (section 5) and an outlook (section 6).  

2 Related Work on End-User Privacy Protection Classification 

and Modeling 

Researchers have proposed different classification approaches that vary in scope, crite-

ria and the way of representation. Further they differ in denominations so that a plurality 

of terms is found: practices [16, 19], activities [20], strategies [14, 19, 21, 22], responses 

[17], mechanisms [23, 24] and reactions [14]. Other classifications involve coping strat-

egies [14] by which users asses “the expectancy that one’s response can reduce the 

actual danger” [14]. For simplicity reasons we subordinate coping to behavior and use 

this as an umbrella term in this paper. Behavior refers to “a particular way of acting” 

[25] and therefore includes all previously mentioned terms. Further we use the term 

privacy but refer to information privacy as the “access to individually identifiable per-

sonal information” as defined by [26].  

Privacy protection behavior of end-users is manifold and depends on diverse char-

acteristics, such as user concerns and willingness to take risks, digital literacy and ex-

perience [13, 14, 27, 28]. Thus, authors identify myriad protection behaviors. Some 

categories are simple, whereas others are more advanced and complex.  

2.1 High-level classifications 

Several authors suggest high-level classifications. For example Buchanan et al. [29] 

identifies two factors based on an analysis of users’ privacy concerns: “general caution” 

(e.g. search for privacy certifications) and “technical protection of privacy”, which 

needs a certain level of computer literacy to e.g. delete cookies. A similar differentiation 
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is found in Lwin et al. [30]. They differentiate between deflective behaviors, which 

means to avoid data collection, and defensive behaviors, which focusses on removing 

personal information from a vendor’s database. Others emphasize limiting information 

sharing [13, 20, 28]. Xu et al. [15] classify protection behaviors by emphasizing control 

of information flows between data subjects and service providers. They distinguish per-

sonal control agency, which “empowers individuals with direct control over how their 

personal information may be gathered by service providers” [15]. Whereas proxy con-

trol agency concerns industry self-regulation and government legislation.  

2.2 Active and passive 

Other authors differentiate between active and passive behaviors, [e.g. 22, 31, 32 or 

33]. Active behaviors means that users engage to utilize countermeasures directly. Pas-

sive behavior primarily involves the “general decision to share or not to share personal 

information“ [19]. Other passive behaviors involves relying on external entities, such 

as data protection authorities [34] or to ask other individuals, e.g. parents [35].  

2.3 Chronological classifications  

Further, one can distinguish countermeasures adopted before or after a data disclosure. 

Several authors write about preventive (ex ante) and protective or reactive strategies 

(ex post) [22, 36]. Lampinen et al. [21] call these preventive and corrective strategies. 

Lwin et al. [30] differentiates between deflective (prevention-focused) and protective 

measures. A similar distinction is introduced by [14]. They distinguish threat appraisal 

(ex ante), the analyzation of “probabilistic characteristics of a potential threat” [14] and 

coping appraisal, where users evaluate options to diminish the threat ex post. Moshki 

and Barki [14] highlight three categories of coping based on a temporal sequence: be-

fore an event (anticipation period), during (impact period) and after (post-impact pe-

riod). Another classification mentions prevention, avoidance and detection [24]. Pre-

vention mechanisms try to ensure that “undesirable use of private data will not occur” 

(ex ante) [24]. Avoidance mechanism minimize risks associated with data exchanges 

“by carefully considering the context in which they take place” (ex ante) [24]. Detection 

mechanisms seek to find privacy incidents (ex post).  

2.4 Classification from a technological perspective 

Protection can be supported by technology or not [15, 29]. Several authors concentrate 

purely on a technological perspective. Jiang et al. [24] identifies “mechanisms” that are 

supported by tools. Other authors mention to use ad blockers, cookie management or 

enabling Do-Not-Track functions in web browsers [13]. Further authors, such as [37], 

focus on countermeasures utilizing privacy enhancing/preserving technologies and dis-

tinguish them on a technological basis [18].  
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2.5 Fine-grained approaches 

As an overview Yap et al. [16] identify seven categories of what they call “privacy 

management practices”, namely: (1) withdraw, (2) defend, (3) neutralize, (4) feint, (5) 

(counter) attack, (6) perception management, and (7) reconcile. Lwin et al. [38] define 

three defensive measures, namely: fabricate (use of false information), protect (utiliza-

tion of technologies), and withhold (refusal to provide data). A quite similar wording is 

found in Metzger [39]. She states three behavior types, what she calls “rules”: with-

holding information, falsifying information and information seeking (informing oneself 

about a company before disclosing data). 

2.6 Taxonomies and Models 

Taxonomies and models aim to make difficult relationships easy-understandable or to 

visualize hierarchical structures. However only very few authors created such to visu-

alize the relationship of their privacy protection categories. In the next sections two 

models are presented, which gained wide recognition.  

One prominent example is introduced by Son and Kim [17]. They define a set of re-

sponses to privacy threats, calling their model “Information Privacy-Protective Re-

sponses” (IPPR) (Figure 1). Son and Kim [17] focus on three main behavioral re-

sponses: 

1. Information provision affects users when they are asked to disclose personal infor-

mation in registration forms on websites. The authors suggest two possible re-

sponses: refuse to disclose information or to falsify them (misrepresentation). 

Whereas refusal often goes along with a loss of functionality, misrepresentation is 

considered as “a less costly and more convenient option” [17]. 

2. Private action represents the fightback once users lost control over their data, e.g. 

when receiving unwanted marketing emails. The authors divide this complaining 

behavior into removal (e.g. by opting-out) and negative word-of-mouth recommen-

dation to damage a company’s reputation.  

3. Public action means complaining directly to the company or complaining indirectly 

via independent third-party privacy groups, such as data protection authorities. In 

contrast to private actions, these complaints are broadcasted to public.  

 
Figure 1 – “Information Privacy-Protective Responses” (IPPR) by [17] 
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Another model is suggested by Ochs at al. [40]. They classify protection practices in a 

two-by-two grid, which distinguishes between users' digital literacy and data intensity 

(Figure 2). Digital literacy means the ability to evaluate and manage information and 

to facilitate computer technologies. Data intensity concerns the amount of information 

on which the protection is based on. Data intensity is low for defensive practices. For 

example, an individual who uses the internet only temporarily create only few infor-

mation and thus aim for data minimization. Whereas offensive practices are used if 

individuals don’t want to minimize their data disclosure but instead try to obfuscate or 

falsify information. Accordingly there is a high data intensity. 

”Exclusion practices” (category A) are defensive approaches that require less digital 

competencies in order to be successfully applied. Users do not disclose any personal 

information permanently. “Controlling practices” (category B) are defensive ap-

proaches that require a certain level of digital competency. The general idea is to control 

information flows of personal data individually. Whereas category A and B emphasize 

on individual approaches, “Exoteric practices” (category C) rely also on external in-

volvement. These require less digital competency, however the amount of data that is 

disclosed is much higher than using exclusion practices. With “Networking practices” 

(category D) users try to codify their information exchange. For example users agree 

upon several abbreviations or code words for communication. Other users obfuscate 

their data or create fake profiles (avatars) to participate in networks but not reveal their 

real identity. This requires a certain level of digital literacy.  

 
Figure 2 - Privacy practices, adopted from [40] and translated into English by the author 

The literature research has shown that there is a myriad of different protection behav-

iors, which users can apply before and after a data disclosure. These can be of active or 

passive manner. A majority of behaviors aim for limiting information disclosure. Fur-

thermore protection can be achieved with and even without technical literacy. Lastly 

the chapter shows two classification models, which represent two very different per-

ceptions of classifying privacy protection behaviors.  
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3 Methodology 

Our research approach was two-fold. First, we conducted an iterative literature review 

for end-user privacy protection and user-centric classifications utilizing the publication 

database Scopus1. Second, we compared and mapped the findings to create a model.  

3.1 Literature review 

We conducted an iterative literature search in March and April 2019 using the database 

Scopus to cover top peer-reviewed journals in fields like computer science, communi-

cation science, psychology and law. These seemed most promising to find suitable lit-

erature, as privacy is a multi-disciplinary concept [41]. We applied an iterative review 

approach, following [42] to refine and extend our initial search.  

As a first step, we aimed at consolidating privacy protection behaviors of users and 

came up with 16 keyword strings for our search. After several search iterations (includ-

ing synonyms and limited to years 2000 until 2019), we reviewed protection behaviors 

and created a list of their denominations and meanings  resulting in 141 entries. As a 

last step, we scanned the resulting literature for the keywords “classification”, “catego-

rization”, “framework” or “model” to find existing approaches. The results show that 

only two papers [17, 40] deal with visualizing user privacy protection. We conducted a 

forward and backward search for both papers.  

3.2 Classification of Behaviors and Model generation 

We manually examined the list to compare the meanings. In cases where wordings were 

identical, we merged them immediately and selected the original denomination (e.g. 

refusal [17]). In other cases, a deeper look at the meaning was needed (e.g. feint [16]). 

Once there was a match with regard to wording, we set the denominations in relation-

ship to each other and chose a coherent name. For example preventive measures [36] 

and threat appraisal [14] are shown before data is disclosed and therefore belong to the 

pre-disclosure category2. In some cases, the denominations in the literature could be 

mapped to several others. Finally, we identified 38 distinct categories. 

Next, we started creating the model by applying hybrid card sorting. Originally card 

sorting was used in usability engineering to create menu structures [43]. However it has 

gained popularity in creating structures and hierarchies as well [44]. Hybrid card sorting 

means that users can add new categories to some pre-defined ones. To do so we wrote 

each category on a note. We used the model proposed by Son and Kim [17] as our 

starting point for the hybrid card sorting, as it has been widely used in literature. How-

ever we allowed to change the nominations of their categories. After nine rounds of 

sorting, a final structure was created. As a last step, we indicated if there is a need for 

technological or non- technological means to fulfill the protection practice in each cat-

egory on the third and fourth level.  

                                                           
1 https://www.scopus.com. 
2 A figure of the complete taxonomy can be found at: linksplit.io/EIPPBM. 

http://www.linksplit.io/EIPPBM
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4 Results and Explanation of the Model 

Our results consist of two parts:  

1. a list of privacy protection behaviors derived from a literature review and its 

mapping to distinct categories (see footnote 2), and  

2. a classification model (Figure 3), which we call “End-User Information Pri-

vacy Protection Behavior Model” (EIPPBM).  

The literature review and the classification show that protective behaviors are multifac-

eted. Our literature review ends up with a list of 141 behaviors, which are assigned to 

38 distinct categories. Authors name behaviors very differently. This might be because 

privacy means different things to different people [26, 45]. To make up the EIPPBM, 

the categories are arranged on four hierarchical levels. In the name of model we use the 

term “information privacy” to make absolutely clear that we do not refer to physical 

privacy, even if someone watches the model without reading this paper. Same applies 

to the term “end-user” to make clear that the model is not addressed to developers or 

other high-level groups. The model indicates which behaviors are supported by tech-

nological means and which do not need any technology or digital literacy to be applied. 

Our results show that users can do a majority of behaviors (79 percent) with little or no 

digital literacy. In the following paragraph the four levels of the model are explained in 

detail. We want to note that the explanatory names of the levels do not necessarily 

correspond with the categories identified in the related work section.  

Level 1 - Chronological Distinction: 

In contrast to [17] the EIPPBM introduces a chronological distinction on the first level. 

These pre- and post-disclosure behaviors can be interpreted as preventive or defensive 

actions and are made by several authors [such as 14, 18, 22, 30, 46]. This distinction on 

the very first level seems plausible, because all subordinated behaviors can be allocated 

clearly to a temporal order.  

Level 2 - Active vs. Passive:  

The second level is characterized by the distinction between active and passive behav-

iors. Whereas passive behaviors involve the “general decision to share or not to share 

personal information” [19], active behaviors “serve to build a protected sphere” [19]. 

The latter need a direct involvement of the user. This distinction is widely used in lit-

erature [such as 22, 31–33].  

Level 3 - Superordinate Behaviors:  

Groups of behaviors are introduced on the third level. These categories are superordi-

nate and base on behaviors found in literature. Hence, these categories do not neces-

sarily represent a specific or direct behavior and instead signify general goals a user 

tries to achieve. These are manifold and thus can be split on the subjacent (fourth) level. 

Further, a distinction between behaviors that are supported by technological or non- 

technological means is introduced at this level and indicated by the black (non-techno-

logical) and grey (technological) boxes. There are the following categories:  

 Delegation appears before and after a disclosure. Accordingly, this category 

occurs twice in the model. It is applied by users when they feel overstrained 

with internet usage and seek for external support [40].  
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 Avoidance refers to the concept of users to “strategically removing themselves 

from potential privacy-related situations” [16], for example by simply not us-

ing an Internet service [40]. Other authors name these approaches escape [14] 

and deflective behavior [30].  

 Limit information publishing deals with all behaviors that aim at limiting in-

formation disclosure [13, 28] and consolidates many specific approaches. Son 

and Kim [17] identify this as an important “privacy response”.  

 The category privacy protection tools refers to the countermeasure by apply-

ing tools or apps, such as ad blockers, to prevent tracking [28]. Different au-

thors highlight the preventive character [24, 30, 36].  

 After a data disclosure users can consult transparency enhancing tools to get 

“insight about what data have been processed about them and what possible 

consequences might arise” [47]. 

 Learning and informing occupies a special position as users can apply it before 

and after a data disclosure. This can be either self-learning to avoid privacy 

pitfalls or as a “lessons learnt” after a privacy incident [35]. Informing refers 

to the idea of detection, which “assumes that some undesirable use will occur, 

and seeks to find such incidents” [24]. This category links both pre- and post-

disclosure branches. Therefore, it can be seen as a central point of privacy 

protection behaviors. 

Level 4 - Specific Behaviors:  

This last level represents specific practices and are subjacent to the categories named 

in the third level. These represent behaviors, which users show when having a specific 

goal or are more aware of their protective options. In sum, there are thirteen categories. 

However, each category itself can contain a plurality of subjected behaviors (cloud 

shape). The cloud shape symbolizes that these behaviors are not collectively exhaustive 

and may contain many more.  

Pre-disclosure behaviors: 

 Users can trust in proxy control before and after a data disclosure. This can be 

considered as coping strategies. Users “attempt to align themselves such that 

they are able to gain control through powerful others” [15]. Powerful others 

can be external authorities such as data protection authorities. Further individ-

uals can trust in industry self-regulation or in general legislation [15]. More-

over users can have confidence in privacy enhancing technologies [48]. As 

there might be several more, these practices are put in the cloud shape.  

 Users can trust in a specific company and thus do not feel concerned with 

privacy issues [49, 50] (coping).  

 Non-Usage is the most radical way of protection [40].  

 With selective usage individuals choose to be temporarily offline or to use 

only services that seem trustworthy to them [40]. 

 Users can refuse to publish information [16, 17, 38], if they are not mandatory. 

 If data fields are mandatory, users can provide incorrect or incomplete data 

[17, 20, 35], which refers to falsifying and incompletion. 

 Selective data disclosure contains different approaches. Users can select the 

audience or the type of information they want to disclose [40]. With (social) 
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encryption two individuals communicate in a language that an analytical pro-

gram cannot encode [40]. Changing default privacy settings can limit unin-

tended data disclosure [13, 20]. Also blacken personal documents before send-

ing them to third-party [51], called neutralize by [16], is a countermeasure. 

 Obfuscation “is the production of noise modeled on an existing signal” [52]. 

For example consumers use multiple email addresses [16]. Camouflage use a 

similar approach, however “try[ing] to vanish from view entirely” [52]. 

 Privacy calculus reconciliation is the only practice within the model that is 

intrapersonal. Thus it rather represents a coping strategy than an actual behav-

ior. Users “engage in an intrapersonal dialogue […] to rationalize away their 

desires and concerns for privacy […] to convince themselves that they remain 

in control“ [16]. 

Post-disclosure behaviors: 

 Even after a data disclosure, users can trust in proxy control such as external 

authorities [34]. Depending on the legal circumstances in the respective coun-

try, users can rely on jurisdiction [53]. 

 Making public activities users complain publicly and manifestly about a com-

pany. This behavior fits into two types: “direct complaints to sellers and indi-

rect complaints made to third-party organizations” [17].  

 Users make private activities when they boycott a particular company, e.g. by 

asking to be removed from a mailing list. Alternatively customers can com-

municate their negative experience to relatives or friends [17]. However, these 

behaviors are not done publicly. In contrast to [17], we name it “activities” 

instated of “actions” to emphasize that some behaviors can be permanent. 

 In contrast to removal, deleting traces refers to data that is stored at the user’s 

devices, such as cookies [16, 19, 54]. 

 

Summarizing, 141 protection behaviors were found and mapped to 38 distinct catego-

ries. The EIPPBM represents the relationships between these distinct categories. The 

model introduces several categories on four hierarchical levels. Each category is de-

rived from a literature review based on a mapping of nomination or meanings. On the 

next page in Figure 3 the End-User Information Privacy Protection Behavior Model is 

presented. 
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Figure 3 - End-User Information Privacy Protection Behavior Model 
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5 Discussion 

Our models aims to create an overview of user-centric privacy protection behaviors.  

Although we also allude the term coping, we use “behavior”, as it refers to a way of 

acting [25]. Whereas classifications in literature have only few categories, our model 

provides more categories covering a broader field of applicability, because privacy con-

cerns “the Internet as a whole” [13]. In contrast, [17] mainly concentrated on privacy 

responses in electronic commerce or [29] distinguishes between “general caution” and 

“technical protection.  

Although there is an ongoing debate about if individuals should be responsible for their 

data protection [19], our work purely concentrates on identifying protection behavior, 

without taking a position in this debate.  

Nonetheless, it is not trivial or unambiguous to organize protection behaviors in a 

taxonomy or model, because categories could mean different things to people [26]. 

Whereas some authors label behaviors literally equal (e.g. fabricate [35, 38]), other 

scholars rely on own nominations (e.g. perturbation [55]). We tried to stick to generally 

recognized wordings. But sometimes there was a need to create own nominations which 

literature do not discuss throughout to cover the different authors’ aspects (e.g. trust in 

proxy control). There are also some categories in literature, which did not fit into our 

model. For example Moshki and Barki say that coping can happen during “a stressful 

encounter” [14] and call this the “impact period”. However, we argue that it is difficult 

to identify a privacy breach on the fly. Finally, sometimes authors’ classifications are 

contradictory. For example Yap et al. [16] call withdraw as an active behavior, whereas 

Gurău and Ranchhod [22] consider it as passive. Furthermore we argue that the model 

can never be considered as complete. As technology is changing with high pace, new 

protective technologies and behaviors are likely to arise. Adding insights from further 

disciplines, such as sociology, might bring up other or new categories to the model.  

5.1 Implications 

Our work offers implications for theory, as well as for practice. For scholars this work 

offers an overview of current privacy protection behaviors of end-users and helps to 

understand the range of protection mechanisms [13, 16, 41]. Additionally, it shows 

which denominations authors use. Further it shows how behaviors could be linked to 

each other. As the model concentrates on a user-centric approach, it answers the call 

from [18]. The model is not fixed. Instead, it is highly adaptive. Researchers can edit, 

add or delete categories without losing the general meaning. In addition, the model is 

not fixed to a special domain, thus scholars can adopt the classifications to special fields 

of research.  

For practice, our model helps end-users to identify tools and techniques to protect 

themselves, as users are often not aware how to safeguard their data [13, 41]. Further, 

data protection officers could use the insights for digital literacy programs. The fact 

that many protective behaviors can be applied without any technological literacy could 

encourage novice. However, at the current stage of research, this statement is theoreti-

cal and will need an evaluation. Additionally it could help freshmen to choose behaviors 
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that fit to their skills or specific situation. For example, they can distinguish on the very 

first level if they need advice before or after a data disclosure. Thus it serves as a guide-

line or manual. However, we have to mention that the usefulness and applicability of 

the model might depend on the individual user, its awareness and its threat perception. 

Moreover, users can show different behaviors simultaneously.  

5.2 Limitations 

Although we try to ensure a high quality of our work, there are some limitations. First 

to mention, our literature review has no claim to be collectively exhaustive. Some clas-

sification could be overlooked, others might be misinterpreted due to the bilingual key-

word search. Interestingly very tech-savvy protective countermeasures, such as running 

own mail servers, did not come up in the literature review. One reason could be that it 

is considered more a security issues. Further, academics should not consider our clas-

sifications as mutually exclusive. Due to complexity reasons, we did not include the 

motivational factors or influences (such as emotions, cognitions and the characteristics 

of the environment [14]) on privacy protection. We excluded a consideration of the 

effectiveness of each behavior for two reasons. First, effectiveness depends on a spe-

cific situation and on technological advancements [18]. Second, behaviors appear to-

gether and their effects cannot be considered solely [15]. As we aim at an overview 

without implications or biases, we excluded an analysis of frequency of usage. Lastly 

we argue that some of our identified behaviors could be considered as coping strategies. 

E.g. rationalizing away privacy concerns trough delegation is rather a way of coping.  

6 Conclusion and Future Work 

Our work tried to create a comprehensive view on end-user privacy protection behav-

iors. To do so we conducted an iterative literature review and identified 141 protection 

behaviors. We mapped the results and came up with 38 distinct categories. By means 

of card sorting, we created the “End-User Information Privacy Protection Behavior 

Model”, which represents a taxonomy of behaviors. The work by [17] served as a basis 

for our model. Our four-level model distinguishes behaviors which users do before or 

after information disclosure. Further, it differentiates between active and passive be-

haviors. One central point is learning and information, which links pre- and post-dis-

closure behaviors. Furthermore, the EIPPBM indicates which behavior need techno-

logical or non- technological means. Our literature research has shown that a majority 

of behaviors can be done without any digital literacy.  

Further work could evaluate the model in a representative user study, for example 

by using cart sorting with a large sample of users. In addition, users can be asked to 

assign specific protection practices to the proposed categories. It could be interesting 

to classify behaviors based on groups of privacy threats, as identified by [45] and [56]. 

Future work could consider involving a typology of users and show which users’ per-

sonality traits lead to a specific protection behavior. This could be accompanied by a 
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consideration of the effectiveness and applicability of each behavior. Lastly, we en-

courage scholars from different disciplines to edit our model by adding, deleting or 

rearranging categories.  
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