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Modélisation Mathématique et Analyse Numérique

A METHOD TO ENRICH EXPERIMENTAL DATASETS BY MEANS OF
NUMERICAL SIMULATIONS IN VIEW OF CLASSIFICATION TASKS.

DAMIANO LOMBARDI! AND FABIEN RAPHEL Y 2

Abstract. Classification tasks are frequent in many applications in science and engineering. A wide
variety of statistical learning methods exist to deal with these problems. However, in many industrial
applications, the number of available samples to train and construct a classifier is scarce and this has
an impact on the classifications performances. In this work, we consider the case in which some a
priori information on the system is available in form of a mathematical model. In particular, a set of
numerical simulations of the system can be integrated to the experimental dataset. The main question
we address is how to integrate them systematically in order to improve the classification performances.
The method proposed is based on Nearest Neighbours and on the notion of Hausdorff distance between
sets. Some theoretical results and several numerical studies are proposed.

Résumé. Les probleémes de classification sont fréquents dans de nombreuses applications de la science
et de l'ingénierie. Une grande variété de méthodes d’apprentissages statistique existent pour répondre
a ces problématiques. Cependant, dans beaucoup d’applications industrielles, le nombre d’échantillons
disponibles pour la base d’apprentissage et construire le classificateur est faible et impacte ainsi les
preformances de classification. Dans ce travail, nous considérons le cas dans lequel nous avons un modele
mathématiques décrivant le systéme physique associé. En particulier, un ensemble de ces simulations
du systeme peuvent étre intégrées a la base de données expérimentale. La principale question que nous
abordons concerne 'intégration automatique de ces données dans le but d’améliorer les performances
du classificateur. La méthode proposée utilise les plus proches voisins ainsi que la distance de Hausdorff
entre ensembles. Des résultats théoriques et des exemples d’applications numériques sont montrés.

1991 Mathematics Subject Classification. 60B10, 68T05.

Received March 26, 2021. Accepted September 23, 2021.

INTRODUCTION

Classification tasks are frequent in many applications in science and engineering. The statistical learning
methods which are proposed to deal with them rely on the fact that many examples (where the number of
samples depends on the application under consideration) are available and can be exploited to uncover the
underlying structure of the data and their separation in several classes. After the learning phase has been
performed, a classifier is set up and can be used to infer to which class a new observed sample belongs to.
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In many industrial applications the number of available samples is scarce, impacting the performances of
the classification. A way to circumvent this limitation is to integrate to the available a posteriori information
(provided by the available data) some a priori information (coming from experimental insight or theoretical
knowledge) as proposed for instance in [1-4].

The use of mathematical models and numerical simulations to construct the training set of machine learning
methods has been recently investigated in [33-35]. In [33], a model order reduction framework is proposed in
order to deal with classification problems. In this, synthetic outputs obtained by numerical simulations are
used in order to train the machine learning algorithms. The influence of the model error on the classification
performance is investigated. In [34], numerical simulations are used to set up a sparse gaussian process. This is
used in order to solve an optimal design problem for structural anomaly detection. In [35], a convolutional neural
network framework is proposed to efficiently deal with health monitoring, seen as a classification problem on
multivariate time series. The training of the network is performed by using numerical simulations of a physical
based model of the system.

In this work we consider the case in which some a priori information is available in form of a mathematical
model. Numerical simulations of several instances of the model can be computed and integrated to an available
dataset in order to improve the classification performances. The main questions to be answered are: how many
numerical simulations should we include, and which ones? Which information is needed in order to devise a
systematic strategy? This work is devoted to the investigation of possible answers to these questions, in the
spirit of what has been proposed in [32], in which an adaptive sampling is proposed in order to improve the
performances of a SVM classifier. The selection of the samples aims at improving the position of the support
vectors and the margin. These questions have also been raised in [36], where each training sample is weighted
in order to solve SVM classification tasks.

This topic is also closely related to two research fields in machine learning: domain adaptation and instance
(or prototype) selection. The main goal of domain adaptation is to account for the discrepancies between target
and test sets and propose ways to correct for them. An abundant literature on this subject is available, [5-8].
The main difference with respect to the method proposed in the present work consists in the fact that in domain
adaptation we often try to minimise a discrepancy between the datasets, whereas in the present work we focus
on trying to improve a classification score. This is more similar, in the spirit, to the methods proposed in the
field of instance selection. Different kinds of algorithms have been proposed in this research field and can be
divided into 4 different classes (commented and compared in the recent work [9] ):

(1) Incremental, such as Condensed Nearest Neighbors [10] and its variants [11,12] or Instance-based learn-
ing [13]. These methods consist in building the training set by adding samples, chosen according different
criteria.

(2) Decremental such as Decremental Reduction Optimization Procedure [14,15] or Hit Miss Network [16]
consist in defining the training set by pruning samples from an available reservoir of potentially redun-
dant (and corrupted) samples.

(3) Batching such as Edited Nearest Neighbors [17], consists in testing whether each sample of the training
set follows a removable criterion. All of the samples verifying this criterion are removed at once.

(4) Fixed size such as Learning Vector Quantization [18] which consists in fixing a priori the size of the
training set and selecting the samples to be used.

Recent studies have proposed in-between methods such as in [19]. These algorithms might have several
drawbacks: in the methods in which we test one sample at a time and we decide if it has to be included or not
into the training set, we might obtain a result which is sensitive to the order with which we test the samples.
In some methods, the fitness function introduced to perform the selection is based on similarity criteria applied
to the input features rather than the classification success rate, which might be suboptimal in some cases or it
might depend upon hyperparameters which need to be tuned.

The main contributions of the present investigation are the following:

(1) A systematic strategy can be set up, that enrich available training sets and improves the classification
performance in a substantial way. The only information which is exploited is a representative validation
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set, given even in form of samples or in form of a set of data and parameters of a reliable mathematical
model describing the phenomenon.

(2) The method which is proposed can be decomposed in two phases: an incremental one, in which we
add to the training set samples taken from a reservoir of numerical simulations; a decremental one in
which we prune samples to reduce redundancy and noise oversensitivity. We tried to reduce as much as
possible the number of hyperparameters.

(3) The obtained approach is not a generative one: it is not strictly needed to have an exhaustive training
set distributed as the validation set; it is sufficient to add the most informative samples, in a sense that
will be made more precise in the following, and that will be encoded in the fit functions used in the
incremental and decremental phases.

The structure of the work is as follows. In Section 1 the method is proposed, and some properties are
investigated from a theoretical standpoint. In Section 2 the discretisation is discussed, and in Section 3 some
numerical test cases are presented to illustrate the approach.

1. THE METHOD

In this section, we detail the method proposed in the present work. The problem under investigation is a
classification task, and, for the sake of simplicity, we restrict to a binary classification. Four different sets of
samples are introduced:

(1) An augmented set, for which we know both the input (observations) and the output (labels). The
augmented set is the main unknown of the problem. We wish to devise a way to construct it, starting
from an available scarce (in the number of samples) set of labeled instances. The training set of the
problem (we will use to set up the classifier) is the augmented set at the end of the enrichment process.
The elements of the augmented set will be denoted by the superscript ”tr”.

(2) A walidation set, for which we know both the input (observations) and the output (labels), whose
elements will be denoted by the superscript ”v”. This is the only source of information to construct the
augmented set.

(3) A test set, for which we know just the observation, whose elements will be denoted by the superscript
7te”.

(4) A reservoir of numerical simulations of the systems, for which we know the observation and the label,
to be used in order to construct or enrich the augmented set.

Several possible cases are met in realistic applications. First, we can be in a case in which we have an
available experimental dataset covering all the possible meaningful instances of the problem under scrutiny,
having however not so many samples (or not enough to have the wished performance on the test set). We
will call this a complete validation case. Second, we could be in an incomplete validation case, meaning that
the experimental dataset to be used as training and validation covers only a subset of the possible instances
(occurring in the test set). In both these situations, we would like to enrich the dataset by integrating elements
of the reservoir in the augmented set. This is the simplest way to integrate some a priori information coming
from mathematical modelling to the existing a posteriori information of the experimental data. We will consider
here the cases of a perfect model (useful to validate certain aspect of the method) and the more realistic case
in which the model is biased.

1.1. Context and notations

Let X be a random variable, representing the state of a system, for a population of individuals. A system
configuration, identified by the realisation x, can belong to two classes, labelled y = {0,1}. In an application,
the system is observed through a measurement process and for a given observation g € R™s (which in general
results from the application of a non-linear function to ), we need to uncover whether the state belongs to the
classy=0or y = 1.
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The system observable for the population can be modelled by a random variable G defined on the probability
space (2, A4, P), with Q C R"s, A the g-algebra of all the possible observables and P the probability measure.
We denote ¢ € Q a realisation of G' and we assume that its probability density distribution, denoted p(g), is a
mixture of two densities. Let m,m € (0, 1), such that myp + m; = 1. The probability density distribution reads:

p(g) = mopo(g) + m1p1(9), (1.1.1)
where po(g), p1(g) are the conditional probability density distributions for the classes 0 and 1 respectively,
namely po,1(9) = p(gly = (0,1)).

In the following, the Lebesgue measure of a generic set A is denoted by ur(A). The classification success
rate is based on a score function pg, which is a measure, introduced and described in [20], and that we recall
for sake of completeness. The set of all the subsets in © is denoted by 2.

Definition 1.1. We define the score function ps as follows:

20 5 28 _y RT
e { (So,51) = 1s(So, S1) (1.1.2)
where we take:
p1s(S0, 51) = 7TO/ PgngrWl/ pidg, (1.1.3)
So S1

with the given densities pf, pj, and the superscript ”s” denote either the validation or the test set.

This score can be evaluated for all pairs of subsets Sy, S1. It is related to the classification outcome when we
compute it for the following pair:

{So ={g € R", mpl (g9) > mpi(9)} (1.1.4)

S1 = {g € R", mp{"(9) > mopt (9)}
where ”¢r” stands for the augmented set. As in [20], we make the following assumption:

pr(S2) = pr ({g € R, mpi’ (9) = mopg (9)}) = 0.
Under the hypothesis that the set Ss is a zero measure set, it follows that:

pf - pflsi,V’L’ = us =1

Remark 1.2. The main goal is to enrich the augmented set aiming at improving the classification performance,
which is quantified by the above introduced score. To this end, it is not needed to have the following strong
outcome:

mipt" = mip?, i € {0,1}.
The propose approach is not a generative one seeking at generating samples distributed as the validation set,
but samples which help improving the score. Henceforth, we could hopefully come up with a method which is
less costly from a computational point of view.

1.2. Augmented set enrichment based on the Hausdorff distance: ASE-HD

We assume that Q (defined in Section 1.1) is a measurable non-empty compact set of R, and an observation
of a system is g € Q C R"s.

At the beginning, the augmented set is given by the union of two known sets: Séo) and Sﬁo): a sample of
the augmented set is henceforth ¢g*") e S(go) U S%O). The goal is to progressively enrich the augmented set by
making use of the samples in the reservoir of simulations. For the sake of simplicity, in this section, we make
the hypothesis that the reservoir samples can cover (2.
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The information to be exploited comes from the knowledge of the validation set, either in form of samples
or as a set of data and parameters of a mathematical model. This can be translated into two sets: S7;, with

St =\ Sg, such that S§ = {g(*) € Qy = 0}. These sets are optimal in the sense of the score function fi,:

(S5, 57] = arg sup fu,. (1.2.1)
S0,51CN

In the following, we denote . the score corresponding to these sets.
Let n € N denotes the n—th step of the enrichment, we define Si(n) C Q (for ¢ =0 or 1), the samples of the
augmented set being ¢(*") e Sén) U Si"), as follows:

R A (1.2.2)

The score of the classification corresponding to these sets reads:

Definition 1.3.

i :7ro/ p8d9+7r1/ pidg,
S(()n) S§n)

with:
S§ = {g € Q,mopy” > mpl”}
SYL) ={g¢€ Q,mp§”) > ﬁop(()n)} ’
where pgn) is the pdf of the augmented set of class ¢ and p; is the pdf of the validation set of class i.

Starting from known sets Si(o), 1 = 0,1, the goal is to transform them in order to converge to S}, i = 0,1,
which maximizes the classification success rate. We construct a sequence which aims at increasing the cost
function yg,"), by observing that it is possible to make the sets Si(") to converge towards the optimal sets .S} by
diminishing a suitable distance between these sets.

Let B(g,e) C € denotes a ball of center g and radius € > 0. The enrichment method is performed as follows.

Let Séfll) be the available set estimations.

(1) Define M = (5§15,™) U (57 N 55").
(2) Solve the following problem®:

[gnt1,€+) = arg sup {8 IB(g.¢) C M(")}.
g,e€N

(3) Let B. = B(gn+1,£). The update of the union of the intersections reads:

M@+ — g \ B,
gt _ {53”) UB. if B, C S;nS™

1.2.3
0 S\ B, if B, C Sy n st (1-23)

1.2.1. Analysis of the ASE-HD algorithm.

The convergence of the sets S&"l) to the sets S7; is studied. First, a Lemma is introduced, clarifying the
meaning of the set M (™. Let AAB be the symmetric difference [21] between the sets A and B.

Lemma 1.4. For the set M™, ¥n € N it holds:

M®™ = 5;ASSY = S;AS™,

10n centrally symmetric sets, this would correspond to quantify the Bernstein widths of the set.
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The result of this Lemma, makes it possible to prove the following result (the proofs are presented in
Supplementary material).

Proposition 1.5. Using the sequence of operations introduced above, almost surely, we have:

. (n) —
ngr-ir-loo Ho Fho-

Moreover, the gain on the score between two consecutive steps can easily be estimated. Its expression is
given in the following result.

(n)

Corollary 1.6. Let uy, ° be the score on the validation set at iteration n > 0. Then, Vn € N, we have:

p{m D — ) = / m1pY — mopyldg > 0,

*

with By = B(gn+1,€+) defined in the previous section. Moreover, the equality holds if and only if pur(By) = 0,
where g, denotes the Lebesgue measure.

It follows that the gain is proportional to the total variation between p§ and p{ restricted to B..

The result of the proposition states simply that, under the hypothesis that the system observable belongs to
a compact set, and the set Sg ; are known, the proposed iteration enriches the augmented set in such a way that
the optimal classification score is retrieved. This algorithm shows some common properties with the algorithm
detailed in [22]. In particular, the set sequence depends on the symmetric difference between the expected and
the current set.

1.3. Reducing noise oversensitivity and bias induced errors: pruning.

At each stage of the ASE-HD algorithm, the samples of the reservoir contained in a selected ball B, are added
to the augmented set (either to Sénﬂ) or to S’:Enﬂ)). As remarked in [15], a large number of noisy samples
could lead to noise oversensitivity. Moreover, as the augmented set is enriched through numerical simulations,
a bias could potentially pollute the classification results in regions where the samples of the validation set are
scarce. To avoid these phenomena and to make the classification less prone to overfitting, a pruning phase is
introduced, which consists in removing the samples which are not useful in improving the score.

Once ASE-HD is performed, the obtained augmented set consists in the pair S(™9 = (S(gn)7 S§")). Since, in
practice, we have a finite number of samples, these sets consist in a finite set of balls centred around a finite
number of samples.

A stochastic algorithm is introduced. At the k—th iteration, a sample g € Sén) u Sgn) of the augmented set
is randomly selected. It can be considered as the center of a small ball By (gx, £x) whose radius g is such that
the other samples do not belong to By. The score is computed and the following action is taken:

n,k : n,k n,k
S(n,w):{y I\ By if iy (S0 \ Bi) > pao (S¢H) (13.1)

Sk otherwise

Remark that, by construction, at the end of the pruning step the score is at least as good as the beginning
of the pruning step, and in some cases an improvement is obtained.

1.4. On realistic scenarios

In many applications different concerns may arise, such as the possible bias in the mathematical model (and
then the database) [23,24] and the incomplete validation case. We recall that in the present work we consider
incomplete a validation set which does not cover the whole observable space 2. In this section, a set of results
are proposed to deal with these two cases.
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1.4.1. Biased database

In general, the database obtained through a collection of experiments and/or simulations may have a bias.
Let S!¢, (i =0 or 1) denote the test set which is supposed to cover Q, i.e. S U Si¢ = Q:

{sste> g € Brafrap > i) (La1)

S — {g € R |mip} > mopis}

The samples from these sets are samples drawn from the true underlying densities. The sets identified by
using the densities of the model are:

{Sém) = {g € R"|mop* > m1p7"} (1.42)

S{™ = {g € R™|mp}* > mopl'}
The densities pi*y are in general different from the true ones. This is due to the model bias, which is such
that the difference in the model state is propagated in the model observable g and hence in the density p™.
This, in turn, affects the sets S((ﬁb).
We recall that the sets satisfy:

S U SE™ = Q
S(t)e,m n Sie,m _ (Z)
We define the biased sets as follows:

by = S N Ste
by = S N Ste

The bias sets bg,; are quantifying, in a sense which is pertinent for the binary classification, the effect of the
model bias.

Lemma 1.7. Let the sets Sffim be defined as in Eq.(1.4.1)-(1.4.2). The following equalities hold:

S = (S Ubg) \ by
S = (Steuby) \ bo

The result of the Lemma makes it possible to prove the following result on the classification score of the test
set:

Proposition 1.8. Let the hypothesis of Lemma 1.7 hold. Let

o = uee (ST ST) = /

Topy dg + / mipidg, (1.4.3)
se

sy

be the score of the classification of the test set when the augmented set is defined by the model. The maximal
score 1s represented by:

e = pre(StE, S19). (1.4.4)
It holds:
0 < pp < pss
and, moreover:
My = phs <= pr(b;) =0, forie {0,1}
py =0 <= 8" = S and pl* = p?el{s;e}, fori,j €{0,1},i+#j
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Remark 1.9. In the case where S!™ = (}, we have pp = fQ ijéedg, 1 # j. It is straightforward to observe that
in the case where there is no bias, we have the equality. In practice, we do not know Sj-e. It means that, if we
only train with the model (database) we will compute the score over S}

1.4.2. The Validation set partially covers the set of possible outcomes.

In several situations it is possible to assess whether the validation set covers all the possible scenarios that
could occur in the test set (even prior of receiving the test set). This is possible in particular when there is an
underlying parametrisation of the system at hand, namely when the scenarios of interest are associated with
values of data and parameters that characterise the solution of the models describing the phenomenon. Here,
we consider that the validation set partially covers €2 when the validation set does not have enough instances,
in the sense that there are meaningful scenarios of the real system which are not represented in the validation
set. This would translate in the following: if we trained a classifier by using the validation set, it won’t be able
to well classify some query samples of the test set.

When the validation set partially covers Q (incomplete validation set) we can show that the score on the
test set (which is supposed to cover Q) is lower than the score obtained with a validation set covering € (see
Proposition 1.11).

Lemma 1.10. Let, S§ U S§ = Q such that S§ NS5 =0 (for s =te orv). Then,
SIE\ St = S§\ St

Proposition 1.11. We denote S5 = {g|m;p; > mxpi} (k # j), where s = te (test set) or v (validation set).
We denote &, (resp. uk,) the test set score obtained with a complete (resp. incomplete) validation set. By
complete, we assume that the distribution of pz-e and pj are the same. Then,

In this scenario, we cannot use generative adversarial networks (GANSs) [25] to enrich the augmented set
in regions which are not covered by the validation set. This is due to the fact that the discriminator has no
information on the region where there are no validation samples.

To enrich the augmented set, we propose first to enrich the validation set by adding to it samples extracted
from the reservoir such that the enriched validation set covers all the possible meaningful scenarios.

If some information on the model bias is available (a statistics on the model bias), we proceed as follows. Let
the bias in the observation be a random variable Gy, whose realisations are denoted by g, € R™s. A sample of
the reservoir is randomly picked in the region which is not covered by the validation set, whose observation is
an element ¢(") € R™ . Then, a sample to be added to the validation set is:

9" =g") — g, (1.4.5)

and the associated label is y(*) = y(7).

2. DISCRETISATION OF THE METHOD.

When the enrichment method proposed in the previous section has to be applied to realistic cases, we need
to account for the fact that the only available quantity is a set of labeled samples, which can be divided into
training and validation sets. The method needs to be discretised in order to be practically implemented. Several
elements need to be detailed. The first one is the estimation of the score function. Its computation requires a
density estimation.
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2.1. Density estimation in high-dimension.

To estimate the score by using a Monte Carlo method, we need to estimate a density in correspondence to
a sample, namely the value p(g) € RT. This task may be cumbersome due to the high-dimensionality of the
space. Several methods of non-parametric density estimation are proposed in the literature [28-30]. For the
present work we consider as a starting point the k—nearest neighbors (KNN) estimation. In the KNN method, a
tree-based algorithm subdivides the samples set into overlapping balls, each containing a fix number of samples,
say k € N* on a total number of N € N* samples. The density is usually estimated by making the assumption
that the density is roughly constant in a ball, leading to:

. k/N
()} ~
p(g™) vol(By)’

where B; = B(g%,¢;) and vol(B;) is its volume, computed according to the metric chosen to select the neighbors.
We will denote the ¢P distance between two elements (g1,92) as [|g1 — g2|ep.na-

(2.1.1)

Remark 2.1. Following [26], if we want to classify a given sample g. by using the Bayes rules, assuming
P(y =0) =P(y =1) and Ny = N; = N, we will obtain the following result.

Let:
(tr) .
go = =arg inf g, —gllerms,
gESé")
(tr) .
g1 =arg inf |g.— gllepns.
gesitr)

Furthermore, let 9,1 be the radius of the balls centred around g(()tr), ggm respectively. The a posteriori

probability reads: .,
g’

P(y = 0]g.) = gizg T ggg .
This means that the classification outcome only depends on the distance between the closest points in each
class in the augmented set and their respective k** nearest neighbor. Figure 1 shows an example in which, by
making use of this approach we wrongly classify a validation point. As the computed radius is lower for class 1
the validation point is labeled 1 instead of 0.

The issue shown in Fig.1 is mainly due to the assumption that the density is constant in the ball. We
propose of replacing it by an approximation based on Gaussian radial basis functions (RBFs). Let us introduce
w; €R, i=1,...,k; moreover, let the elements in a ball be ¢() € R", i =1,...,k and &; > 0 be the radius of
the balls the samples g(*) are the center of. The density in a ball is expressed as:

lla—g( 112,

2

k
o)~ wie (2.1.2)
1=0

Let p,; denotes the density at the sample g obtained by the classical KNN approximation. The weights w;
are computed as the result of the following optimisation problem:

k la—g (1%,

papp(9) = > wie T,

=0

k
1 _ k
L(Wa)‘)_22|wi_Pi2+)‘(N_/B/’app d9>7
i=1

(ws, As) = arginf sup L(w, A).
w X
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FIGURE 1. Section 2.1: Example of a wrongly classified point query point.

The interpretation is simple: the weights are close to the classical KNN estimated density (the Gaussian
kernel being equal to one when evaluated at the sample), and when integrated on the ball, the approximation
of the density retrieves the expected value of the mass in the ball. Let:

lla—g( 112,

Ii:/e_ =7 dg.
B

ey BN =P

wi =29 + I N :
201

The following Example aims at illustrating the effect of the above introduced approximation on a classification

task.
Let Q = [-5,5]? be the domain, and g = (go, g1) € Q. We define the two classes as follows:

- 0, go > 0
y—{ 1 90 <0 (2.1.4)

The solution reads:

(2.1.3)

The sample size for the training set is Ny ; = 18. For each class the training set is uniformly distributed
but with a different density (the density is higher for the class 1 as shown in Figure 1). The validation set is
generated using a regular square mesh of Q (with steps Agy = Ag; = 0.1) where each node is a sample (it
results in a validation sample size of Néfl = 5000 for each class).

Figure 2 shows the result when the density is estimated via the classical KNN method and with the proposed
Gaussian kernel correction. In this test, the accuracy is significantly increased using the proposed technique (
we pass from 0.86 to 0.96).
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Predicted label:

Training and Validation data:

5 e o o
L] (] 0
2
0 ¢ ® =5 Acc=0.91
o o S
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FIGURE 2. Section 2.1: Comparison of the two methods in a binary classification example.
Number of neighbors: 5. Upper: usual KNN method. Lower: RBF based approximation. Left:
training and validation sets. Right: corresponding confusion matrices.

2.2. Computing the Hausdorff distance of sets.

One of the key steps of the proposed method is the approximation of the Hausdorff distance and the largest
ball contained in the set M (™). Given the sets S¢1, we can identify the Ny, € N* samples, belonging to the

validation set, which are in M = (Sén) ﬂS’f) U (S’YL) N Sg). We denote IJ(\Z) € N the indices of these

samples: IJ(\:}) = {z €1,...,N, such that ¢/ € M(”)}. The pairwise distance between every element of M (™)
is computed, and the pair of elements maximising the distance is chosen:

iv,jx = arg max |lg® — g|ppns.
ijer(?

We then consider the segment relying the samples g(*+) and gU=). The elements of this are characterise by
the following expression. Let o € [0, 1] and the points: g(a) = (1 — a)g*) + agl+). If the centre of the balls
is chosen among the points of the segment, the problem reduces to finding « such that the radius of the ball
inscribed in M (™) is the largest:

, = arg sup ¢,
a€l0,1]

B(g(a),e) € M™.

This problem is solved numerically by extensive search: the segment is discretised by considering a number
of points on it, where the evaluation of the ball radius is performed.
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Remark 2.2. During the enrichment process, it might happen that there are no elements in the reservoir
belonging to the ball chosen to reduce the Hausdorff distance between the sets. We propose to add to the
augmented set the center of the ball, labeled as the closest sample belonging to the validation set.

2.3. Summary of the method.

The overall method is summarised hereafter. Two validation sets are given, namely S5, C €, in the form
of sets of validation samples ¢(*). At the beginning of the procedure, we have two augmented sets S(g?l) C Q,
given in form of sets of samples ¢(?). At the beginning of a generic iteration of the method, say n, we have two
augmented sets Sé?l).

(1) Bvaluate the intersections between the validation sets and the current augmented sets:M™) = (Si N
Sin)) U (S5 N S((]n)). To do so:
(a) Evaluate the densities p(()rfl) in the validation sample points g(*) by using the method described in
Section 2.1.
(b) Perform a Bayesian classification providing the labels y.
(¢) Compare the labels with the true validation labels y*.
(d) If y # y* then ¢g() € M™,
(2) We compute an approximation of the Hausdorff distance, by evaluating the maximum of the distance
between the well classified validation samples and the wrongly classified ones, that belong to M),
(3) We compute the largest ball that is contained in M ("), by following the steps presented in Section 2.2.
(4) We compute Séfllﬂ) by adding to them the elements of the reservoir which are contained in the largest
ball computed at the previous step, following Eq.(1.2.3).

Remark 2.3. The choice of a Bayesian classification derives naturally from the distribution mixture hypothesis
given in Equation 1.1.1. In particular, we have: P(Y =i|G = g) > 1 <= mpi(g) > m;p;(9), i,7 € {0,1},i # j.
Where i is a realization of the random variable Y defined on (2, = {0,1}, Ay, P) (corresponding to the class)
and g a realization of G defined on (2 C R", A, P) (corresponding to the observation).

The pseudo-code of the method is given in Algorithm 1.

3. NUMERICAL EXPERIMENTS.
In this section, several numerical experiments are proposed to illustrate the enrichment method.

3.1. Two dimensional cases

A two dimensional application is performed on three study cases for which we consider Q = [0, 1]?. For each
study case, we randomly generated 2000 samples following a uniform law over 2. The first half is gathered into
the validation set, whereas the second half is gathered into the test set. Figure 4 shows the validation set for
each study case. The color corresponds to the label and the black line corresponds to the true delimitation of
the two classes.

The same random uniform process was performed to construct the initial augmented set (of size 20) and the
reservoir of simulation (of size 1000). A summary of the sets is given below:

e Input of the algorithm: validation set (of size 1000), test set (of size 1000), initial augmented set (of size
20) and reservoir of simulations (of size 1000). Each sample (in = [0, 1]2) is an observation (input of
the classifier) with its corresponding label (output of the classifier).

e QOutput of the algorithm: augmented set and classification scores on the validation and test set.

In this study we assume that the reservoir is unbiased. The number of nearest neighbors is set to &k = 5.

Figure 5 shows the constructed training set (augmented set once the algorithm has stopped) samples for each
study case.

Two main points are highlighted by this figure:
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Algorithm 1 Augmented set Construction (ASE-HD): Overall algorithm.

Require: Tr;V;R;k > Input: Initial Augmented set; Validation set; Reservoir; Number of neighbors.
Require: 7 « (mg, 1) > A priori in the binary classification case.
Ly 0 > Initialize the score on the validation set.

while p, <1 do
o, V& < classify(Tr,V,k,m) © Classify the Validation set from the Augmented set. See Algorithm 2.
pnto — Hausd(Vy, V) > Get points maximizing the Hausdorff distance (for class 0)f. See Algorithm 3.
pnty + Hausd(V7, Vodl) > Same for class 17. See Algorithm 3.
ro, ¢o < computeBall(Vp, Vfll ,pntg) > Get the center and radius of the biggest ball in the intersection
on the segment delimited by pntg. See Algorithm 4.

r1,c1 + computeBall(V7, Vodo,pntl) > Same for class 1. See Algorithm 4.
for each class ¢ do
nbElem < 0 > Initialize the number of added elements.
for gr € R; do > Loop on the elements belonging to the class i of the reservoir.
if gr € B(ci,r;) then > If the element is inside the ball.
Tr <« TrUggr > We add the element to the current Augmented set.
nbElem < nbElem + 1 > Increment the number of added elements.
end if
end for
if nbElem == 0 then > Meaning that no elements of R; were added (i.e not belong to the ball).
Tr=TrJUc > We add the center of the ball to the current Augmented set.
end if
end for
end while
return T'r > Output of the algorithm.

5 V;Clj are elements of the validation set belonging to class ¢ and labeled j. These steps allow the computation
of M) described above in the paper.

e The whole initial database is not a must-have, only a small fraction of it is actually useful in view of
improving the classification score.
e The selected samples to construct the augmented set are mainly closed to the class delimitation.

Figure 6 shows the scores for the validation and test sets for each study case. As the algorithm is performed
on the validation set, the score on the validation set is higher than the one on the test set (and its standard
deviation smaller). Despite this slight overfitting, the constructed augmented set ensures a score higher than
0.96 on the test set for these three study cases.

3.2. A model in electro-physiology of cells.

This part is devoted to an example in electro-physiology. The observed model output, called action potential
(AP) is the potential difference across the cell membrane. This is influenced by the value of several parameters
which represent the conductances of some of the ion channels of the cell. The model we consider is called
Minimal Ventricular (MV), presented in [27]; it is a system of parametric ordinary differential equations. We
focus on three classification problems: given the model output determine if the conductances of sodium, calcium
and potassium are above or below a certain threshold.

The dataset is synthetic and the numerical method used to approximate the model solution is a third order
Backward Differentiation Formula (BDF3) with a time-step At = 0.1ms. A periodic source term in the equation
is repeated every 1200ms and its parametrisation is given in Table 1.
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Algorithm 2 Classify method: Classify samples of a Validation set from a Training set.

Require: Tr;V;k;m > Input: Training set; Validation set; Number of neighbors; A priori.
ey <0 > Initialize the score on the validation set.
Vel « > Initialize the output (classified samples).
for each class i do

J+{0,1}\¢ > In the binary classification case.
for g, € V; do > Loop on the elements belonging to the class i of the Validation set.
pi(gv) < estimateDensity(Tr;, k, g,) > Estimate density of g, from Trj.
p;(gv) < estimateDensity(Tr;, k, g,) > Same for the other class?.
if m;p; > mjp; then > Bayesian criterion for classification.
Ly — oy + 1 > Increase the score if well classified.
VL-C“ — Vidi U go > Add the element belonging to class i and labeled 3.
else > Wrongly classified.
V;Clj — Vflj U gy > Add the element belonging to class i and labeled j.
end if
end for
end for
Ly — o/ HV > Renormalize the score.
return p,;V > Output of the algorithm.

f: Using the method described in Section 2.1. See Equations 2.1.2 and 2.1.3.

Algorithm 3 Hausd method: Return the two samples maximizing the Hausdorff distance.

Require: VZ-;V}C” > Input: Validation set restricted to class i; Validation set restricted to class 5 and labeled <.

pnt < 0 > Points maximizing the Hausdorff distance.
if #dei > 0 then > If some points of the Validation set are wrongly classified.
da +— closest(‘/fl",‘/;) > For each element of dei return the distance of its closest neighbor in ViT.
pa < argmax(da) > Maximum distance position.
pnta = (Vi(pa), dei (pa)) > Samples maximizing the distance.
dp + closest(V;, dei) > For each element of V; return the distance of its closest neighbor in dei T,
pp + argmaz(dg) > Maximum distance position.
pntp = (Vi(pg), de" (pB)) > Samples maximizing the distance.
if dg > dp then
pnt < pnty > Then, d4 is the Hausdorff distance.
else
pnt < pntp > Then, dp is the Hausdorff distance.
end if
end if
return pnt > Output of the algorithm.

f: In this paper, we consider the £*° distance.

Duration (ms) | Amplitude (pA/pF)
4.0 0.1
TABLE 1. Section 3.2: Stimuli parameters.
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Algorithm 4 computeBall method: Return the ball to consider for enrichment.

Require: V;-;V}Clj ; pnt; > Input: Validation set of class ¢; Validation set of class j classified j; Hausdorff points.

r0;c0 > Initialize the radius and center of the ball.
line < lineFrom(pnt;) > Extract discretized line between the two Hausdorff points.
d; < dist(line, V;) > For each element of line, compute closest distance to Vj.

d; < dist(line, dej ) For each element of line, compute closest distance to the well classified samples in the
other class.

di;d; < reorder(d;,d;) > Reorder distances with respect to the descending order of d;.
cpt +— 0
while d;(cpt) > d;j(cpt) do

cpt +—cpt +1 > Go closer to the point belonging to V;.
end while
r < d;(cpt) > Actualize the radius’.
¢ < line(cpt)

return r;c > Output of the algorithm.

f: For sake of clarity a scheme is given in Figure 3.

Hausdorff point
si"ns;

F1GURE 3. Section 2.3: Scheme for Algorithm 4. We call Hausdorff points the two points for
which the Hausdorff distance is computed. S(()") NS} corresponds to the area where the samples
of the validation set belonging to class 1 are labeled 0 at step n (i.e. belonging to S(g")). We
move on the segment delimited by the Hausdorff points, starting from the farthest one from
Sg. At each step, we compute the distances to Sg (do(cpt)) and S;") (dy(cpt)).

By starting from the third stimulation the system reaches periodicity (the ¢? norm of the difference between
two consecutive periods varies by less than 1072) we decided to only store the third period for this study.

A total of ny = 2420 signal were generated with random triplets conductances (for sodium, calcium and potas-
sium) following a uniform law over [0.6,1]3. It follows that for a realization © = [Tsodium, Tealcium, Tpotassium)s
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FI1GURE 4. Section 3.1: Study cases.
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e (Class delimitation e Train0 e Trainl

FIGURE 5. Section 3.1: Constructed training sets (augmented sets once the algorithm stops).

the component x; means that channel ¢ is blocked at 100 % (1 — x.)%. We consider the control case (as a
reference) for the realization « = [1,1, 1] which leads to 100% of activity for each channel.
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FIGURE 6. Section 3.1: Score obtained for the augmented and validation set for each study case.
For each component c of a realization x, the labels y. are given by:
(3.2.1)

_ J0if 2, < 0.8 ("blocked”)
Y2 =11 otherwise ("not blocked”)

The value 0.8 corresponds to the conductance threshold for the classification task described at the beginning
of this section.

As we have three parameters, we divided the problem into three classification tasks: sodium, calcium and
potassium conductances classification. An example of AP signals at control case (z = [1,1,1]) and in random
case is shown in Figure 12 of the Appendix.

3.2.1. Biased data

Different biased datasets were generated from these n, = 2420 simulated APs. These biased signals were
obtained by computing the Fourier transform and putting to zero the entries corresponding to the higher
frequencies. We considered three different levels of bias (expressed in terms of energy) as presented in Table 2

Bias level | Relative #? error norm
Low 0.020
Medium 0.035
High 0.065

TABLE 2. Section 3.2.1: Biased datasets.

An example of an AP signal with its different levels of bias is shown in Figure 7.
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FIGURE 7. Section 3.2.1: Sample of an action potential signal generated by the MV model
with its different levels of bias.

3.2.2. Dictionary entry computation

For each sample (AP signal), we consider n, = 24 observable quantities. These correspond to pairs times
and amplitudes in different phases of the AP signal. They are computed in the same way for each sample and
are shown in Fig. 8.

We denote gi(J ) the ith dictionary entry of the j** AP signal. Considering the control case as a reference, we
propose to consider the following translated dictionary entries:

j j trl) . -
9 =g — g{" i, j.

It follows that, in the control case, we have ggcm) =0,vi=1,...,n4. All the samples were then transformed

in such a way that the compact domain € is the hypercube of dimension n, = 24, side 1 and centered at

c= (%, RN %) € R™s. Inputs and outputs of the model are summarized below:

e Input of the model to generate one sample: & = [Zsodium, Tealcium, Lpotassium) € [0.6, 13
e Output of the model: computed entries rescaled with respect to the control case (computed entries for
x. = [1,1,1]) and its corresponding label from z given by Equation 3.2.1.

3.2.3. Datasets preprocessing

Two study cases are performed: in the first one, we assume that the validation set covers 2 whereas in the
second one we consider an incomplete validation (the validation set covers only a subset of §2). To do so, from
the unbiased dataset, we randomly extract n, = 89 from the n; = 2420 signals in such a way that 84 of them
have a sodium and calcium activity higher than 0.85. The 5 others are randomly chosen in such a way that at
least one sample belongs to the other class (sodium and/or calcium conductance is lower than the threshold).
Dataset’s sizes are summarized in Table 3.

Test, validation and initial augmented sets are randomly extracted from the whole unbiased dataset (ns =
2420). The database can be biased or unbiased depending on the study (chosen samples are the same, but with
different biases). The random process is performed in such a way that a selected sample belongs to only one set
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FIGURE 8. Section 3.2.2: Sample of an action potential signal generated by the MV model
(control case: = = [1,1,1]) with the extracted quantities to generate the dictionary entries.

Validation set ny (test) | n, (validation) | ng- (initial augmented) | ng (database)
Complete: Covers () 1000 400 20 1000
Incomplete: Partially covers (2 1000 89 20 1000

T

'ABLE 3. Section 3.2.3: Datasets sizes.
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and cannot be selected more than once. Figure 9 shows the densities of the variable = for the validation and
test sets (for each class), in the sodium classification task.

As we can see, when the complete validation case is considered, the density of = is almost uniform over the
whole domain of  (meaning that we have samples for almost all possible values of ). On the contrary, for the
incomplete validation case (in the center) we clearly see that there are regions of the domain of x in which we

do not have samples.

3.2.4. Computational results

All the following results were obtained using k = 5 nearest neighbors.
Comparison between complete and incomplete validation set.

Figure 10 shows the scores obtained with a complete and incomplete validation set.

(1) Complete validation set:
(a) The validation score is higher than the test score because the optimization process is performed on

the validation set.

(b) The sodium conductance is easy to classify, whereas calcium conductance is the most difficult to
infer. The fact that potassium and calcium conductances are more difficult to classify is due to the
compensation effect between these two channels (see Figure 12), which is a known phenomenon in

electrophysiology.

(¢) The scores are not significantly impacted by the bias as the proposed method naturally rejects it.
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FIGURE 9. Section 3.2.3: Densities of validation and test sets for sodium classification. Black

lines correspond to the
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class delimitation.
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FIGURE 10. Section 3.2.4: Scores obtained with a complete and incomplete validation set.

(2) Incomplete validation set:
(a) The validation score is higher than the test score because the optimization process is performed on
the validation set.



TITLE WILL BE SET BY THE PUBLISHER 21

(b) The calcium conductance classification shows the lowest success rate whereas the potassium con-
ductance classification shows the highest score. The fact that the potassium has the highest score
is expected as no data were removed for this case. The scores obtained in the unbiased case are
close to the expected scores: around 69% for the sodium, 75% for the potassium and 60% for the
calcium (see Section D of the Appendix for more details). The bias does not highly affect the score
except for the sodium in the highest bias case).

(¢) The bias is larger in the first part of the signal, as it can be seen in Fig. 7. This phase of the
solution is known to be influenced by the sodium conductance. This explains why the score for
the sodium classification is more impacted than the ones for calcium and potassium which show a
more stable trend.

(3) Complete vs Incomplete validation set:

(a) The validation score is more stable and higher for the incomplete validation set. This is explained
by the fact that we have less data in the validation set and aggregated in a smaller region, which
eases the process.

(b) The test score is lower in the incomplete validation set case. This is because there are regions of
Q) in which we do not have samples of the dataset. As we do not have information in these empty
regions, the score is lower.

(c) For the same reasons as above, the variability on the test score is higher when the validation set is
incomplete.

A comparison with the construction of a classifier considering the full reservoir of data as the training set
is given in Table 4. The same conditions were considered for the three methods (ASE-HD, SVM and KNN).
Indeed, for the ’No Bias’ scenario we put in the reservoir unbiased samples, for the 'Low’ scenario we considered
only samples with a low level bias in the reservoir, and we proceed analogously for the other scenarios. For
all the cases, the samples of the test set are unbiased, meaning, they are drawn from the ’true’ system. In
particular, in absence of bias, considering the whole reservoir as the training set is globally better. However,
in the presence of bias, the augmented set construction method proposed is better. Moreover, the construction
method allows to get a similar classification success rate irrespective of bias. This is due to the method itself
which reject biased data in an automated way.

Remark 3.1. In the KNN algorithm implemented in Scikit-Learn [31], we consider the k" closest samples
(from the training set) of a query point irrespective of the class they belong to. We then classify the query
point using the majority vote strategy. This method is quite different of the proposed strategy proposed in this
paper. In particular, we consider the k" closest samples from the training set of a query point for each class to
estimate the density over the two classes (for a binary classification). We then consider a Bayesian approach to
classify the query point. This could justify the success rate difference between the No Bias case in the ASE-HD
method and KNN method.

Remark 3.2. In this paper we considered a Bayesian approach to classify a query point. However, the aug-
mented set construction method is not restricted to a particular classification method (nor density approxima-
tion).

Database and validation set enrichment.

As described in Section 1.4.2; once the augmented set enrichment process is performed on the incomplete
validation set, we enrich the validation set with data from the database. In the case where we have a bias,
we may exploit some statistical information on the bias to generate more pertinent labeled samples. We recall
that we have 4 different study cases based on the database (see Section 3.2.1): without bias and with a low,
medium and high level of bias. We assume that we know the a priori for the two classes: mg = 1 = % Then,
we enriched the validation set in such a way the number of samples is each class is the same, with n,, = 400 (we
added 311 samples). See Table 3.
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Study/Biased Reservoir | ASE-HD* \ SVM \ KNN
Sodium
No Bias 0.91 0.94 0.94
Low 0.91 0.81 0.82
Medium 0.91 0.81 0.80
High 0.91 0.54 0.57
Average (std) 0.91 (0) |0.78 (0.17) | 0.78 (0.15)
Potassium
No Bias 0.83 0.91 0.89
Low 0.84 0.86 0.76
Medium 0.84 0.82 0.83
High 0.84 0.83 0.80
Average (std) 0.84 (0.01) | 0.86 (0.04) | 0.82 (0.05)
Calcium
No Bias 0.81 0.86 0.87
Low 0.81 0.60 0.67
Medium 0.79 0.78 0.79
High 0.80 0.68 0.64
Average (std) 0.80 (0.01) | 0.73 (0.11) | 0.74 (0.11)
*See Figure 10, left panel and blue legend.

TABLE 4. Section 3.2.4: Comparison between the augmented set construction method and
common classification techniques (using Scikit-Learn library [31] with default parameters) con-
sidering the whole reservoir (biased or unbiased samples depending on the scenario) as the
training set. Values correspond to the classification success rate on the test set which is unbi-
ased.

Unbiased case. In the unbiased case, we compute the dictionary entry mean and standard deviation for each
class of the incomplete validation set. We denote 7; the estimated a priori. Then, we randomly brows each
sample of the database (for each class). While n, < 400, if one of the entries is outside the corresponding (i.e
same class) mean plus/minus the standard deviation, we add it to the validation set (and remove it from the
database) if the following equation holds:

~(n+1)

. . ~(n
min 7, > min 7! ),
K2 7

7
with %EHH) the a priori computed considering the sample into the validation set and %gn) the a priori

computed before considering the current sample into the validation set. In other words, it aims to consider the

assumptions on the true a priori m; described above.

Biased case. For the biased case, we compute the average and standard deviation difference (in the dictionary

entry space) between the incomplete validation set and the simulated data with the same parameters:

b =E(Ds, ~ V3,

by — \/E((Dgu _ ng)2) ’

with b; € R™s the mean (j = m) or the standard deviation (j = s) and where Vj, is the incomplete validation
set and Dy, is the simulated dataset obtained with 6, as parameter entries of the simulated model. Then, from
these statistics, for each sample of the database, we generate 4 ghosts samples following the approach described
in Section 1.4.2. Here, we assume that the bias computed on the validation set is preserved on the empty region.
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Results. The results are shown in Figure 11.

1.0
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~
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FIGURE 11. Section 3.2.4: Scores with incomplete/complete validation set and enriched vali-
dation set and database.

(1) The validation set (red and orange) vs test set (blue and green): we always obtain a higher score on
the validation set.
(2) The enrichment case (orange and green):
(a) In the incomplete validation set case, the score on the test set is lower than the validation set.
(b) The enrichment strategy implies a significantly higher score on the test set for sodium and calcium
conductance classification.
(c) This is not the case on the validation set, because we introduce some variability with the ghost
and the correction.
(d) The enrichment in the case where there is no bias (and no ghosts) induces scores closed to the
complete validation set.
(3) Conductance classification on the test set (blue and green):
(a) The main score benefit is for the sodium conductance classification (from around 0.64 to around
0.85 depending on the bias). This is due to the fact that there is not a compensation effect between
the sodium channel and the other channels (see Figure 12).
(b) We also have a significant increase of the score for the calcium conductance classification (from
about 0.62 to about 0.78).

4. CONCLUSIONS AND PERSPECTIVES

In the present work a method is proposed to enrich available experimental datasets by using numerical
simulations in view of improving classification tasks performances. This is an example of potential interaction
between statistical learning and mathematical modelling. The method is based on the probabilistic description
of the observations of a phenomenon and a characterisation of the classification performances based on set
distances. The main properties of the method have been investigated from a theoretical point of view and
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illustrated through some numerical experiments. The systematic construction and enrichment of the augmented
set can have a significant impact on the classification score. The proposed method performs a bias rejection to
some extent, and, if statistical information on a model bias are available, these can be naturally integrated in
the algorithm.
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APPENDIX A. PROOFS IN SECTION 1.2.1

Lemma 1.4. For the set M (™, ¥n € N it holds:
M®™ = §5AS5Y = S;AS8"Y,
Proof of Lemma 1.4. By definition of the symmetric difference, we have:
S5Asg” = (55 557) U (557 \ S5)-

<
SEAST = (52N STy U (ST N s,

where S(()n)c =0\ S(()n) and Sf;c =\ 5§ are the complementary sets of S(()n) and S; respectively. It follows
that:
SeAST = (S sMyu (s nsy) =mm,

The proof for SfAan) is similar. O

Proposition 1.5. Using the sequence of operations introduced in Section 1.2, almost surely, we have:

lim uq(]”) = [by.

n—-+o0o
Proof of Proposition 1.5. By definition of S} and SJ(-n) (see Equation 1.2.2), we have:
* (n) * (n)y _
(S NSy )N (STnsy™) =0.
Then, M (™ is a disjoint union of two sets. This implies that:
ne(M™) = ur (S50 S{™) + (S5 0 8§
Remark that, by definition of the Lebesgue measure on a set and due to the compactness of the sets, we have

the following inequalities:

0 < pr(M™) < +o0.
It is straightforward to show that:

pL(M™) =0 < u{" = p, almost surely,
Let assume that gz, (M) > 0. Tt follows that at least one of the following inequalities is satisfied:
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pi(Sgn 8™y >0
p(S;n sy >o

Let S’ be the set such that:
§' = arg max (NL(s;; A 8™, (850 Sé“)).

We then have pr,(S”) > 0. Therefore, g, 1 € S” and £ > Osuch that the ball B(g,+1,¢) € S’. By definition
of M (see Section 1.2), we have:

MO+ = prm\ B,
AsBe S"C M™ and ur(B) > 0, we have:

0 < pup,(MTHYY < pp (M),

We have a sequence of measures which is strictly decreasing and bounded. Thus, this sequence converges to
its minimum. Let assume that this minimum is 6 > 0. Then, it exists a non-empty ball such that the measure
will decrease, which is impossible. It follows that:

lim pp(M™)=0.

n—-+oo

Therefore,

lim S =S,

n—4oo

almost everywhere for ¢ = 0 or 1. Hence, almost surely, we have:

lim p{™ = p,.

n——+oo

(n)

Corollary 1.6. Let py @ be the score on the validation set at iteration n > 0. Then, Vn € N, we have:

) — ) = /B [m1pY — mopyldg > 0,

with B = B(gn+t1,€x) defined in the previous section. Moreover, the equality holds if and only if pr(Bs) = 0,
where pr, denotes the Lebesgue measure.

Proof of Corollary 1.6. By definition, Vn € N, we have:

pi =/ Wop8d9+/ m1p}dy.
St s(m

Then, at iteration n + 1, we have:

(n+1) _ v v
i /S - Topodg + /S iy TLP1AY,

1

with:
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Glt1) _ s U B, if B, € SN S
0 S\ B, if B, € 570 S

Let us consider the first scenario: S(()"H) = Sén) UB,. Then using the fact that the sets are disjoint, we have:

) :/( )wop8d9+/ 7rop8dg+/( )mp’{dg—/ m1pidg,
SO’I’L S n

. { B.

which immediately yields to:

pd ) — ) = / (mop — m1pY)dg = 0.

*

Here, we assumed that B, C S5 N SYL). The inequality is given by the definition of S§. On this set, we have:
mopy — m1py > 0. The equality is then obtained if and only if pr,(B,) = 0. Considering the second scenario, we
finally obtain:

pi D — ) = / [mopg — mpildg = 0.

*

APPENDIX B. PROOFS IN SECTION 1.4.1
Lemma 1.7. Let the sets Séfl’m be defined as in Eq.(1.4.1)-(1.4.2).The following equalities hold:

S5t = (S Ubg) \ by
S = (S1°Ubi) \ bo

Proof of Lemma 1.7. Let us focus on the first equality of the lemma (the proof for the second equality is similar).
We have:

(Ste Uby) \ by = (536 \ bl) U (bo \ bl)

As by Nby = () we have:
(S5 Ubo) \ by = (S8 \ b1 ) Ubo = (i \ (87" N1 5E)) U,

<
(Ste Ubo) \ by = (536 \ s;") Ubo = (536 \ s;”) U (sg” N s{e)
e
(Ste Ubg) \ by = (Sg” N 536) U (55” N S{e) = Ssmn (536 U S{e).

Since S{¢ U Si¢ = Q, we finally obtain:
(SEeUbg) \ by = ST
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Proposition 1.8. Let the hypothesis of Lemma 1.7 hold. Let

o = pee(So", STY) =/ Wopéengr/ ™ piedy, (B.0.1)
S5

ST

be the score of the classification of the test set when the training set is defined by the model. The maximal
score is represented by:

fie = e (SG°, ST°)- (B.0.2)
It holds:
0 < o < pss
and, moreover:
= ps <= pur(b;) =0, for i € {0,1}
{Mb =0 < ;" =S¢ and plf = pﬁel{sge}, fori,j € {0,1},4# j

Proof of Proposition 1.8. We have:

MbZ/ Wopf)engr/ mpiedg.
5q" S

Then from Lemma 1.7 and based on sets definition, we have:

= / mopy dg + / mopy dg — / Topo dg + / mpiedg + / mipiedg — / mipiedg
Sge bo by s b1 bo

—

[y = fix +/ (mopts — m1pi)dg + / (m1p1 = mopi)dg.
bo bl

By virtue of the definition of the sets bg, b1, it holds:

g €by = mpl > mopf
g € by = mopl’ > mpi*

It immediately leads to up < p.. Moreover,
My = pyx = ML(bz) =0, (7’ € {07 1})7

and,
u(b) =0, (i € {0,1}) = iy = .
Then,
o = ps <= pr(b;) =0, (i € {0,1}).
Concerning the left hand side of the inequality, we have:

St = (Si NSP) U (ke \ Sp)
Sie = (S{ N 8 U (S 5)

In particular, the intersection of the two members for each equation is empty. Then, we can rewrite u, as
follows:
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o = / oy dg+ / o dg+ / mpydg+ / TPy dg+ / (mopg” —m1p1)dg+ / (m1p1 =m0 ) dy.
Stensm Sge\Sp stensm Ste\ s Spnste Smnste

—

iy = / mpi°dg + / Topy dg + / TPy dg + / ™ p1°dyg.
Spnsye sgnste Sge\ST ste\Sy

As each integrand is positive or null, we have pp > 0.

(1) Let assume that S;* = S and p* = p;el{sjt_e}, for 4,5 € {0,1}, i # j. Then, we have u, = 0.

(2) Let assume that p, = 0. By definition of the different sets, it is easy to show that p; is defined as a
sum of integrals over disjoint sets. As each integrand is positive or null, it follows that each integral
has to be equal to 0. Recalling that moplf > m1pi¢ > 0 over S{¢, it is obvious that we necessary have
Sie C S7™. For the same reason, we have S1¢ C S (from the fourth integral). Let € ST\ S{¢. Then,
x € ST NS¢ which is impossible because Si¢ C Si*. It follows that:

Sfe = Sgnﬂa] € {Oa l}ai 7é J-
Then, two ensure that the two first integrals are equal to 0, we necessary have:

Finally,
Sm — Ste Sm — Ste
=0 e (S S
Pi° = pilistey
In other words, the worst case for p; is obtained when the model is as bad as possible. O

APPENDIX C. PROOF IN SECTION 1.4.2

Lemma 1.10 Let, S§ U S = Q such that S§ N .S; = (for s = te or v). Then,
51\ 57 = 5§\ S

Proof of Lemma 1.10.
S1°\ ST = Si°\ (Q\ S5).

Using some set theory properties,
ST\ ST = (Sg NS U(Si°\ Q) = 85 N Si° =S5 N (2N S5°) =N (S5 \ S°)-

Then we finally obtain:
SI\ ST = S5\ St
O

Proposition 1.11. We denote S5 = {g|m;p; > mppi} (k # j), where s = te (test set) or v (validation set).
We denote pg, (resp. uh,) the test set score obtained with a complete (resp. incomplete) validation set. By
complete, we assume that the distribution of p?e and pj are the same. Then,

P o
Hte S :uge'
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Proof of Proposition 1.11.
[fe = / TPy dg + / ™ pi¢dyg.
sg sy

As pl¢ = pY, we have Si¢ = S7. Then,

fife = / Topy dg + / m1piedg.
nge S{e

In the incomplete validation case, we have either:

Sy C Ste and Sfe C SY
Sy C Sk and Si¢ C SV

By symmetry of the problem, let assume that:
Sy C Si° and S§° C SY.

We then have:

ufe:/ 7TopéedgﬂL/ mptfdg=/ 7Topéedg+/ mp’iedg+/ Wopéedg—/ ™ p1°dg.
sy sy Ste Ste Su\Ske Ste\sy

] 0 1
Using Lemme 1.10, we have:
/u‘i)e = Mfe - / (71'1,036 - ﬂopée)dg.
STe\SY

Moreover, we know that m1p% > mopl¢ over Si¢. Hence, the second term of the previous equation is positive.
Then,

APPENDIX D. MV: SCORES IN THE INCOMPLETE VALIDATION SET SCENARIO

For this study we make the following assumptions:

e AP behavior under sodium blockade does not depend on potassium and calcium channel activities.
e AP behavior under potassium and/or calcium channel blockade are dependent.

The following study is coarse, but presented to justify scores obtained in Section 3.2.4 of the manuscript.

D.1. Sodium channel blockade

In the incomplete validation case, sodium activities for the validation set belong to (0.85,1). We recall that
each activity is a independent realization of a random variable following a uniform law over (0.6,1). Let assume
that for the test set (for which sodium activities belong to (0.6,1)) has n; elements. Then, we expect to have
0.625 * n; elements over (0.6,0.85) and 0.375 * n; elements over (0.85,1). As the set is complete over (0.85,1)
we assume that the augmented set enrichment is well performed which leads to a perfectly well classified test
set over (0.85,1). Conversely, as we do not have information over (0.6,0.85) we assume that half of the test set
is well classified over this region. It follows that the averaged score p is:

1
1 40.625 % ng + 0.375 %
p=2" TZ hi "t 0.6875. (D.1.1)
t
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FIGURE 12. Section 3.2.4: Comparison of different channels blockade (20% of blockade).
Sodium channel blockade is mainly known to reduce the depolarization peak, calcium channel
blockade is mainly known to reduce the plateau phase and the duration whereas potassium
channel blockade is mainly known to induce a signal prolongation.
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FI1GURE 13. Section 3.2.3: Densities of validation and test sets for potassium channel blockade
classification. Black lines correspond to the class delimitation.
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FIGURE 14. Section 3.2.3: Densities of validation and test sets for calcium channel blockade
classification. Black lines correspond to the class delimitation.

Then, by simulation, we expect to have a score close to 0.69 for the sodium channel blockade study in the
incomplete validation set case.

D.2. Potassium channel blockade

For this scenario, we use the same idea as the one described in the previous section. The upper panel of
Figure 15 shows regions where we well (green), wrongly (red) and partly well (orange) classify the test set. The
lower panel shows the ratio between the potassium and the calcium activity.

Over the incomplete validation region, the lowest ratio for the class 1 (fx > 0.8 is 0.81 and the highest ratio
for class 0 is 0.93. As the minimal ratio in the unknown region: {f¢c, < 0.85U 6 > 0.8} is 0.98 all this region
will be well classified. The red area is obtained using the same argument. The orange area corresponds to the
region where ratios can be from either side of the class delimitation in the incomplete validation set.

Finally, summing the green area and half of the orange area we obtain a score y which is approximately 0.75.

D.3. Calcium channel blockade

This scenario uses exactly the same arguments as the one exposed in the previous section. The corresponding
figure is shown in Figure 16.
These strategy lead to a score approximately equal to 0.6.
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FIGURE 15. Section D.2: Expected test set classification. Upper panel: red region corresponds
to the wrongly classified test set, green region corresponds to the well classified test set and the

set is well classified.

orange area corresponds to the region where half of the test
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FIGURE 16. Section D.3: Expected test set classification. Upper panel: red region corresponds
to the wrongly classified test set, green region corresponds to the well classified test set and the
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orange area corresponds to the region where half of the test



