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#### Abstract

Summary In the present work we propose a reduced-order method to solve the state estimation problem when nonlinear parametric time-dependent systems are at hand. The method is based on the approximation of the set of system solutions by means of a Tensor Train format. The particular structure of Tensor Train makes it possible to set up both a variational and a sequential method. Several numerical experiments are proposed to assess the behaviour of the method.
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## 1 | INTRODUCTION

State estimation is one of the fundamental problems in data assimilation, and we refer to ${ }^{[12[3 / 4 / 5}$ for a general introduction to this topic. As many problems in the realm of data assimilation, state estimation often involves a heavy computational burden, making it a challenging or a prohibitive task.

The classical formulation of state estimation problems is the so called variational formulation: state estimation is recast as an optimisation problem in which the cost function is a norm of the discrepancy between the measurements and the state observations (a comprehensive overview can be found in ${ }^{[1]}$ ). In order to mitigate the computational cost of variational approaches, several studies proposed to replace the costly full-order model by a reduced-order one ${ }^{6 / 7|8| 9|10| 11|12| 13 \mid 14}$. Equivalently, in a number of contributions in the literature, a low rank constraint has been taken into account ${ }^{[15 / 16}$.

Sequential methods (we refer to $\begin{aligned} & 17 / 18|19| 20|21| 22)\end{aligned}$ are an alternative route to data assimilation. These are suitable in cases in which the data are acquired progressively, consisting often in long time series, and when data assimilation is a step towards control
tasks in quasi real time. From a computational point of view, we can see sequential methods as a viable way to substantially decrease the computational cost with respect to variational data assimilation.

In several studies the authors proposed methods to further reduce the computational cost of sequential methods by using reduced-order models $\xlongequal{23 / 24 / 25 / 26 / 27]}$.

Recently, tensor methods have been considered in order to solve inverse problems and data assimilation problems in an efficient way. $\mathrm{In}{ }^{[28}$ tensor methods are used to speed-up the bayesian inverse problem arising in electromyography. Tensor methods have been proposed to mitigate the high complexity of the Kalman filter with the state dimension in ${ }^{29}$ and in combination with a Kalman filter strategy to identify multilinear forms in ${ }^{30} . \mathrm{In}^{31}$ a tensor Henkel completion problem is introduced in order to perform data assimilation for traffic speed estimation.

A different approach consists in casting state estimation as an optimal recovery problem ( ${ }^{(32}$ ): this is what is done, for instance, by the Parametrized Background Data Weak (PBDW) method ${ }^{33 / 34 / 35 / 36 / 3738}$. PBDW has been originally proposed for static problems. It has been adapted to time dependent problems in ${ }^{39}$.

In the present work we investigate a possibility of exploiting a tensor approximation of a set of solutions of a non-linear parametric time dependent dynamical system in order to set up a data assimilation framework which is similar, in the spirit, to optimal recovery problems. The main advantage of optimal recovery is related to the possibility of performing state estimation without performing parameter estimation. Indeed, parameters influence the state in a highly non-linear way: parameter estimation often reduces to a non-linear non-convex optimisation problem, potentially cumbersome to be solved. One of the contributions of the present work is the extension of optimal recovery to time dependent problems, taking into account the noise and the level of confidence we have in the model. In particular, we show that, if a set of solutions is represented as a Tensor Train (TT, we refer to $\left.{ }^{(40}\right)$, it is possible to cast state estimation in two different ways:

1. Variational. We formulate optimal recovery in space time. The proposed approach is similar, in the spirit, to the time adaptation of PBDW (presented in ${ }^{39}$ ). The main difference consists in the fact that we do not introduce, here, the saddle point problem typical of the PBDW method. Instead, we opt for a penalised formulation which makes it possible to deal in a natural way with noisy data and incorporate the notion of confidence both in model and data. Another difference consists in the fact that the TT approximation can be seen as a dynamical basis approximation. As we will detail in the next section, this is appealing in view of performing the error analysis, interpret the observability of the system, and derive a sequential approach.
2. Sequential. The particular choice of the TT approximation makes it possible to easily derive a sequential state estimation. Since the problem to be solved is linear and we restrict to linear observation operators, the resulting approach is a particularisation of the Kalman filter.

The structure of the work is as follows. In Section 2 we introduce the notation used throughout the whole manuscript. In Section 3 we present the main idea of the method, the variational and the sequential formulation as well as the error analysis. In Section 4 we present three numerical experiments in order to assess the behaviour of the method.

## 2 | NOTATION.

Let $d, p \in \mathbb{N}^{*}$, let $\Omega \subset \mathbb{R}^{d}$ be an open bounded set, the physical domain, let $\Theta \subset \mathbb{R}^{p}$ be the parameters domain. In the following we denote a point $x \in \Omega$, a parameter vector $\vartheta \in \Theta$ and the time by $t \in[0, T]$. The system state is a real valued function $u \in \mathcal{V}(\Omega \times[0, T] \times \Theta)$, where $\mathcal{V}$ is a suitable Banach space:

$$
u(x, t, \vartheta):\left\{\begin{array}{l}
\Omega \times[0, T] \times \Theta \rightarrow \mathbb{R}  \tag{1}\\
(x, t, \vartheta) \mapsto u(x, t, \vartheta)
\end{array}\right.
$$

For sake of simplicity we consider here a scalar function, the extension to vector valued functions being straightforward (Indeed, some cases will be presented in Section 4.

In general, the system state is governed by an equation of the form $\mathcal{F}(u, x, t, \vartheta)=0$. In the present work we make the following assumptions:

1. The system state $u \in \mathcal{V} \subseteq L^{2}(\Omega \times[0, T] \times \Theta)$. It holds $L^{2}(\Omega \times[0, T] \times \Theta)=L^{2}(\Omega) \otimes L^{2}([0, T]) \otimes L^{2}(\Theta)$. We denote the $L^{2}$ scalar product of two elements $u, v \in L^{2}(\Omega)$ as $\langle u, v\rangle_{L^{2}(\Omega)}$.
2. We introduce an approximation of the state in a Tensor Train format ${ }^{40}$ and we assume that the Tensor Train formulation has been computed or rounded by means of the TT-SVD algorithm (presented in ${ }^{40}$ ). We consider here a continuous formulation, and, with a slight abuse of notation we introduce the TT format for a multivariate function for which the function domain is the cartesian product of domains. Tensor train in a continuous setting has been presented in ${ }^{41 / 42]}$ We choose here to set the variable index order as to be $x-t-\vartheta$. This a priori arbitray choice is motivated by the problem at hand, in which we would like to estimate a space-time field, resulting from a linear combination of few space-time modes.

Let $r_{1}, r_{2} \in \mathbb{N}^{*}$ be the TT-ranks and $i_{1}=1, \ldots, r_{1}, i_{2}=1, \ldots, r_{2}$.
The space modes are defined as $\varphi_{i_{1}} \in L^{2}(\Omega)$ :

$$
\varphi_{i_{1}}(x):\left\{\begin{array}{l}
\Omega \rightarrow \mathbb{R}  \tag{2}\\
x \mapsto \varphi_{i_{1}}(x)
\end{array}\right.
$$

The time-dependent TT-core is defined as a matrix function whose entries $G_{i_{1} i_{2}} \in L^{2}(0, T)$ read:

$$
G_{i_{1} i_{2}}(t):\left\{\begin{array}{l}
{[0, T] \rightarrow \mathbb{R}}  \tag{3}\\
t \mapsto G_{i_{1} i_{2}}(t)
\end{array}\right.
$$

The parameter modes are real valued functions $s_{i_{2}}(\vartheta) \in L^{2}(\Theta)$ defined as:

$$
s_{i_{2}}(\vartheta):\left\{\begin{array}{l}
\Theta \rightarrow \mathbb{R}  \tag{4}\\
\vartheta \mapsto s_{i_{2}}(\vartheta)
\end{array}\right.
$$

The TT approximation of the system state is:

$$
\begin{equation*}
u(x, t, \vartheta) \approx \sum_{i_{1}=1}^{r_{1}} \sum_{i_{2}=1}^{r_{2}} \varphi_{i_{1}}(x) G_{i_{1} i_{2}}(t) s_{i_{2}}(\vartheta) \tag{5}
\end{equation*}
$$

This is the way in which the model will be taken into account in the data assimilation problem, and it is efficient provided that the ranks $r_{1}, r_{2}$ are not too large. The system state can be observed through a process, which provides, in general, partial and noisy measurements. In the present work we make the following assumptions:

1. A measurement is an application of a linear form on the system state.
2. The noise is additive, unbiased and independent.
3. The noise has a finite covariance.

Let $m \in \mathbb{N}^{*}$ denote the number of measurements and $j=1, \ldots, m$. As a consequence of the hypothesis that the measurements are linear forms applied to the state, there exists a set of elements $\omega_{j} \in L^{2}(\Omega)$ (in a more general setting, an element of the dual space $\mathscr{V}^{*}$ ) such that the measurement is the scalar product between the state and the elements $\omega_{j}$. In this paper, we will denote $\boldsymbol{\omega}=\left\{\omega_{j}\right\}_{1 \leq j \leq m}$ the set of representers and $\langle u, \boldsymbol{\omega}\rangle_{L^{2}(\Omega)}$ the set of observables, defined as follows. The observable is a vector valued function $y \in\left[L^{2}([0, T] \times \Theta)\right]^{m}, y=\langle u, \omega\rangle_{L^{2}(\Omega)}$ whose components are defined as:

$$
y_{j}(t, \vartheta):\left\{\begin{array}{l}
{[0, T] \times \Theta \rightarrow \mathbb{R}}  \tag{6}\\
(t, \vartheta) \mapsto y_{j}(t, \vartheta)=\left\langle u, \omega_{j}\right\rangle_{L^{2}(\Omega)}
\end{array}\right.
$$

A system instance is featured by a specific value $\vartheta_{*}$ and when it is observed at time $t_{*}$ this produces a real vector $y_{*} \in \mathbb{R}^{m}$. The second hypothesis on the nature of the measurements simply means that we can model them as:

$$
\begin{equation*}
y^{*}=y\left(t_{*}, \vartheta_{*}\right)+\nu \tag{7}
\end{equation*}
$$

The third hypothesis translates into the fact that we can introduce a norm based on the covariance $W \in \mathbb{R}^{m \times m}$, defined as follows:

$$
\begin{equation*}
v \in \mathbb{R}^{m}, \quad\|v\|_{W}^{2}=v^{T} W^{-1} v . \tag{8}
\end{equation*}
$$

In the present work we will make use of some terms and notation related to tensor scientific computing, in particular fibres and slices. When translated to the continuous formulation, a fibre is a function depending upon one single variable (e.g. we fix $t=t_{0}, \vartheta=\vartheta_{0}$ and we consider $\left.u\left(x, t_{0}, \vartheta_{0}\right)\right)$. The slices are functions depending upon two variables, for instance $u\left(x, t, \vartheta_{0}\right)$.

## 3 | THE METHOD.

The main idea which is investigated in the present contribution is the following. We would like to estimate the system state without explicitly computing the hidden parameters $\vartheta$. Under the assumptions presented in the previous section, by leveraging the properties of the TT approximation, we can achieve this goal by solving a linear problem.

Let us assume that the 'true' state of the system is $u^{*}(x, t)$ and there exists at least one parameter value $\vartheta_{*} \in \Theta$ such that the distance between the TT-model and the true state is less than a prescribed accuracy. In general, the existence of a unique parameter value such that the TT-model is the closest possible to the true state is an open question (identifiability), and it is not investigated in this work.

When introducing a value $\vartheta_{*} \in \Theta$ in the parameters modes of the TT expression we get a real vector $\beta^{*} \in \mathbb{R}^{r_{2}}$ whose entries are:

$$
\beta_{i_{2}}^{*}=s_{i_{2}}\left(\vartheta_{*}\right) .
$$

In this context, performing a state estimation amounts to finding an approximation $\beta \in \mathbb{R}^{r_{2}}$ of $\beta^{*}$ by exploiting a set of measurements at different times. Let us call $\hat{u}$ the resulting state approximation:

$$
\begin{equation*}
\hat{u}(x, t)=\sum_{i_{1}=1}^{r_{1}} \sum_{i_{2}=1}^{r_{2}} \varphi_{i_{1}}(x) G_{i_{1} i_{2}}(t) \beta_{i_{2}} \tag{9}
\end{equation*}
$$

Instead of solving a heavily non-linear problem to find $\vartheta$, we directly try to estimate the state $u$ by solving a linear problem for $\beta$. Several remarks are in order.

## Remark.

For sake of simplicity in the presentation, we have considered here the case in which the solution variability is purely related to the parameters. Of course in general there can be a variability in the initial and boundary conditions too. This can be taken into account in a similar way. Indeed, once the TT approximation of the set of solutions is available, the state estimation problem simply translates into a linear problem for $\beta$. We would like to estimate a linear combination of space-time modes in such a way that the discrepancy between measurements and model observations is low in norm.

## Remark.

The TT approximation introduced above can be interpreted as a dynamical basis approach in view of solving the data assimilation problem, indeed:

$$
\begin{equation*}
\hat{u}(x, t)=\sum_{i_{2}=1}^{r_{2}}\left(\sum_{i_{1}=1}^{r_{1}} \varphi_{i_{1}}(x) G_{i_{1} i_{2}}(t)\right) \beta_{i_{2}} \tag{10}
\end{equation*}
$$

The actual approximation of the state is obtained as a linear combination with constant in time weights $\beta$ of the time-varying modes determined by the contraction of the space modes $\varphi_{i_{1}}$ with the time dependent core $G_{i_{1} i_{2}}$. For every time $t$ we can consider $\sum_{i_{1}=1}^{r_{1}} \varphi_{i_{1}}(x) G_{i_{1} i_{2}}(t)$ as a set of $i_{2}$ space modes built by means of a linear combination of $i_{1}$ space ambient modes $\varphi_{i_{1}}$. When $i_{2}<i_{1}$ we are in a case in which the ambient space is bigger and we consider a linear subspace embedded in it and evolving in it. When considering the case $i_{2}>i_{1}$ we are performing a lifting thanks to the core $G$, introducing a redundant dictionary of linear dependent space modes.

## Remark.

In the present work, we will construct a database of solutions of the system for different values of the parameters and then we will determine the Tensor Train by using the TT-SVD algorithm (detailed in ${ }^{40}$ ). Given the system equation $\mathcal{F}(u, x, t, \vartheta)=0$ we could directly construct an approximation in Tensor Train format of the set of solutions ${ }^{[43 / 44] 45[46] 47|48| 49]}$. This is an appealing possibility in view of realistic applications.

## 3.1 | Variational data assimilation.

The variational data assimilation approach consists in recasting the state estimation as an optimisation problem. Let $N_{t} \in \mathbb{N}^{*}$ be the number of time observations. Let $k=1, \ldots, N_{t}$ and the observation times be $t_{k} \in[0, T]$. The set of observations is $y_{k}^{*} \in \mathbb{R}^{m}$. The problem consists in finding $\beta \in \mathbb{R}^{r_{2}}$ such that a misfit functional, $\mathcal{J}$, is minimised.

$$
\mathcal{J}(\beta):\left\{\begin{array}{l}
\mathbb{R}^{r_{2}} \rightarrow \mathbb{R}^{+} \\
\beta \mapsto \mathcal{J}(\beta)=\frac{1}{2} \sum_{k=1}^{N_{t}}\left\|y_{k}^{*}-\left\langle\hat{u}\left(x, t_{k}\right), \omega\right\rangle_{L^{2}(\Omega)}\right\|_{W}^{2}
\end{array}\right.
$$

A regularisation by means of a prior can be introduced. Let $P_{0} \in \mathbb{R}^{r_{2} \times r_{2}}$ be a symmetric positive definite matrix. A norm can be induced by the scalar product:

$$
\beta \in \mathbb{R}^{r_{2}}, \quad\|\beta\|_{P_{0}}^{2}=\beta^{T} P_{0}^{-1} \beta .
$$

Let $\beta_{0} \in \mathbb{R}^{r_{2}}$ be the value used to regularise $\beta$. It could be taken as the mean of a prior on $\beta, P_{0}$ being the prior covariance. The inverse of the covariance $P_{0}^{-1}$ represents the confidence level in the prior. From a mathematical point of view, the regularisation provides stability and, as shown in Section 3.1.1. ensures uniqueness of the solution. The minimisation problem to be solved
reads:

$$
\begin{equation*}
\hat{\beta}=\arg \inf _{\beta \in \mathbb{R}^{r_{2}^{2}}} \mathcal{J}(\beta)+\frac{1}{2}\left\|\beta-\beta_{0}\right\|_{P_{0}}^{2} \tag{11}
\end{equation*}
$$

In view of solving the optimisation problem for $\beta$ we have to discuss the space discretisation of the tensor. Let the state be approximated in space by means of a generic method, for instance finite differences, elements or volumes. The only step in which the space discretisation of the state appears (besides the reconstruction) is the scalar product $\langle\hat{u}, \omega\rangle_{L^{2}(\Omega)}$. Let us consider, as an example, a $\hat{u}\left(x, t_{k}\right)$ discretised by means of finite elements with $N_{x} \in \mathbb{N}^{*}$ degrees of freedom. Let $\left\{v_{q}(x)\right\}_{1 \leq q \leq N_{x}}$ be the set of basis functions, $\Phi \in \mathbb{R}^{N_{x} \times r_{1}}$ be the matrix whose entries are the values of the degrees of freedom of the space modes approximation. It holds:

$$
\hat{u}\left(x, t_{k}\right) \approx \sum_{i_{1}=1}^{r_{1}} \sum_{i_{2}=1}^{r_{2}}\left(\sum_{q=1}^{N_{x}} \Phi_{q i_{1}} v_{q}(x)\right) G_{i_{1} i_{2}}\left(t_{k}\right) \beta_{i_{2}}
$$

Let the generic $\omega_{j}, 1 \leq j \leq m$ (the Riesz representer of the $j$-th measurement) be discretised on the same finite element basis (the values of the degrees of freedom being stored in a matrix $\Xi \in \mathbb{R}^{N_{x} \times m}$ ):

$$
\omega_{j} \approx \sum_{p=1}^{N_{x}} \Xi_{p j} v_{p}(x)
$$

The scalar product is discretised as follows:

$$
\left\langle\hat{u}\left(x, t_{k}\right), \omega_{j}\right\rangle_{L^{2}(\Omega)} \approx \sum_{i_{1}=1}^{r_{1}} \sum_{i_{2}=1}^{r_{2}}\left(\sum_{q=1} \sum_{p=1}^{N_{x}} \Xi_{p j} \Phi_{q i_{1}}\left\langle v_{q}, v_{p}\right\rangle_{L^{2}(\Omega)}\right) G_{i_{1} i_{2}}\left(t_{k}\right) \beta_{i_{2}},
$$

in which $\left\langle v_{q}, v_{p}\right\rangle_{L^{2}(\Omega)}$ are the entries of the mass matrix. Concerning the time discretisation: we need to be able to evaluate (or approximate) the values of the core $G$ for $t=t_{k}$. In the case in which $\left\{t_{k}\right\}_{1 \leq k \leq N_{t}}$ coincide with the points of the time discretisation used (or a subset of the time points considered) this evaluation is straightforward. In cases in which the observation times do not coincide we need to consider an interpolation. In the tests presented in this work, for sake of simplicity, we considered cases in which the observation time instants $t_{k}$ coincide with the time points used for the discretisation.

### 3.1.1 | Existence and uniqueness of the solution.

The problem presented in Eq. [11], with the regularisation term $\left\|\beta-\beta_{0}\right\|_{P_{0}}^{2}$ admits a unique solution. This can be deduced by the expression of the function $\mathcal{J}$. Indeed, provided that $P_{0}$ is symmetric and positive definite, it is a strictly convex function, such that $\lim _{\|\beta\|_{t 2, m} \rightarrow \infty} \mathcal{J}(\beta)=+\infty$. This implies that there exists, unique, the minimiser of the problem. In this case, there exists a unique stationary point, which is also the global minimum, solution of the Euler-Lagrange equations. Let us introduce some notation. Let $G^{x} \in \mathbb{R}^{m \times r_{1}}$ be the Grammian matrix corresponding to the observation of the space modes $\varphi_{i_{1}}(x)$ :

$$
G_{j i_{1}}^{x}=\left\langle\varphi_{i_{1}}, \omega_{j}\right\rangle_{L^{2}(\Omega)}
$$

Let $\Psi \in \mathbb{R}^{m \times N_{t} \times r_{2}}$ be a third order tensor whose expression reads:

$$
\Psi_{j k i_{2}}=\sum_{i_{1}=1}^{r_{1}} G_{j i_{1}}^{x} G_{i_{1} i_{2}}\left(t_{k}\right)
$$

It represents the observation of the time evolving modes that are used to approximate the model state. Henceforth, the observation of the model outcome reduces to the linear combination of these:

$$
\hat{y}_{j}\left(t_{k}\right)=\sum_{i_{2}=1}^{r_{2}} \Psi_{j k i_{2}} \beta_{i_{2}}, 1 \leq j \leq m
$$

which is a contraction of the third order tensor by $\beta$. The slices of $\Psi$ with respect to the index $k=1, \ldots, N_{t}$ are considered, consisting in matrices: $\Psi^{(k)} \in \mathbb{R}^{m \times r_{2}}$. The Euler-Lagrange equations read:

$$
\begin{equation*}
\left[P_{0}^{-1}+\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left[\Psi^{(k)}\right]\right] \beta=P_{0}^{-1} \beta_{0}+\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1} y_{k}^{*} \tag{12}
\end{equation*}
$$

By inspection, we see that the matrix on the left hand side is actually invertible (this condition being ensured by the regularisation), providing a unique solution.

It is of interest to consider the case of no regularisation, namely $P_{0}^{-1}=0$. In this case, the condition for the system matrix to be invertible depends on the sequence of matrices $\Psi^{(k)}$. Let us consider the unfolding of $\Psi$ obtained by stacking vertically the slices $\Psi^{(k)}$. This provides a matrix $O \in \mathbb{R}^{m \cdot N_{t} \times r_{2}}$ :

$$
O=\left[\begin{array}{c}
\Psi^{(1)} \\
\Psi^{(2)} \\
\cdots \\
\Psi^{\left(N_{t}\right)}
\end{array}\right]
$$

We introduce $\hat{W}^{-1} \in \mathbb{R}^{m \cdot N_{t} \times m \cdot N_{t}}$ which is a block diagonal matrix in which all the $N_{t}$ blocks are equal to $W^{-1}$ :

$$
\hat{W}^{-1}=\left[\begin{array}{cccc}
W^{-1} & 0 & \ldots & 0 \\
0 & W^{-1} & \ldots & 0 \\
\ldots & \ldots & \ldots & 0 \\
0 & \ldots & \ldots & W^{-1}
\end{array}\right]
$$

It holds:

$$
M=\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left[\Psi^{(k)}\right]=O^{T} \hat{W}^{-1} O
$$

The matrix $M=O^{T} \hat{W}^{-1} O \in \mathbb{R}^{r_{2} \times r_{2}}$ is invertible provided that: $\operatorname{rank}(O)=r_{2}$. This is an Observability condition (perfectly analogue to the Kalman observability ${ }^{(50)}$. Remark that an approximation of $\beta$ can be obtained by repeated observations in time even for cases in which $m<r_{2}$, which is a necessary condition for the observability of static systems.

A way to assess the observability is to estimate the lowest eigenvalue of $M$, denoted $\lambda_{r_{2}}$.

## Remark.

In cases in which $r_{2}$ is not large the smallest eigenvalue can be directly computed. As an alternative, an analytical estimate can be obtained as follows: let $\gamma=\frac{\operatorname{tr}\left(\left[O^{T} \hat{W}^{-1} O\right]\right)}{r_{2}}$ and $\eta=\frac{\operatorname{tr}\left(\left[O^{T} \hat{W}^{-1} O\right]^{2}\right)}{r_{2}}-\gamma^{2}$. $\operatorname{In}{ }^{[51]}$ Wolkowicz and Styan proved lower and upper bounds for the lowest and the largest eigenvalues values (respectively $\lambda_{r_{2}}$ and $\lambda_{1}$ ) of a complex square matrix:

$$
\begin{aligned}
& \gamma-\eta\left(r_{2}-1\right)^{1 / 2} \leq \lambda_{r_{2}} \leq \gamma-\frac{\eta}{\left(r_{2}-1\right)^{1 / 2}} \\
& \gamma+\frac{\eta}{\left(r_{2}-1\right)^{1 / 2}} \leq \lambda_{1} \leq \gamma+\eta\left(r_{2}-1\right)^{1 / 2}
\end{aligned}
$$

### 3.1.2 | Error analysis.

In this section, we study the error in the prediction of a state $u^{*}(x, t, \vartheta)$. The following hypotheses are made:
$\left(H_{1}\right)$ Let the best TT approximation of the system at time $t$ and parameter $\vartheta$ be obtained or rounded by the TT-SVD method, denoted by $\hat{u}^{*}$. The $L^{2}(\Omega)$ error of the system state satisfies:

$$
\sup _{t \in[0, T]} \sup _{\vartheta \in \Theta}\left\|u^{*}-\hat{u}^{*}\right\|_{L^{2}(\Omega)}^{2} \leq \varepsilon^{2}
$$

which is the TT truncation error.
$\left(H_{2}\right)$ The noise $v$ is additive, independent, unbiased, with covariance $W \in \mathbb{R}^{m \times m}$.

Proposition 1. Let the hypotheses $H_{1}-H_{2}$ hold and let us consider no regularisation $\left(P_{0}^{-1}=0\right)$. Let $\beta$ and $\beta^{*}$ be the representation of the best TT state and of the estimated state on the space-time basis. Due to the presence of noise $\beta$ is a random variable.

Let $M=\left[O^{T} \hat{W}^{-1} O\right]$ be the observability matrix. It holds:

1. $\left\|\mathbb{E}\left[\left(\beta-\beta^{*}\right)\right]\right\|_{\ell^{2, r_{2}}} \leq \frac{\varepsilon}{\lambda_{r_{2}}^{1 / 2}}\|\omega\|_{\left[L^{2}(\Omega)\right]^{m}}$.
2. $\mathbb{E}\left[\left\|\beta-\beta_{*}\right\|_{\ell^{2, r_{2}}}^{2}\right]=\leq \operatorname{tr}\left(M^{-1}\right) \leq \frac{\lambda_{r_{2}} r_{2} \operatorname{tr}(M)-\operatorname{tr}(M)^{2}+r_{2}\|M\|_{F}^{2}-\lambda_{r_{2}}^{2} r_{2}}{\lambda_{r_{2}}\|M\|_{F}^{2}-\lambda_{r_{2}} \operatorname{tr}(M)}$.

Proof. The equation for $\beta$ is obtained by measuring the true state:

$$
M \beta=\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\boldsymbol{\omega}, u^{*}\left(t_{k}\right)\right\rangle_{L^{2}(\Omega)}+v^{(k)}\right)
$$

Let the TT truncation error (the model error in the present case) be denoted by $z$. By introducing the relationship: $u^{*}=\hat{u}^{*}+z$, we get:

$$
M\left(\beta-\beta^{*}\right)=\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\omega, z\left(t_{k}, \vartheta^{*}\right)\right\rangle_{L^{2}(\Omega)}+v^{(k)}\right) .
$$

There are two contributions to the error: the first one is deterministic and it is related to the observation of the model error (the measurement of the TT truncation error $z$ ), the second one is stochastic and it is related to the measurement noise. Since the
noise is unbiased, the expectation of the error reads:

$$
\mathbb{E}\left[\left(\beta-\beta^{*}\right)\right]=M^{-1} \sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left\langle\omega, z\left(t_{k}, \vartheta^{*}\right)\right\rangle_{L^{2}(\Omega)}
$$

Let us consider the singular value decomposition of $O, O=U_{o} S_{o} V_{o}{ }^{H}$. Then:

$$
M=V_{o} S_{o}\left[U_{o}^{T} \hat{W}^{-1} U_{o}\right] S_{o} V_{o}^{T}
$$

Henceforth, we have:

$$
M^{-1} \sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}=V_{o} S_{o}^{-1}\left[\left(U_{o}^{T} \hat{W}^{-1} U_{o}\right)^{-1} U_{o}^{T} \hat{W}^{-1}\right]
$$

The norm of the observation of the measurement error can be bounded by using the Cauchy-Schwarz inequality: $\left|\left\langle\omega_{j}, z\left(t_{k}, \vartheta^{*}\right)\right\rangle_{L^{2}(\Omega)}\right| \leq\left\|\omega_{j}\right\|_{L^{2}(\Omega)}\left\|z\left(t_{k}, \vartheta^{*}\right)\right\|_{L^{2}(\Omega)} \leq\left\|\omega_{j}\right\|_{L^{2}(\Omega)} \varepsilon$. The $\ell^{2}$ norm of the mean error, by virtue of the equations written above satisfies:

$$
\begin{equation*}
\left\|\mathbb{E}\left[\left(\beta-\beta^{*}\right)\right]\right\|_{\ell^{2, r_{2}}} \leq \frac{\varepsilon}{\lambda_{r_{2}}^{1 / 2}}\|\omega\|_{\left[L^{2}(\Omega)\right]^{m}} \tag{13}
\end{equation*}
$$

This proves the first point of the proposition.
The covariance of the error is given by:

$$
C=\mathbb{E}\left[\left(\left(\beta-\beta^{*}\right)-\mathbb{E}\left[\beta-\beta^{*}\right]\right) \otimes\left(\left(\beta-\beta^{*}\right)-\mathbb{E}\left[\beta-\beta^{*}\right]\right)\right] .
$$

For sake of compactness let us introduce $O^{\dagger}=M^{-1} O^{T} \hat{W}^{-1}$. The covariance of the error, by virtue of the hypotheses on the noise structure, satisfies:

$$
\begin{equation*}
C_{i h}=\sum_{k, p=1}^{N_{t}} \sum_{j, s=1}^{m} O_{i k j}^{\dagger} W_{j s} \delta_{k p} O_{h p s}^{\dagger}=M_{i h}^{-1} \tag{14}
\end{equation*}
$$

The expected value of the $\ell^{2, r_{2}}$ norm squared of the error satisfies:

$$
\mathbb{E}\left[\left\|\beta-\beta^{*}\right\|_{\ell^{2, r_{2}}}^{2}\right]=\operatorname{tr}(C)-\mathbb{E}\left[\beta-\beta^{*}\right]^{2} \leq \operatorname{tr}(C)
$$

where the equality holds for the cases in which the model error is not observable, i.e. $\langle\omega, z\rangle_{L^{2}(\Omega)}=0$.
In order to bound the trace of the error covariance, we use a result proved by Bai and Golub in ${ }^{52}$ :

$$
\operatorname{tr}\left(M^{-1}\right) \leq\left[\operatorname{tr}(\boldsymbol{M}) r_{2}\right]\left[\begin{array}{cc}
\|M\|_{F}^{2} & \operatorname{tr}(\boldsymbol{M})  \tag{15}\\
\lambda_{r_{2}}^{2} & \lambda_{r_{2}}
\end{array}\right]^{-1}\left[\begin{array}{l}
r_{2} \\
1
\end{array}\right]
$$

This leads to the conclusion.

The further bound on the trace of the inverse of the observability matrix, obtained by explicitly computing the bound proposed by Bai and Golub, might be computationally appealing in view of estimating the error propagation in large systems. Indeed, it makes it possible to get an estimation without computing and storing the inverse of the observability matrix.

Proposition 2. Let the hypotheses $H_{1}-H_{2}$ hold and let us consider no regularisation terms $\left(P_{0}^{-1}=0\right)$. Let the error norm squared be denoted by:

$$
\begin{equation*}
e_{a}^{2}=\left\|u_{*}-\hat{u}\right\|_{L^{2}(\Omega \times[0, T])}^{2} . \tag{16}
\end{equation*}
$$

Due to the presence of noise, this is a random variable. Its expected value satisfies:

$$
\begin{equation*}
\mathbb{E}\left[e_{a}^{2}\right] \leq T \varepsilon^{2}+\operatorname{tr}\left(\left[O^{T} \hat{W}^{-1} O\right]^{-1}\right) \tag{17}
\end{equation*}
$$

Proof. Let the TT state approximation be denoted by $\hat{u}$. The first step to prove the error bound consists in noticing that the error can be written as follows:

$$
\left\|u^{*}-\hat{u}\right\|_{L^{2}(\Omega \times[0, T])}^{2}=\int_{0}^{T}\left\|u^{*}-\hat{u}\right\|_{L^{2}(\Omega)}^{2} d t
$$

which can be rewritten as:

$$
\int_{0}^{T}\left\|u^{*}-\hat{u}^{*}+\hat{u}^{*}-\hat{u}\right\|_{L^{2}(\Omega)}^{2} d t \leq T \varepsilon^{2}+\int_{0}^{T}\left\|\hat{u}^{*}-\hat{u}\right\|_{L^{2}(\Omega)}^{2}
$$

Let us focus on the second term on the right hand side:

$$
\int_{0}^{T}\left\|\hat{u}^{*}-\hat{u}\right\|_{L^{2}(\Omega)}^{2}=\int_{0}^{T} \sum_{i_{1}, j_{1}}^{r_{1}}\left\langle\varphi_{i_{1}}, \varphi_{j_{1}}\right\rangle_{L^{2}(\Omega)} \sum_{i_{2}, j_{2}}^{r_{2}} G_{i_{1} i_{2}} G_{j_{1} j_{2}}\left(\beta_{i_{2}}^{*}-\beta_{i_{2}}\right)\left(\beta_{j_{2}}^{*}-\beta_{j_{2}}\right) d t .
$$

Under the hypothesis that the TT approximation has been obtained or rounded by TT-SVD, it holds:

$$
\begin{aligned}
\left\langle\varphi_{i_{1}}, \varphi_{j_{1}}\right\rangle_{\Omega} & =\delta_{i_{1}, j_{1}} \\
\int_{0}^{T} \sum_{i_{1}}^{r_{1}} G_{i_{1} i_{2}} G_{i_{1} j_{2}} d t & =\delta_{i_{2}, j_{2}}
\end{aligned}
$$

leading to:

$$
\begin{equation*}
\int_{0}^{T}\left\|\hat{u}^{*}-\hat{u}\right\|_{L^{2}(\Omega)}^{2}=\left\|\beta^{*}-\beta\right\|_{\ell^{2, r_{2}}}^{2} \tag{18}
\end{equation*}
$$

The result of the previous proposition makes it possible to conclude.

## Remark:

Let us consider the effect of the regularisation $\beta_{0}, P_{0}$ on the error. The equation for $\beta$ reads:

$$
\begin{equation*}
\left[P_{0}^{-1}+\left[O^{T} \hat{W}^{-1} O\right]\right] \beta=P_{0}^{-1} \beta+\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\omega, u^{*}\left(t_{k}\right)\right\rangle_{L^{2}(\Omega)}+v^{(k)}\right) \tag{19}
\end{equation*}
$$

The equation for $\beta^{*}$ reads:

$$
\left[O^{T} \hat{W}^{-1} O\right] \beta^{*}=\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\boldsymbol{\omega}, \hat{u}^{*}\left(t_{k}\right)\right\rangle_{L^{2}(\Omega)}\right.
$$

We add and subtract $P_{0}^{-1} \beta^{*}$ on both sides:

$$
\left[P_{0}^{-1}+\left[O^{T} \hat{W}^{-1} O\right]\right] \beta^{*}=P_{0}^{-1} \beta^{*}+\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\boldsymbol{\omega}, \hat{u}^{*}\left(t_{k}\right)\right\rangle_{L^{2}(\Omega)} .\right.
$$

We can now subtract this to Eq. (19):

$$
\left[P_{0}^{-1}+\left[O^{T} \hat{W}^{-1} O\right]\right]\left(\beta-\beta^{*}\right)=P_{0}^{-1}\left(\beta_{0}-\beta^{*}\right)+\sum_{k=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1}\left(\left\langle\omega, z\left(t_{k}, \vartheta^{*}\right)\right\rangle_{L^{2}(\Omega)}+v^{(k)}\right)
$$

This provides an interpretation on the role the regularisation term plays: the expression is a weighted average between the prior error, encoded by $\left(\beta_{0}-\beta^{*}\right)$ and the measurement error, which is due to the observation of the model error (deterministic part) and the noise (stochastic part). The weights of this sum depend on the levels of confidence we have on the prior $\left(P_{0}^{-1}\right)$ and on the measurements $\left(\hat{W}^{-1}\right)$. The regularisation term provides stability to the estimation of $\beta$. There are several possible outcomes: the most favorable one is when the prior and its covariance are pertinent, and this makes it possible to reduce the error due to the noise (and the covariance associated to the estimation). A possible negative scenario is the one in which a prior inducing a large error (i.e. $\beta_{0}-\beta$ is large in norm) is enforced with a small covariance (i.e. $P_{0}^{-1}$ is large in norm): in this case the error $\beta-\beta^{*}$ will be roughly equal to the prior error $\beta_{0}-\beta$, hence large in norm.

## 3.2 | Sequential data assimilation.

A Tensor Train approximation of the state makes it possible to systematically derive a sequential approach to state estimation. This is is of the utmost interest, since it is the most natural way to deal with applications in which measurements are sets of long time series, acquired progressively, or applications in which the observer is used to set up a control.

The starting point consists in considering that a model instance (i.e. a state evolution $u(x, t))$ is simply identified by a vector $\beta \in \mathbb{R}^{r_{2}}$. As seen in the previous section, the TT approximation of the state can be interpreted as dynamical basis approach: the time evolution is taken into account by the core $G$ and the representation of the state on the basis $(\beta)$ do not change in time.

If we write the evolution equation for the representation of the state on the space-time modes we have:

$$
d_{t} \beta=0
$$

The evolution of the representation of the state is linear, the observations are linear, a Kalman filter is probably the best way to set up a sequential state estimation. Let $\beta^{(0)}, P^{(0)}$ be the initial state estimation (a pure a priori value) and its associated covariance.

Let the model error covariance be $\left\{Q^{(k)}\right\}_{1 \leq k \leq N_{t}} \in \mathbb{R}^{r_{2} \times r_{2}}$. The Kalman filter reads as follows:

$$
\begin{array}{r}
\beta^{(k+1, k)}=\beta^{(k)}, \\
P^{(k+1, k)}=P^{(k)}+Q^{(k),}, \\
d=y^{*}\left(t_{k+1}\right)-\Psi^{(k+1)} \beta^{(k+1, k),}, \\
S=W+\Psi^{(k+1)} P^{(k+1, k)}\left[\Psi^{(k+1)}\right]^{T}, \\
K=P^{(k+1, k)}\left[\Psi^{(k+1)}\right]^{T} S^{-1} \\
\boldsymbol{\beta}^{(k+1)}=\beta^{(k+1, k)}+K d, \\
P^{(k+1)}=\left[I-K \Psi^{(k+1)}\right] P^{(k+1, k)} \tag{26}
\end{array}
$$

### 3.2.1 | Error analysis

The error of the sequential approach is studied. In particular, we prove that, in absence of model error $\left(Q^{(k)}=0, \forall k\right)$, the estimate provided at final time by the Kalman filter equals the variational one. This is a known result in a standard setting. Here we simply prove that the proposed formulation respects this.

Proposition 3. Let $\beta^{(0)}, P^{(0)}$ be the initial guess of the estimation. Let the model error be zero, i.e. $Q_{k}=0, k=1, \ldots, N_{t}$. The final covariance matrix of the Kalman filter estimation satisfies:

$$
\left[P^{\left(N_{t}\right)}\right]^{-1}=\left[P^{(0)}\right]^{-1}+O^{T} \hat{W}^{-1} O
$$

Moreover:

$$
\beta^{\left(N_{t}\right)}=\beta^{(v a r)},
$$

where $\beta^{(v a r)}$ satisfies (the reader is referred to Eq 12 :

$$
\left.\left[P^{(0)}\right]^{-1}+O^{T} \hat{W}^{-1} O\right] \beta^{(v a r)}=\left[P^{(0)}\right]^{-1} \beta^{(0)}+\sum_{i=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1} y_{*}^{(k)} .
$$

Proof. Let us write the Kalman filter as an observer:

$$
\begin{array}{r}
K=P^{(k)}\left[\Psi^{(k+1)}\right]^{T}\left(W+\Psi^{(k+1)} P^{(k)}\left[\Psi^{(k+1)}\right]^{T}\right)^{-1} \\
\beta^{(k+1)}=\left[I-K \Psi^{(k+1)}\right] \beta^{(k)}+K y_{*}^{(k+1)} . \\
P^{(k+1)}=\left[I-K \Psi^{(k+1)}\right] P^{(k)} \tag{29}
\end{array}
$$

By making use of the Woodbury matrix identity, this iteration can be rewritten as follows:

$$
\begin{array}{r}
{\left[P^{(k+1)}\right]^{-1}=\left[P^{(k)}\right]^{-1}+\left[\Psi^{(k+1)}\right]^{T} W^{-1} \Psi^{(k+1)},} \\
{\left[P^{(k+1)}\right]^{-1} \beta^{(k+1)}=\left[P^{(k)}\right]^{-1} \beta^{(k)}+\left[\Psi^{(k+1)}\right]^{T} W^{-1} y_{*}^{(k+1)} .} \tag{31}
\end{array}
$$

This leads to:

$$
\begin{equation*}
\beta^{(k+1)}=P^{(k+1)}\left[P^{(k)}\right]^{-1} \beta^{(k)}+P^{(k+1)}\left[\Psi^{(k+1)}\right]^{T} W^{-1} y_{*}^{(k+1)}, \tag{32}
\end{equation*}
$$

and iterating for $k, k-1, \ldots, k=1$, we obtain:

$$
\begin{equation*}
\beta^{\left(N_{t}\right)}=P^{\left(N_{t}\right)}\left(\left[P^{(0)}\right]^{-1} \beta^{(0)}+\sum_{i=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1} y_{*}^{(k)}\right) . \tag{33}
\end{equation*}
$$

The estimate of $P^{\left(N_{t}\right)}$ can be obtained by making use of the equation for the inverse of the covariance. It holds:

$$
\begin{equation*}
\left[P^{\left(N_{t}\right)}\right]^{-1}=\left[P^{(0)}\right]^{-1}+\sum_{i=1}^{N_{t}}\left[\Psi^{(k)}\right]^{T} W^{-1} \Psi^{(k)}, \tag{34}
\end{equation*}
$$

which concludes the proof, since it delivers the same result as the corresponding variational estimation.

## 3.3 | Computing the ranks.

In the present work we rely on the TT-SVD algorithm to compute the TT approximation of the state. In this algorithm, the input parameter is the prescribed accuracy $\varepsilon$. The TT approximation obtained will be such that $\|u(x, t, \vartheta)-\hat{u}(x, t, \vartheta)\|_{L^{2}(\Omega \times[0, T] \times \Theta)} \leq \varepsilon$. When discretised, this will be ensured at discrete level, according to the scalar product used in the SVD at each step of the method. The ranks $r_{1}, r_{2}$ are obtained as function of $\varepsilon$. When considering the reconstruction starting from the measurements $y^{*}$, the error depends not only on the ability to well approximate the state, but also on the observability (which is related to the eigenvalue $\lambda_{r_{2}}$ ). There is a trade-off: the larger the ranks the better the state approximation, the larger the ranks the poorer the observability. The error estimators derived makes it possible to obtain an estimation of the ranks. This would require to compute the matrix $M=O^{T} \hat{W}^{-1} O$ and compute the error bounds varying the ranks, and chose the ones minimising the error bounds. In the present work we will propose two different numerical investigations: first, we will consider two different values of the prescribed accuracy $\varepsilon$, and use the ranks determined by the TT-SVD algorithm; second, we will vary the ranks $\left(r_{1}, r_{2}\right)$ and impose them: we will see how these impact the model and the reconstruction errors. In both cases we will monitor the error bounds proposed and assess wether they are sharp enough to provide a good indication.

## 3.4 | Complexity of the methods.

In this section we discuss the computational complexity of the proposed methods, as function of the TT ranks and of the spacetime discretisation of the problem. We start by discussing the computational cost needed to obtain the objects common to both the variational and the sequential methods.

- The space discretisation plays a role in the computation of the Grammian elements $G_{j i_{1}}^{x}=\left\langle\varphi_{i_{1}}, \omega_{j}\right\rangle_{L^{2}(\Omega)}$ and when reconstructing the state. Let $N_{x} \in \mathbb{N}$ be the number of degrees of freedom in space, the cost of computing the Grammian is: $\mathcal{O}\left(N_{x} m r_{1}\right)$.
- The set of slices $\left\{\Psi^{(k)}\right\}_{1 \leq k \leq N_{t}}$ has a cost of: $\mathcal{O}\left(N_{t} m r_{2} r_{1}\right)$.

Concerning the variational method, the cost consists in assembling the linear system and solving it:

- The cost of assembling the system matrix is: $\mathcal{O}\left(\left(m^{2} r_{2}+m r_{2}^{2}\right) N_{t}\right)$. The cost of assembling the right hand side is: $\mathcal{O}\left(\left(m^{2}+m r_{2}\right) N_{t}\right)$.
- Solving the linear system with a direct solver (noticing that it is symmetric positive definite) costs $\mathcal{O}\left(r_{2}^{3} / 3\right)$, by using a conjugate gradient method, we could have a cost scaling as $\mathcal{O}\left(r_{2}^{2}\right)$.

Concerning the sequential method, the cost of one time iteration of the Kalman filter is:

- Updating the covariance by adding the model error: $\mathcal{O}\left(r_{2}^{2}\right)$.
- Computing the matrix $S: \mathcal{O}\left(m^{2} r_{2}+m r_{2}^{2}\right)$
- Computing the Kalman filter gain $K: \mathcal{O}\left(m^{3} r_{2}+r_{2}^{2}\right)$. By solving a set of linear systems with iterative methods (to compute $S^{-1}$ ) we have a complexity of $m^{2}$ for every linear system.
- Update of the state and covariance: $\mathcal{O}\left(m r_{2}\right)$ and $\mathcal{O}\left(r_{2}^{2} m+r_{2}^{3}\right)$.

This cost has to be multiplied by $N_{t}$ in order to obtain the total cost. By looking at the computational cost we see that it scales, for both methods, linearly with respect to $N_{x}, N_{t}$ and at most cubically in the rank $r_{2}$, quadratically or cubically in $m$. This has to be compared to the cost a standard method of data assimilation would have. Let us consider, for instance, a system whose state evolution is governed by a PDE. A classical variational method would consist in solving a direct system, an adjoint system and performing an update. When considering a time marching scheme for both the direct and the ajoint, iterative solvers, this would generally scales as $\mathcal{O}\left(N_{x}^{2} N_{t}\right)$. The number of optimisation iterations needed would be, typically, between $10^{2}$ and $10^{3}$. Of course, as for all reduced order methods, we need to discuss about the offline cost, which is represented, in the present context, by the TT approximation of the system solutions. As for all reduced-order methods applied to data assimilation, the splitting offline-online is advantageous in all applications in which we need to perform data assimilation multiple times.

## 4 | NUMERICAL EXPERIMENTS.

Several numerical experiments are proposed to illustrate the method and assess its properties and performances.
In all the test cases presented in this section, we will consider, as a measure of quality of the reconstruction, the relative $L^{2}$ error of the state reconstruction:

$$
\begin{equation*}
e=\frac{\int_{0}^{T} \int_{\Omega}\left(u^{*}-\hat{u}\right)^{2} d x d t}{\int_{0}^{T} \int_{\Omega}\left(u^{*}\right)^{2} d x d t} \tag{35}
\end{equation*}
$$

In particular, the methods proposed in the present work will be tested on $n_{s} \in \mathbb{N}$ random instances, and the mean and the standard deviation of $e$ will be computed, denoted by $\bar{e}$ and $\sigma$ respectively. The subscripts var and seq will be used to denote the results obtained by the variational and the sequential approaches. In the variational estimation we did not consider any regularisation. Concerning the initial condition for the Kalman filter, we computed the mean value of $\beta$ for the TT approximation of the state, and we took $P_{0}$ as 20 times the covariance of $\beta$. This choice models the fact that we do not want to impose a strong prior (the average solution) on the state.

To assess the observability of the system in different configurations, we will compute the smallest eigenvalue of the observability matrix $\lambda_{r}$ and the Bai and Golub bound of the trace of its inverse (denoted by $B G$ ).

## 4.1 | 1D-1D Fisher-Kolmogorov-Petrovski-Piskunov equation.

The first test proposed is on the Fisher-Kolmogorov-Petrovski-Piskunov (FKPP) equation. Let $x \in[0,1]$ and $t \in[0,5]$. Let $\xi=10^{-3}, c \in[0.5,5]$ be the reaction coefficient, $A \in[0.1,0.6], \kappa \in[100,250], \mu \in[0.25,0.75]$ be the parameters determining the initial condition:

$$
\begin{equation*}
u_{0}(x)=A \exp \left(-\kappa(x-\mu)^{2}\right) \tag{36}
\end{equation*}
$$

The equation reads:

$$
\begin{array}{r}
\partial_{t} u=\xi \partial_{x}^{2} u+c u(1-u), \\
u(0, t)=u(1, t)=0, \\
u(x, 0)=u_{0} . \tag{39}
\end{array}
$$

The problem has been discretised by means of standard piece-wise linear finite elements with a number of degrees of freedom $N_{x}=200$ and $N_{t}=128$ time steps. The parameters are $(c, A, \kappa, \mu) \in \Theta$. The set is sampled taking a cartesian grid with $n=6$ values uniformly spaced, in each direction, leading to $N_{s}=1296$ solution samples. Two solutions examples are shown in Fig. 1a-b). The TT approximation is extracted from this set by using the TT-SVD algorithm.

The measurements are point values of $u$, uniformly distributed on the domain. The configurations we are going to test are the following:


FIGURE 1 Test case presented in Section 4.1 (a-b) contour plots of two different solutions, for two different values of parameters. (c) Reconstruction at different time steps: the red dots are the observations, the black dashed line is the true state and the blue line is the solution of the variational data assimilation.

- $m=\{8,16,32,64\}$, corresponding to $\{4 \%, 8 \%, 16 \%, 32 \%\}$ of the space domain degrees of freedom, spanning the spectrum from scarce to rich observations.
- $W^{-1}=\left\{10^{4} I, 10^{2} I\right\}$ corresponding to low and high levels of noise.
- The value of $\varepsilon_{T T}=\left\{10^{-2}, 10^{-3}\right\}$. For the case considered the TT ranks are $\left(r_{1}=40, r_{2}=193\right)$ and $\left(r_{1}=141, r_{2}=932\right)$ respectively.
- The tests are performed by considering the solutions obtained by simulating the system when $n_{s}=100$ random samples of the parameters are drawn from a uniform distribution in the range of the parameters considered for the database. We will consider the average and the standard deviation of the relative error.

An example of the reconstruction obtained by the variational method is shown in Fig. 11c). The results of the numerical experiments are summarised in Table 1 In general, we see that a better observability of the system (encoded in the eigenvalue and the theoretical bound) translates into better results in terms of error on the state reconstruction. In this respect, having a more precise model does not guarantee to have a better result: indeed, consider the case of scarce observations $m=8$; when $\varepsilon_{T T}=10^{-3}$ a large number of TT-modes implies a poor observability (a lack of regularisation), and an error which is around $60 \%$ (obtained by means of a variational approach) with a moderate level of noise, contrary to the case $\varepsilon_{T T}=10^{-2}$, for which the error is around $4 \%$. Of course, when rich observations are available $m=64$, a less precise model results in a saturation of error. We see that, with a variational approach, the error is around $1.3 \%$ for $\varepsilon_{T T}=10^{-3}$ and it stays around $2 \%$ for $\varepsilon_{T T}=10^{-2}$, as when taking only $m=32$ observations into account. This is due to the fact that, for a less precise model, the TT truncation error starts polluting the reconstruction result.

We study the evolution of the error as function of the ranks $\left(r_{1}, r_{2}\right)$ of the TT approximation of the state. We fix $m=32$ and $W^{-1}=10^{4} I$. We consider $r_{1}=\{10,20,40,80\}$ and $r_{2}=\{100,200,400,800\}$. The results are reported in Table 2. We can

| $\varepsilon_{T T}$ | $m$ | $W^{-1}$ | $\lambda_{r}$ | BG | $\bar{e}_{v a r}$ | $\sigma_{\text {var }}$ | $\bar{e}_{\text {seq }}$ | $\sigma_{\text {seq }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-2}$ | 8 | $10^{4}$ | 1.70 | 30.67 | $4.310^{-2}$ | $1.9410^{-2}$ | $4.710^{-2}$ | $1.4510^{-2}$ |
| $10^{-2}$ | 8 | $10^{2}$ | $1.710^{-2}$ | 3067 | $1.010^{-1}$ | $2.7910^{-2}$ | $2.010^{-1}$ | $4.210^{-2}$ |
| $10^{-2}$ | 16 | $10^{4}$ | 25.8 | 0.726 | $2.410^{-2}$ | $9.1010^{-3}$ | $2.710^{-2}$ | $8.9110^{-3}$ |
| $10^{-2}$ | 16 | $10^{2}$ | $2.5810^{-1}$ | 72.60 | $4.010^{-2}$ | $1.1010^{-2}$ | $1.4310^{-1}$ | $3.310^{-2}$ |
| $10^{-2}$ | 32 | $10^{4}$ | 96.70 | $1.3910^{-1}$ | $2.110^{-2}$ | $8.010^{-3}$ | $2.210^{-2}$ | $8.110^{-3}$ |
| $10^{-2}$ | 32 | $10^{2}$ | $9.6710^{-1}$ | 13.96 | $3.110^{-2}$ | $8.610^{-3}$ | $1.010^{-1}$ | $2.210^{-2}$ |
| $10^{-2}$ | 64 | $10^{4}$ | 2082 | $5.910^{-2}$ | $2.0910^{-2}$ | $8.910^{-3}$ | $2.1010^{-2}$ | $8.210^{-3}$ |
| $10^{-2}$ | 64 | $10^{2}$ | 20.82 | 5.94 | $2.710^{-2}$ | $7.710^{-3}$ | $7.010^{-2}$ | $1.710^{-2}$ |
| $10^{-3}$ | 8 | $10^{4}$ | $8.7610^{-5}$ | $5.010^{6}$ | $5.7110^{-1}$ | $9.010^{-2}$ | $6.710^{-2}$ | $1.4510^{-2}$ |
| $10^{-3}$ | 8 | $10^{2}$ | $8.7610^{-7}$ | $5.010^{8}$ | $8.1010^{-1}$ | $1.210^{-1}$ | $2.110^{-1}$ | $4.510^{-2}$ |
| $10^{-3}$ | 16 | $10^{4}$ | 1.39 | 187.76 | $6.4010^{-2}$ | $3.710^{-2}$ | $2.910^{-2}$ | $6.710^{-3}$ |
| $10^{-3}$ | 16 | $10^{2}$ | $1.3910^{-2}$ | $1.87810^{4}$ | $1.4010^{-1}$ | $2.810^{-2}$ | $1.4510^{-1}$ | $3.110^{-2}$ |
| $10^{-3}$ | 32 | $10^{4}$ | 10.75 | 9.23 | $2.3010^{-2}$ | $1.110^{-2}$ | $2.210^{-2}$ | $8.110^{-3}$ |
| $10^{-3}$ | 32 | $10^{2}$ | $1.07510^{-1}$ | 92.3 | $2.0410^{-2}$ | $5.2610^{-3}$ | $1.0410^{-1}$ | $2.3610^{-2}$ |
| $10^{-3}$ | 64 | $10^{4}$ | 208 | 0.42 | $1.3710^{-2}$ | $5.910^{-3}$ | $1.6710^{-2}$ | $5.110^{-3}$ |
| $10^{-3}$ | 64 | $10^{2}$ | 2.08 | 4.20 | $3.710^{-2}$ | $7.5010^{-3}$ | $7.610^{-2}$ | $1.7310^{-2}$ |

TABLE 1 Result of the test case described in Section 4.1, for the different configurations of the data assimilation problem.

| $r_{1}$ | $r_{2}$ | $\varepsilon$ | $\lambda_{r}$ | BG | $\bar{e}_{\text {var }}$ | $\sigma_{\text {var }}$ | $\bar{e}_{\text {seq }}$ | $\sigma_{\text {seq }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 100 | $5.310^{-2}$ | $1.4110^{3}$ | $6.210^{-2}$ | $5.110^{-2}$ | $5.610^{-3}$ | $5.410^{-2}$ | $5.710^{-3}$ |
| 10 | 200 | $5.210^{-2}$ | $1.4110^{3}$ | $1.210^{-1}$ | $5.110^{-2}$ | $5.810^{-3}$ | $5.710^{-2}$ | $5.610^{-3}$ |
| 10 | 400 | $5.310^{-2}$ | $1.4110^{3}$ | $2.410^{-1}$ | $5.010^{-2}$ | $6.310^{-3}$ | $5.610^{-2}$ | $6.210^{-3}$ |
| 10 | 800 | $5.310^{-2}$ | $1.4110^{3}$ | $4.910^{-1}$ | $5.210^{-2}$ | $6.410^{-3}$ | $5.710^{-2}$ | $6.610^{-3}$ |
| 20 | 100 | $2.010^{-2}$ | $5.9610^{2}$ | $6.410^{-2}$ | $2.710^{-2}$ | $8.010^{-3}$ | $3.310^{-2}$ | $9.710^{-3}$ |
| 20 | 200 | $1.810^{-2}$ | $3.9810^{2}$ | $1.410^{-1}$ | $2.310^{-2}$ | $4.410^{-3}$ | $3.110^{-2}$ | $7.810^{-3}$ |
| 20 | 400 | $1.810^{-2}$ | $3.4410^{2}$ | $3.110^{-1}$ | $2.110^{-2}$ | $3.810^{-3}$ | $3.510^{-2}$ | $6.210^{-3}$ |
| 20 | 800 | $1.810^{-2}$ | $3.4110^{2}$ | $6.110^{-1}$ | $2.210^{-2}$ | $3.710^{-3}$ | $4.110^{-2}$ | $5.510^{-3}$ |
| 40 | 100 | $1.410^{-2}$ | $3.7710^{2}$ | $6.310^{-2}$ | $2.910^{-2}$ | $1.110^{-2}$ | $3.310^{-2}$ | $1.310^{-2}$ |
| 40 | 200 | $6.810^{-3}$ | $9.0110^{1}$ | $1.510^{-1}$ | $2.310^{-2}$ | $9.610^{-3}$ | $2.710^{-2}$ | $8.110^{-3}$ |
| 40 | 400 | $5.010^{-3}$ | $2.4810^{1}$ | $9.610^{-1}$ | $1.910^{-2}$ | $7.410^{-3}$ | $2.810^{-2}$ | $6.910^{-3}$ |
| 40 | 800 | $4.910^{-3}$ | $7.6110^{0}$ | $1.310^{1}$ | $2.110^{-2}$ | $9.710^{-3}$ | $3.510^{-2}$ | $6.110^{-3}$ |
| 80 | 100 | $1.410^{-2}$ | $3.8010^{2}$ | $6.310^{-2}$ | $3.010^{-2}$ | $1.010^{-2}$ | $3.310^{-2}$ | $1.210^{-2}$ |
| 80 | 200 | $6.110^{-3}$ | $8.5910^{1}$ | $1.510^{-1}$ | $2.110^{-2}$ | $9.010^{-3}$ | $2.610^{-2}$ | $8.010^{-3}$ |
| 80 | 400 | $2.610^{-3}$ | $2.9310^{1}$ | $7.010^{-1}$ | $2.110^{-2}$ | $1.210^{-2}$ | $2.610^{-2}$ | $7.410^{-3}$ |
| 80 | 800 | $1.510^{-3}$ | $8.8510^{0}$ | $8.910^{0}$ | $2.610^{-2}$ | $1.410^{-2}$ | $2.910^{-2}$ | $4.910^{-3}$ |

TABLE 2 Result of the test case described in Section 4.1 as function of the ranks.
observe that the $\lambda_{r}$ and $B G$ provide a good indication on the reconstruction error. We see that a more precise model (lower $\varepsilon$ ) does not necessary imply a lower reconstruction error (and a small variance) if the observability deteriorates.

### 4.1.1 | 4D-var estimation.

We present in this section the formulation of the 4D-var state estimation and comment about the results we obtain for this test case. Contrary to when using the proposed approach, which is based on an optimal recovery principle, when applying 4D-var we have to perform a joint state-parameter estimation. The problem reads as follows:

$$
\begin{array}{r}
u^{*}, \vartheta^{*}, v^{*}=\arg \inf _{u, \vartheta} \sup _{v} \mathcal{L}(u, v, \vartheta) \\
\mathcal{L}=\sum_{k=1}^{N_{t}} \frac{1}{2}\left\|y^{(k)}-u\left(\hat{\mathbf{x}}, t_{k}, \vartheta\right)\right\|_{\ell^{2, m}}^{2}-\int_{0}^{T} \int_{\Omega} v\left(\partial_{t} u-\xi \partial_{x}^{2} u-c u(1-u)\right) d x d t \\
\hat{\mathbf{x}}=\left[x_{1}, \ldots, x_{m}\right]
\end{array}
$$

To solve the problem, we proceeded as follows: first, we considered a discretisation of the direct system; then, we derived the Euler-Lagrange equations, obtaining the adjoint (backward equation) and the gradients with respect to the parameters. We solved the optimisation, in a classical forward-backward strategy. We have run the tests varying the number of measurements and the noise, obtaining analogous results with respect to the ones shown above. The cost is, roughly, two orders of magnitude larger than the one we need with the TT-based method. Clearly, the result and the cost depend heavily on the initialisation chosen for the parameters. As this is a non-linear non-convex optimisation problem (parameters affect the state evolution in a heavily non-linear way), local minima make it necessary to perform the optimisation multiple times, for multiple initialisations. This illustrates well one of the advantages of optimal recovery methods, i.e. the possibility of solving state estimation without performing parameter estimation.

## 4.2 | Arnold-Beltrami-Childress flow.

The Arnold-Beltrami-Childress (ABC) flow is an example of chaotic dynamical system, whose solution is also a solution of the Euler equations written in a Lagrangian framework. Let $\mathbf{x}=(x, y, z) \in \mathbb{R}^{3}, t \in[0,4],(A, B, C) \in[0.9,1.1]^{3}$. The system of equations reads:

$$
\begin{align*}
& \dot{x}=A \sin (z)+C \cos (y), \\
& \dot{y}=B \sin (x)+A \cos (z), \\
& \dot{z}=C \sin (y)+B \cos (x) . \tag{40}
\end{align*}
$$

The initial condition for the system is a set of $N_{p}=64$ points, $\mathbf{x}_{0}^{(i)}, 1 \leq i \leq 64$, uniformly distributed in $[0,1]^{3}$. We chose a final time $T=4$ to discretise the equations with a $\Delta t=0.04$. The problem we solve is the following: we observe $m$ trajectories our of 64, with some noise. Based on these observations, we try to reconstruct the whole set of 64 Lagrangian trajectories. An example of solution is presented in Fig. 2.a). We solved the data assimilation problems in the following configurations:


FIGURE 2 Test case presented in Section 4.2 (a) Lagrangian trajectories of 64 fluid particles. (b) Observed trajectories, affective by a low level noise. (c) Reconstruction performed by a variational method, in black, the true Lagrangian trajectories, in blue, the reconstructed ones.

| $\varepsilon_{T T}$ | $m$ | $W^{-1}$ | $\lambda_{r}$ | BG | $\bar{e}_{\text {var }}$ | $\sigma_{\text {var }}$ | $\bar{e}_{\text {seq }}$ | $\sigma_{\text {seq }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-2}$ | 2 | $10^{4}$ | 1.07 | 6.32 | $1.7510^{-2}$ | $4.6010^{-3}$ | $1.8910^{-2}$ | $4.0610^{-3}$ |
| $10^{-2}$ | 2 | $10^{2}$ | $1.0710^{-2}$ | 632 | $4.4510^{-2}$ | $1.7310^{-2}$ | $1.9010^{-1}$ | $1.8910^{-2}$ |
| $10^{-2}$ | 4 | $10^{4}$ | 1.94 | 3.72 | $1.5110^{-2}$ | $3.9310^{-3}$ | $1.5910^{-2}$ | $4.3510^{-3}$ |
| $10^{-2}$ | 4 | $10^{2}$ | $1.9410^{-2}$ | 372 | $3.4710^{-2}$ | $1.1610^{-2}$ | $1.7510^{-1}$ | $1.7510^{-2}$ |
| $10^{-2}$ | 8 | $10^{4}$ | 8.02 | $8.1010^{-1}$ | $1.0810^{-2}$ | $2.8810^{-3}$ | $1.2310^{-2}$ | $3.7510^{-3}$ |
| $10^{-2}$ | 8 | $10^{2}$ | $8.0210^{-2}$ | 81.10 | $1.7510^{-2}$ | $5.8710^{-3}$ | $9.4710^{-2}$ | $1.5210^{-2}$ |
| $10^{-2}$ | 16 | $10^{4}$ | 22.01 | $2.2610^{-1}$ | $1.0910^{-2}$ | $3.3910^{-3}$ | $1.1610^{-2}$ | $3.1410^{-3}$ |
| $10^{-2}$ | 16 | $10^{2}$ | $2.2010^{-1}$ | 22.60 | $1.3710^{-2}$ | $3.9810^{-3}$ | $6.5410^{-2}$ | $1.1210^{-2}$ |
| $10^{-3}$ | 2 | $10^{4}$ | $1.2810^{-4}$ | $2.9010^{4}$ | $3.5110^{-1}$ | $1.5010^{-1}$ | $2.110^{-1}$ | $1.2410^{-2}$ |
| $10^{-3}$ | 2 | $10^{2}$ | $1.2810^{-6}$ | $2.9010^{6}$ | 2.87 | 1.01 | $3.410^{-1}$ | $1.7010^{-2}$ |
| $10^{-3}$ | 4 | $10^{4}$ | $1.3710^{-2}$ | 1969 | $4.2010^{-2}$ | $1.1010^{-2}$ | $8.8810^{-2}$ | $1.0610^{-2}$ |
| $10^{-3}$ | 4 | $10^{2}$ | $1.3710^{-4}$ | $1.9710^{5}$ | $3.9010^{-1}$ | $1.1510^{-1}$ | $2.6610^{-1}$ | $1.9910^{-2}$ |
| $10^{-3}$ | 8 | $10^{4}$ | $9.1210^{-2}$ | 271.80 | $1.5610^{-2}$ | $5.9510^{-3}$ | $2.7710^{-2}$ | $5.8210^{-3}$ |
| $10^{-3}$ | 8 | $10^{2}$ | $9.1210^{-4}$ | $2.7110^{4}$ | $1.5210^{-1}$ | $4.9510^{-2}$ | $1.8710^{-1}$ | $1.6010^{-2}$ |
| $10^{-3}$ | 16 | $10^{4}$ | 0.32 | 65.0 | $8.4610^{-3}$ | $3.010^{-3}$ | $1.2610^{-2}$ | $4.3710^{-3}$ |
| $10^{-3}$ | 16 | $10^{2}$ | $3.2010^{-3}$ | $6.5010^{3}$ | $7.2710^{-2}$ | $2.6310^{-2}$ | $1.1210^{-1}$ | $1.2910^{-2}$ |

TABLE 3 Result of the test case described in Section 4.2 , for the different configurations of the data assimilation problem.

- $m=\{2,4,8,16\}$, which corresponds to observations ranging from $3.1 \%$ to $25 \%$ of the number of trajectories (space degrees of freedom).
- We considered two different levels of noise: $W^{-1}=\left\{10^{4} I, 10^{2} I\right\}$
- The value of $\varepsilon_{T T}=\left\{10^{-2}, 10^{-3}\right\}$. For the case considered the TT ranks are $\left(r_{1}=20, r_{2}=10\right)$ and $\left(r_{1}=48, r_{2}=31\right)$ respectively.
- The tests are performed by considering the solutions obtained by simulating the system when $n_{s}=100$ random samples of the parameters are drawn from a uniform distribution in the range of the parameters considered for the database.

| $r_{1}$ | $r_{2}$ | $\varepsilon$ | $\lambda_{r}$ | BG | $\bar{e}_{\text {var }}$ | $\sigma_{\text {var }}$ | $\bar{e}_{\text {seq }}$ | $\sigma_{\text {seq }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 8 | $1.010^{-2}$ | $1.4210^{1}$ | $3.410^{-1}$ | $1.510^{-2}$ | $6.310^{-3}$ | $1.910^{-2}$ | $8.910^{-3}$ |
| 16 | 16 | $7.310^{-3}$ | $7.0310^{0}$ | $1.410^{0}$ | $1.510^{-2}$ | $8.710^{-3}$ | $1.710^{-2}$ | $1.210^{-2}$ |
| 16 | 24 | $7.310^{-3}$ | $3.4910^{0}$ | $4.310^{0}$ | $1.410^{-2}$ | $4.510^{-3}$ | $1.410^{-2}$ | $8.110^{-3}$ |
| 16 | 32 | $7.310^{-3}$ | $2.6610^{3}$ | $7.510^{0}$ | $1.710^{-2}$ | $7.510^{-3}$ | $1.410^{-2}$ | $7.410^{-3}$ |
| 32 | 8 | $9.110^{-3}$ | $9.5410^{0}$ | $5.210^{-1}$ | $1.010^{-2}$ | $3.110^{-3}$ | $1.710^{-2}$ | $7.310^{-3}$ |
| 32 | 16 | $3.110^{-3}$ | $1.4710^{0}$ | $7.8210^{0}$ | $8.310^{-3}$ | $2.410^{-3}$ | $9.110^{-3}$ | $3.410^{-3}$ |
| 32 | 24 | $1.710^{-3}$ | $5.0110^{-1}$ | $3.610^{1}$ | $1.010^{-2}$ | $3.510^{-3}$ | $7.410^{-3}$ | $2.210^{-3}$ |
| 32 | 32 | $1.610^{-3}$ | $3.7110^{-1}$ | $6.410^{1}$ | $1.210^{-2}$ | $4.210^{-3}$ | $7.310^{-3}$ | $2.110^{-3}$ |
| 48 | 8 | $9.110^{-3}$ | $9.3910^{0}$ | $5.310^{-1}$ | $1.110^{-2}$ | $3.610^{-3}$ | $1.710^{-2}$ | $8.910^{-2}$ |
| 48 | 16 | $2.910^{-3}$ | $1.1510^{0}$ | $1.010^{1}$ | $7.910^{-3}$ | $3.010^{-3}$ | $9.710^{-3}$ | $3.810^{-3}$ |
| 48 | 24 | $1.110^{-3}$ | $9.9710^{-2}$ | $1.910^{2}$ | $1.310^{-2}$ | $5.310^{-3}$ | $1.110^{-2}$ | $3.510^{-3}$ |
| 48 | 32 | $6.610^{-4}$ | $8.1610^{-2}$ | $3.110^{2}$ | $1.610^{-2}$ | $5.410^{-3}$ | $1.210^{-2}$ | $4.110^{-3}$ |
| 64 | 8 | $9.010^{-3}$ | $9.1910^{0}$ | $5.310^{-1}$ | $9.410^{-3}$ | $2.610^{-2}$ | $1.610^{-2}$ | $7.110^{-3}$ |
| 64 | 16 | $2.910^{-3}$ | $1.0210^{0}$ | $1.110^{1}$ | $8.410^{-3}$ | $2.910^{-3}$ | $9.010^{-3}$ | $3.310^{-3}$ |
| 64 | 24 | $1.010^{-3}$ | $8.2210^{-2}$ | $2.310^{2}$ | $1.410^{-2}$ | $5.410^{-3}$ | $1.210^{-2}$ | $3.90^{-3}$ |
| 64 | 32 | $5.410^{-4}$ | $5.4510^{-2}$ | $4.810^{2}$ | $2.110^{-2}$ | $6.610^{-3}$ | $1.510^{-2}$ | $5.010^{-3}$ |

TABLE 4 Result of the test case described in Section 4.2 as function of the ranks.

An example of the solution of the data assimilation problem is presented in Fig. 2 at the center we see $m=4$ observed trajectories, with a low level of noise; on the right, we see the reconstruction of the 64 trajectories performed by means of a variational method. The results of the numerical experiments are summarised in Table 3 In general, the behaviour of the method is very similar to the one observed for the previous case. When we consider $\varepsilon_{T T}=10^{-2}$ the model is less precise, but the lower dimensional space provides a regularisation which helps, in terms of observability, when having scarce observations. In this case, we observed that the variational approach always outperforms the sequential one and that the error is less than $5 \%$ on average. When having rich observations, the model error starts polluting the estimation, so that we cannot reach less than $1 \%$ of accuracy. When we consider a better approximation of the solutions set (taking $\varepsilon_{T T}=10^{-3}$ ), we observe that the data assimilation is particularly sensitive to the case of scarce observations $(m=2)$. In this case, the sequential method provides a better results, with an error that stays below $35 \%$. When increasing the number of observed trajectories, the variational approach can reach an error which is below $1 \%$.

We study the results as functions of the ranks. We fix $m=8$ and $W^{-1}=10^{4} I$. We take $r_{1}=\{16,32,48,64\}$ and $r_{2}=$ $\{8,16,24,32\}$. As for the previous case, we see that the $\lambda_{r}$ and $B G$ provide a good indication on the reconstruction error.

### 4.2.1 | 4D-var estimation.

We present in this section the formulation of the 4D-var state estimation for the ABC flow. Let $X=\left[\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{\left(N_{p}\right)}\right]$ be the set of trajectories we would like to estimate, $\dot{X}-F(X, \vartheta)=0$ be the evolution equation. The initial condition is known, but in order
to estimate the state we need to estimate the parameters $\vartheta=[A, B, C]$. The problem reads as follows:

$$
\begin{array}{r}
X^{*}, \vartheta^{*}, V^{*}=\arg \inf _{X, \vartheta} \sup _{V} \mathcal{L}(X, \vartheta, V), \\
\mathcal{L}=\sum_{k=1}^{N_{t}} \frac{1}{2}\left\|y^{(k)}-\hat{\mathbf{X}}\left(t_{k}, \vartheta\right)\right\|_{\ell^{2, n}}^{2}-\int_{0}^{T} V^{T}(\dot{X}-F(X, \vartheta)) d t, \\
\hat{\mathbf{X}}=\left[x^{i_{1}}, \ldots, x^{i_{m}}\right],
\end{array}
$$

where the observation reduces to $m$ trajectories indexed by $\left[i_{1}, \ldots, i_{m}\right]$. To solve the variational data assimilation we considered the time discretisation of the direct system and derived the equation for $V$ (the dynamics of the backward system is linear, with a block diagonal matrix). We applied a classical forward backward strategy. As in the previous case, we were able to obtain results with an error which is similar. However, to mitigate the effect of possible local minima, we are obliged to test the optimisation by changing initialisation for the parameters, which represents, of course, an extra cost.

## 4.3 | 2D unsteady Stokes flow.

The last example we propose is a Stokes flow. It is a linear system, whose solution is a vector valued function. Let $\bar{\Omega}_{x}=[0,1]^{2}$, $T=[0,1]$, the fluid density be $\rho=1$ and the viscosity be $\mu=0.05$. Let $u(x, t)$ be the velocity field, let $p$ be the pressure. We consider the following system of equations:

$$
\begin{array}{r}
\partial_{t} u=\mu \Delta u-\nabla p, \\
\nabla \cdot u=0, \\
u_{1}=a_{1} \sin (2 \pi x), u_{2}=a_{2} \cos (2 \pi x), \text { on } \Gamma_{1}=\{(x, y) \in \partial \Omega \mid y=1\}, \\
u=0 \text { on } \Gamma_{0}=\partial \Omega \backslash \Gamma_{1}, \tag{44}
\end{array}
$$

This is a classical 2D lid driven cavity setup. In the present work we consider, as parameters, the amplitude of the velocity field prescribed on the top of the cavity: $\left(a_{1}, a_{2}\right) \in[0.25,1]^{2}$. The observation consists of the set of the average velocity in subsets of the domain. Let $\Omega$ be partitioned in $m$ of non-overlapping squares $\Omega_{i}$ (such that $\bigcup_{1 \leq i \leq m} \Omega_{i}=\Omega$ ), the $i$-th observation at time $\bar{t}$ is the vector:

$$
\begin{equation*}
y_{i}(\bar{t})=\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} u(x, \bar{t}) d x \tag{45}
\end{equation*}
$$

that is to say, we measure the average of the velocity on certain regions. The system was simulated by P2-P1 finite elements (with a number of degrees of freedom of, roughly 2600 for the velocity and 680 for the pressure). In time, we considered an implicit Euler, with $\Delta t=1 / 20$.

An example of the solution is shown in Figure 3


FIGURE 3 Example of Stokes flow, Section 4.3 for $a_{1}=0.4$ and $a_{2}=0.35$. In (a) we show the velocity field and in (b) the contour lines of the pressure field, at time $t=0.25$.

| $\varepsilon_{T T}$ | $m$ | $W^{-1}$ | $\lambda_{r}$ | BG | $\bar{e}_{\text {var }} \cdot 10^{-2}$ | $\sigma_{\text {var }} \cdot 10^{-2}$ | $\bar{e}_{\text {seq }} \cdot 10^{-2}$ | $\sigma_{\text {seq }} \cdot 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-3}$ | $3^{2}$ | $10^{3}$ | 0.39 | 4.57 | $(2.56,1.57)$ | $(1.65,0.99)$ | $(17.0,18.0)$ | $(1.29,1.13)$ |
| $10^{-3}$ | $3^{2}$ | $10^{1}$ | $3.910^{-3}$ | 457 | $(24.2,15.4)$ | $(16.0,11.5)$ | $(95.0,95.0)$ | $(0.72,0.66)$ |
| $10^{-3}$ | $4^{2}$ | $10^{3}$ | 0.89 | 1.85 | $(1.48,0.95)$ | $(1.01,0.81)$ | $(9.70,10.0)$ | $(0.95,0.90)$ |
| $10^{-3}$ | $4^{2}$ | $10^{1}$ | $8.910^{-3}$ | 185 | $(13.3,8.8)$ | $(8.0,0.66)$ | $(91.0,91.0)$ | $(12.0,0.87)$ |
| $10^{-3}$ | $5^{2}$ | $10^{3}$ | 1.46 | 1.03 | $(1.06,0.75)$ | $(0.60,0.55)$ | $(6.10,6.50)$ | $(0.71,0.69)$ |
| $10^{-3}$ | $5^{2}$ | $10^{1}$ | $1.4610^{-2}$ | 103 | $(10.10,7.37)$ | $(7.02,5.70)$ | $(85.8,87.3)$ | $(1.76,1.16)$ |
| $10^{-5}$ | $3^{2}$ | $10^{3}$ | 0.39 | 4.57 | $(2.23,1.51)$ | $(1.50,1.06)$ | $(17.4,18.4)$ | $(1.29,1.13)$ |
| $10^{-5}$ | $3^{2}$ | $10^{1}$ | $3.910^{-3}$ | 457 | $(22.3,14.3)$ | $(15.9,10.5)$ | $(95.4,95.7)$ | $(0.72,0.66)$ |
| $10^{-5}$ | $4^{2}$ | $10^{3}$ | 0.89 | 1.85 | $(1.47,1.0)$ | $(1.03,0.67)$ | $(9.68,10.0)$ | $(0.97,0.91)$ |
| $10^{-5}$ | $4^{2}$ | $10^{1}$ | $8.910^{-3}$ | 185 | $(13.50,9.10)$ | $(9.46,7.07)$ | $(91.2,91.8)$ | $(0.99,0.81)$ |
| $10^{-5}$ | $5^{2}$ | $10^{3}$ | 1.46 | 1.03 | $(0.99,0.69)$ | $(0.66,0.53)$ | $(5.93,6.29)$ | $(0.66,0.64)$ |
| $10^{-5}$ | $5^{2}$ | $10^{1}$ | 146 | 103 | $(10.9,7.97)$ | $(7.39,5.89)$ | $(85.8,87.3)$ | $(1.69,1.03)$ |

TABLE 5 Result of the test case described in Section 4.3. for the different configurations of the data assimilation problem. Due to the graphical layout, we factorised the results for $u$ and $p$ and their values in terms of mean and variance have to be multiplied by $10^{-2}$.

We considered the following configurations for the data assimilation problem:

- $m=\left\{3^{2}, 4^{2}, 5^{2}\right\}$, regions, which corresponds to different degrees of space resolution in the observation.
- We considered two different levels of noise: $W^{-1}=\left\{10^{3} I, 10^{1} I\right\}$
- The value of $\varepsilon_{T T}=\left\{10^{-3}, 10^{-5}\right\}$. For the case considered the TT ranks are $\left(r_{1}=7, r_{2}=2\right)$ and $\left(r_{1}=12, r_{2}=2\right)$ respectively.
- The tests are performed by considering the solutions obtained by simulating the system when $n_{s}=100$ random samples of the parameters are drawn from a uniform distribution in the range of the parameters considered for the database.

| $r_{1}$ | $r_{2}$ | $\varepsilon$ | $\lambda_{r}$ | BG | $\bar{e}_{\text {var }} \cdot 10^{-2}$ | $\sigma_{\text {var }} \cdot 10^{-2}$ | $\bar{e}_{\text {seq }} \cdot 10^{-2}$ | $\sigma_{\text {seq }} \cdot 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 1 | $8.510^{-2}$ | $9.010^{-1}$ | 1.02 | $(11.98,4.68)$ | $(9.75,4.14)$ | $(12.9,6.46)$ | $(9.06,3.47)$ |
| 4 | 2 | $4.610^{-3}$ | $8.910^{-1}$ | 1.85 | $(1.78,0.97)$ | $(0.73,0.67)$ | $(4.15,4.30)$ | $(0.48,0.51)$ |
| 8 | 1 | $8.410^{-2}$ | $9.010^{-1}$ | 1.02 | $(11.91,4.64)$ | $(9.86,4.13)$ | $(12.9,6.43)$ | $(9.09,3.42)$ |
| 8 | 2 | $1.510^{-3}$ | $8.910^{-1}$ | 1.85 | $(1.37,0.94)$ | $(0.88,0.70)$ | $(3.96,4.22)$ | $(0.50,0.51)$ |
| 12 | 1 | $8.410^{-2}$ | $9.010^{-1}$ | 1.01 | $(11.89,4.64)$ | $(9.87,4.12)$ | $(12.9,6.46)$ | $(9.06,3.44)$ |
| 12 | 2 | $4.510^{-6}$ | $8.910^{-1}$ | 1.85 | $(1.27,0.82)$ | $(0.71,0.57)$ | $(3.96,4.19)$ | $(0.65,0.69)$ |
| 16 | 1 | $8.410^{-2}$ | $9.010^{-1}$ | 1.01 | $(11.89,4.68)$ | $(9.88,4.03)$ | $(12.9,6.45)$ | $(9.10,3.40)$ |
| 16 | 2 | $1.410^{-6}$ | $8.910^{-1}$ | 1.85 | $(1.39,0.85)$ | $(0.81,0.60)$ | $(3.84 ., 4.16)$ | $(0.59,0.66)$ |

TABLE 6 Result of the test case described in Section 4.3. for the different ranks. Due to the graphical layout, we factorised the results for $u$ and $p$ and their values in terms of mean and variance have to be multiplied by $10^{-2}$.

In Table 5 we report the results in terms of mean and variance for the velocity and the pressure reconstruction. For this case, we observe that the theoretical indicators of the system observability are roughly the same when we consider $\varepsilon_{T T}=10^{-3}$ or $\varepsilon_{T T}=10^{-5}$, the differences being in the further digits. Moreover, the time history considered in relatively short. Since the number of measurements in time is low, the sequential method has a performance which is less satisfactory (the error being large in the first time steps). Concerning the other properties of the system such as the behaviour with respect to the model error and the amount of measurements $m$ considered, we observe analogous trends with respect to the ones commented for the two previous numerical experiments.

We study the performances of the state estimation when varying the rank. We fix $m=4^{2}$ and $W^{-1}=10^{3} I$. The ranks imposed are $r_{1}=\{4,8,12,16\}$ and $r_{2}=\{1,2\}$.

The results are reported in Table 6 In this case, we clearly see that the element playing a key role in the ability of reaching a good accuracy in reconstructing the state is $r_{2}$. For $r_{2}=1$ the error stagnates, for all values of $r_{1}$. When considering $r_{2}=2$ the model error decreases substantially (reaching $10^{-6}$ ), the values of $\lambda_{r}, B G$ are almost stable, and the reconstruction error is significantly smaller. We give an interpretation of this behaviour hereafter, when commenting the 4D-var formulation for this problem.

### 4.3.1 | 4D-var estimation.

We present in this section the formulation of the 4D-var state estimation The problem reads as follows:

$$
\begin{array}{r}
u^{*}, p^{*}, \vartheta^{*}, v^{*}, q^{*}=\arg \inf _{u, \vartheta} \sup _{v, q} \mathcal{L}(u, p, v, q \vartheta), \\
\mathcal{L}=\sum_{k=1}^{N_{t}} \frac{1}{2}\left\|y^{(k)}-\left\langle u\left(x, t_{k}, \vartheta\right), \omega\right\rangle_{L^{2}(\Omega)}\right\|_{\ell^{2, m}}^{2}-\int_{0}^{T} \int_{\Omega} v\left(\partial_{t} u-\mu \Delta u+\nabla p\right)+q \nabla \cdot u d x d t .
\end{array}
$$

In the present case, thanks to the properties of the system, we can devise a more specific and fast method to solve the parameter estimation. Let us observe that the boundary conditions of the system depend linearly upon the parameters. Let $\left(u^{(1)}, p^{(1)}\right)$ be the solution obtained when considering $\left(a_{1}=1, a_{2}=0\right)$ and $\left(u^{(2)}, p^{(2)}\right)$ the solution obtained when considering $\left(a_{1}=0, a_{2}=1\right)$. Then, a generic solution, by linearity, will be obtained as: $(u, p)=a_{1}\left(u^{(1)}, p^{(1)}\right)+a_{2}\left(u^{(2)}, p^{(2)}\right)$. This can be inserted directly into the discrepancy, leading to a quadratic problem to be solved for $a_{1}, a_{2}$. The state is then reconstructed by performing one direct simulation. It is interesting to observe that the TT approximation retrieves this, as $r_{2}=2$ for all model errors $\varepsilon$, leading to the same result. So, in this case, the strategies have more or less the same cost. However, we can remark that the 4D-var would be, in general, much more costly, and it can be accelerated by noticing and exploiting particular properties of the system. These are, in this case, automatically retrieved by the proposed method.

## General remarks on the results.

The results commented in this section show that, despite the fact that the systems considered are quite different in terms of nature (kind of non-linearities, dynamics of the solution), the method has a uniform, stable behaviour. The differences observed between the variational and the sequential method are expected. Furthermore, the theoretical quantities based on the spectrum of the Observability matrix provide a good indication on the error made in the state estimation.

## 5 | CONCLUSION

In the present work we presented both a variational and a sequential formulations of the state estimation problem, which leverage the Tensor Train format representation of a set of parametric solutions of a system. Given the expression of the tensor train solution, it is possible to construct the observability matrix, whose spectrum provides an insight on the stability of the state estimation problem. The interpretation of the Tensor Train format used in the present work as a dynamical basis approximation makes it possible to naturally derive a sequential state estimation formulation. Several numerical results were proposed to assess the behaviour of the method. The main perspectives consist in extending the present approach to stochastic inverse problems, and to apply it to more realistic large scale systems.
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