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Abstract

Technology characterizes and facilitates our daily lives, but its pervasive use can result in the introduction or the exacerbation of social problems. Because of their intrinsic complexity, these issues require to be addressed from different but complementary perspectives, which are provided to us by two disciplines of very different nature: data science and sociology. Specifically, this thesis would like to be a bridge between the technical field of data analysis and a specific category of social problems, namely that of discrimination, and, in particular, gender discrimination.

To move within this context, we use an approach that has data analysis as its starting point, and which finds in sociology a useful supporting instrument, as well as a source of requirements. We investigate in depth the sociological reasons behind gender discrimination in the specific society of our interest – the American one – introducing and exploring what is commonly referred as ‘gender gap’, and we carry out several experiments on data related to U.S. employees, focusing on the economic perspective (gender pay gap) but taking into account the different other facets of the problem.

The main contributions of this thesis derive from the application of preprocessing techniques and the use of tools created with the aim of detecting bias in data, with which we try to understand which design choices have the greatest impact on the so-called ‘fairness’ of the results, and of which we highlight strengths and weaknesses, emphasizing the importance of a multidisciplinary approach to problems of this kind, that is essential to obtain information on the complex context in which data are embedded.
Sommario

La tecnologia caratterizza e facilita la nostra vita quotidiana, ma il suo utilizzo pervasivo può tradursi nell’introduzione o nell’esacerbazione di problematiche sociali. A causa della loro intrinseca complessità, questi problemi devono essere affrontati da prospettive differenti ma tra loro complementari, che ci vengono fornite da due discipline di natura molto diversa: data science e sociologia. Nello specifico, questa tesi vorrebbe essere un ponte tra l’ambito tecnico dell’analisi dei dati e una specifica categoria di problemi sociali, ovvero quella della discriminazione, e, in particolare, della discriminazione di genere.


I principali contributi di questa tesi derivano dall’applicazione di tecniche di data preprocessing e dall’utilizzo di strumenti creati con l’obiettivo di rilevare bias nei dati, con i quali cerchiamo di capire quali scelte progettuali impattino maggiormente sulla cosiddetta ‘fairness’ dei risultati, e dei quali mettiamo in luce punti di forza e di debolezza, sottolineando l’importanza di un approccio multidisciplinare a problemi di questo tipo, indispensabile per ottenere informazioni sul contesto complesso in cui i dati sono inseriti.
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Chapter 1

Introduction

Before going into the contents of the research, we would like to specify that this thesis work was carried out in France at the École normale supérieure in Paris, under the supervision of Pierre Senellart, Professor of Computer Science at the aforementioned university, and Karine Gentelet, Associate Professor in the Department of Social Sciences at the Université du Québec en Outaouais (Canada) and holder of the 2020-2021 Research Chair in AI and Social Justice at the École normale supérieure. Furthermore, this work has been funded by the French government under management of Agence Nationale de la Recherche as part of the ‘Investissements d’avenir’ program, reference ANR-19-P3IA-0001 (PRAIRIE 3IA Institute).

This thesis work falls somewhere between the realm of data analysis – a branch of data science and, more generally, of computer science and engineering – and the realm of gender discrimination – a multifaceted and debated field in ethics and especially in sociology.

The main contributions of this research derive from the application of preprocessing techniques and from the use of three tools created with the aim of detecting bias in the data, with which we try to understand, by carrying out some experiments, which design choices have the greatest impact on the so-called ‘fairness’ of the results, and of which we highlight strengths and weaknesses, showing that a multidisciplinary approach to a given type of problem is of fundamental importance for a broader understanding of the problems themselves, and how important is, therefore, the collaboration of professionals in different fields and the combination of different working methodologies.

To pursue this goal, we focus on defining concepts that are fundamental to the understanding of the context of our work from both the socio-ethical and technological sides, and then we combine the more qualitative approach
of research in sociology with the more technical approach of experiments in computer science.

1.1 Research Context: Gender Discrimination in Data Analysis

This research would like to be a bridge between two disciplines of very different nature, and which at first sight would seem to have little to do with each other: data science and sociology. As for the former, our focus is on data analysis, that is, the set of processes for inspecting, cleaning, transforming, and modeling data with the aim of discovering useful information, informing conclusions, and supporting decision making. For what concerns the latter, we focus on social justice, and even though most of the definitions are provided in further chapters, it is appropriate to clarify the very fundamental concepts behind our research, starting from the notion of ‘social problem’.

Social problem is a generic term applied to a range of conditions and aberrant behaviors which are manifestations of social disorganization. It is a condition which most people in a society consider undesirable and want to correct by changing through some means of social engineering or social planning. [37]

In our research, we focus on a specific category of social problems, namely those related to discrimination, and, in particular, gender discrimination, expressed in the form of the so-called ‘gender gap’. According to [18], gender gap is definable as:

A difference between the way men and women are treated in society, or between what men and women do and achieve. [18]

Specifically, the focus of our experiments is gender pay gap, that is, the average difference between the remuneration for men and women in the workforce, or, in other words, a measure of what women are paid relative to men. In our experiments we test some tools to verify not only whether or not men and women are paid fairly, but also if there are other collateral issues related to gender discrimination in the data and what tools can possibly catch them. Our experiments are centered on the economical perspective because it is the easiest to be measured in the data, being quantifiable for example as a number representative of a person’s average monthly salary, but it is important to keep in mind that other facets of the gender gap problem come into play when dealing with sociological studies.
For the aforementioned reasons, this research has an ethical and social impact, since it concerns processes that affect people's choices and lives, both individually and collectively. If ethical reflection (which concerns the moral dimension of people) is often criticized for being very abstract and for giving normative indications (that is, indications on how people should behave) far from practice, in this thesis work this dimension – discussed in particular with respect to the concept of fairness – is mitigated by the presence of sociological analysis, less normative and more practical.

1.2 Scenarios & Problem Statement

Nowadays, digital devices have become pervasive in every aspect of our daily lives and almost every action we perform leaves a digital trail. We generate data whenever we go online, when we communicate with people through any kind of application, when we shop, or even just when we carry our smartphones. It is therefore of societal and ethical importance to ask whether data and datasets, on which so many actions of our daily routine are based, are fair or not. Unfair, or better to say, biased data (that is, data not representative of the entire population and that could potentially generate discriminatory outcomes), may in fact influence, directly or indirectly, our perception of reality, and lead us to make decisions that, although seemingly fair and just, contain in turn bias, and therefore discriminate against individuals or groups of individuals. Without going into too much detail, which are deepened in the following chapters, we now provide the reader with a couple of scenarios that can intuitively give the idea of the problem.

A first example, related to racial discrimination, is given by [35]. A study conducted by the University of California in 2019 concluded that an algorithm used to allocate health care to patients in U.S. hospitals was less likely to refer Black people than White people who were equally sick to programs that aim to improve care for patients with complex medical needs. Although there was no discriminatory intent, misconceptions in the design phase led to the introduction of bias, and consequently to the involuntary discrimination of millions of Black citizens.

Another example, more closely linked to the focus of our research, namely gender discrimination, is provided in [30]. The article reports the outcomes of a study led by the University of Southern California researchers in 2021, who found that Facebook systems were more likely to present job ads to
users if their gender identity mirrored the concentration of that gender in a particular position or industry. Specifically, the team of researchers bought ads on Facebook for delivery driver job listings that had similar qualification requirements but for different companies: Domino’s, who has more male drivers, and Instacart, who has more female ones. The study found that Facebook targeted the Instacart delivery job to more women and the Domino’s delivery job to more men. Similar findings were obtained by testing software engineer job listings for Nvidia and Netflix, and therefore the researchers, in their conclusions, spoke of “a platform whose algorithm learns and perpetuates the existing difference in employee demographics”.

Further examples and explanations are provided in the following chapters, but what we want to clarify is that our goal is not to solve the problem of discrimination in data, which is a huge and multifaceted issue which encompasses a human dimension very difficult to address, but rather to take a look at the current state of the art, observing some tools in action and trying to highlight their strengths and weaknesses, and also providing a non-technical perspective to give a broader picture of the situation by investigating the problem in the sociological field to obtain additional information about the context in which data are embedded and to understand to what extent the problem is to be found in the instrumentation and technical choices and to what extent it is instead rooted in society. We believe that this research may represent a good starting point for those who work in the sector to have an overview of the problem and to better understand what to focus on, and we want to emphasize the importance of a multidisciplinary approach to deal with these complex and multifaceted issues, since the technical perspective alone is partial and not sufficient to understand phenomena of a social nature, which are reflected and may be exacerbated by technology but which in fact originate in society.

1.3 Methodology

This research, from the methodological point of view, combines the more qualitative and conceptual approach typical of sociology with the more technical and pragmatic approach of engineering and computer science.

We address the problem by first providing the reader with some preliminary socio-ethical and technical concepts taken from a systematic literature review. Getting a little more specific, although precise definitions and further details are given in subsequent chapters, on the socio-ethical side we start by discussing the different facets of bias and clarifying what is meant by discrimination and how it relates to human rights; we then distinguish the
often misused terms of equality and equity; and we finally point at what both equality and equity aim to achieve: fairness. Instead, on the technical side we first introduce the basics of the data analysis discipline by providing explanations on relational databases, data science pipeline, and data mining techniques; we then explore more specific concepts such as linear regression and functional dependencies, also providing collateral information on some evaluation metrics and useful statistical concepts; and we finally describe, referring to the documentation at our disposal, the tools we decided to adopt for our analysis.

After that, we provide a dual perspective in sociology and information technology, distinguishing some case studies for our experiments and trying to interpret our results also looking at the sociological background introduced beforehand. The experiments themselves are basically comparative studies of the algorithms, and, in terms of software instruments, we rely mainly on Python and Jupyter Notebook, with the various packages and libraries made available by developers.

1.4 Thesis Structure

We provide here a brief overview of the contents of each chapter, in order to help the reader move through the thesis and find specific information. The beginning of each chapter provides more detailed descriptions about the contents of the chapter itself.

- Chapter 2: Socio-Ethical Preliminaries. The aim of this chapter is to provide the reader with preliminary notions of ethical and sociological (rather than technical) nature, in order to clarify some fundamental concepts for understanding the problem of discrimination in data analysis, and thus allowing them to get later into the experiments and the study of the adopted tools with a greater awareness.

- Chapter 3: Technical Preliminaries. The aim of this chapter is to provide the reader with preliminary notions about the technical knowledge necessary to understand the functioning of the adopted tools, which are described later in Chapter 5.

- Chapter 4: Sociological Perspective. The aim of this chapter is to provide the reader with a sociological background by reporting information about gender gap in the society, overall at first and then with a focus on the U.S., which may be useful to understand and better
contextualize the reasons behind the presence of possible preexisting biases and unequal gender representation in the results of our analysis.

- Chapter 5: **Tools for Assessing Fairness**. The aim of this chapter is to provide the reader with an overview on the tools adopted in our experiments, recalling the technical concepts addressed in Chapter 3.

- Chapter 6: **Experiments**. The aim of this chapter is to describe the experiments conducted using the tools introduced in Chapter 5, in order to verify the presence (and the nature) of bias in our datasets and discuss their fairness, according to the concepts introduced in Chapter 2 and the sociological background explored in Chapter 4.

- Chapter 7: **Outcomes & Contributions**. The aim of this chapter is to discuss the results obtained from our experiments described in Chapter 6, in the light of the sociological background depicted in Chapter 4, and recalling some preliminaries exposed in Chapter 2 and Chapter 3 when needed.

- Chapter 8: **Conclusions & Future Work**. The aim of this chapter is to briefly draw the conclusions of our research, summarizing what has been done during the thesis work and providing some ideas for further research in this area.
Chapter 2

Socio-Ethical Preliminaries

The aim of this chapter is to provide the reader with preliminary notions of ethical and sociological (rather than technical) nature, in order to clarify some fundamental concepts for understanding the problem of discrimination in data analysis, and thus allowing them to get later into the experiments and the study of the adopted tools with a greater awareness.

Starting from the concept of bias, passing through discrimination and human rights, we discuss about equality, equity, and finally fairness, by providing definitions and relevant examples from the literature on these topics, with a focus on the data and computer systems perspective. It is important to emphasize that, despite the exhaustiveness of the definitions, these terms often have different meanings depending on the context of use, and there is a lot of debate on how to interpret them and eventually include all their dimensions in computer systems.

Because of the ‘dual nature’ of this research, this chapter has to be seen as complementary to Chapter 3, in which some technical bases necessary to understand the functioning of the adopted tools are provided.

2.1 Bias

Although the word ‘bias’ does not have an intrinsically negative meaning (it is informally used to indicate a deviation from neutrality), it is mostly adopted in contexts where it entails a moral and social dimension. As reported in [25]:

We use the term bias to refer to computer systems that systematically and unfairly discriminate against certain individuals or groups of individuals in favor of others. A system discriminates unfairly if it denies an opportunity or a good or if it assigns an
Therefore, it is important to underline that unfair discrimination due to bias is strictly related to systematic and unfair outcome, where the word ‘systematic’ is used with the meaning of ‘regular, which occurs methodically when certain conditions arise’.

By following the classification provided in [25], we can distinguish three overarching categories of bias:

- **Preexisting bias**: it has its roots in social institutions, practices, and attitudes. Preexisting bias may originate in the society at large or in subcultures and organizations (societal bias), but it is also intrinsic in the nature of every human being (individual bias), and can enter a computer system either voluntarily or implicitly and unconsciously, even in spite of the best intentions of the system designer. Furthermore, since preexisting bias is often related to historical discrimination of disadvantaged groups, it could lead to the introduction or the exacerbation of representation issues in the data. An example of preexisting (gender) bias is the one present in the society that leads to the development of educational software that overall appeals more to boys than girls [25].

- **Technical bias**: it arises from the resolution of issues in the technical design. Technical bias may originate from design choices, constraints, and technological tools, or exacerbate preexisting bias. An example of technical bias, due to technical constraints, is the one of a monitor screen displaying the flight options most relevant to an airline customer: the screen dimension forces a piecemeal representation of the flights and therefore if the ranking algorithm systematically places certain flights on initial screens and other flights on later screens, it exhibits technical bias [25].

- **Emerging bias**: it emerges some time after a design is completed, as a result of changing societal knowledge, population, or cultural values. Emerging bias is strictly related to the specific context of use, and it is the most difficult to detect. An example of emerging bias, caused by a **mismatch between users and system design** due to **different values** (that is, originated when a computer system is used by a population with different values than those assumed in the design), is the one of an educational software embedded in a game situation that rewards individualistic and competitive strategies used by students...
with a cultural background that eschews competition and promotes collaboration [25].

For the purpose of this research, we focus on preexisting bias (in particular, societal bias) and technical bias, but it is important to point out that emerging bias should not be underestimated in the long run, especially when it arises from a mismatch between users and system design due to different values, because society is in constant change and systems should be re-adjusted or re-invented in order to keep up with the present.

A significant example of preexisting (racial) bias, exacerbated by technical bias, is provided in [3]: a commercial tool called COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) was used in courts in the U.S. to automatically predict some categories of future crime to assist in bail and sentencing decisions. On average, the tool correctly predicted recidivism 61% of the time, but Black people were almost twice as likely as White people to be labeled a higher risk but not actually re-offend. The tool made the opposite mistake among White people: they were much more likely than Black people to be labeled lower risk but go on to commit other crimes.

Other examples, related to gender bias and technology, are given by [27] and [15]. The former is about a research conducted in 2015, in which a tool was used to simulate job seekers that did not differ in browsing behavior, preferences, or demographic characteristics, except in gender. One experiment showed that Google displayed adverts for a career coaching service for ‘$200K+’ executive jobs 1,852 times to the male group and only 318 times to the female group. The latter concerns another Big Tech company, Amazon, whose machine learning specialists, back in 2015, discovered that their new recruiting engine was not rating candidates in a gender-neutral way, because the system taught itself that male candidates were preferable by penalizing resumes that included the word ‘women’s’.

### 2.2 Discrimination

Bias can lead to discrimination, but what discrimination is and how it occurs is a controversial issue. As reported in [43], often the law, rather than providing a definition of discrimination, defines a list of attributes, called protected attributes, that cannot be used to take decisions in various settings. The list is non-exhaustive and includes characteristics such as race, gender, religion, or sexual orientation. Groups of people that are more likely to be discriminated against because of these attributes are therefore classified as protected groups.
Trying to elaborate a bit more, we can define discrimination as the result of either one or both the following:

- **Disparate treatment**, or *intentional discrimination*: the illegal practice of treating an entity, such as a job applicant, differently based on a protected attribute such as race, gender, age, religion, sexual orientation, or national origin because of a discriminatory motive.

- **Disparate impact**, or *unintentional discrimination*: the result of structural disparate treatment, in which policies, practices, rules, or other systems that appear to be neutral result in a disproportionate adverse impact on a protected group. Disparate impact is not based on a discriminatory motive and the discriminating agent is usually unaware of the discrimination.

Protected attributes are mentioned in the article 2 of the Universal Declaration of Human Rights (UDHR), which states:

\[
\textit{Everyone is entitled to all the rights and freedoms set forth in this Declaration, without distinction of any kind, such as race, color, sex, language, religion, political or other opinion, national or social origin, property, birth or other status.}\ [4]
\]

Discrimination is therefore strictly related to human rights, together with the concept of equality, since ‘equal’, ‘equally’, and ‘equality’ itself are recurring words in several articles of the Declaration.

### 2.3 Human Rights

For what concerns human rights, there is a lot of debate on how to incorporate them in computer systems by following a ‘human-rights-by-design’ approach [40], in order to contrast the negative effects of the so-called ‘dual-use technologies’: products which may serve legitimate societal objectives but are also used to undermine human rights like freedom of expression or privacy. Of course, reaching this goal would require a culture shift and huge efforts from both national governments and businesses, which should design tools, technologies, and services to respect human rights by default, rather than permit abuse or exploitation of them. A similar concept is proposed in [51], where the authors sketch the contours of a comprehensive governance framework for ensuring AI systems to be ethical in their design, development, and deployment, and not violate human rights. This framework should be effective in contrasting *ethics washing*: the practice of fabricating
or exaggerating a company’s interest in equitable AI systems that work for everyone, a sort of side door that companies use to substitute regulation with ethics.

For the purpose of this research, we can define human rights as “inalienable fundamental rights to which a person is inherently entitled simply because she or he is a human being” [45, p. 3]. A few examples are the rights to life and liberty, freedom from slavery and torture, freedom of opinion and expression, the rights to work and education, and the right to the pursuit of happiness. These norms are concerning every human being, regardless of sex, age, language, religion, ethnicity, or any other status.

2.4 Equality & Equity

Equality is generally intended as “an ideal of uniformity in treatment or status by those in a position to affect either” [8]. The concept of equality is often associated with discrimination mostly because of the article 7 of the UDHR, which states:

\[
\text{All are equal before the law and are entitled without any discrimination to equal protection of the law. [4]}
\]

This principle is known as ‘equality before the law’, and establishes that everyone must be treated equally under the law regardless of race, gender, color, ethnicity, religion, disability, or other characteristics, without privilege, discrimination, or bias.

However, it is important to distinguish between two different political and social theories:

- **Equality of opportunity**: The idea that people ought to be able to compete on equal terms, or on a “level playing field”, for advantaged offices and positions. [38]

  This principle is based on the notion of *sameness*, where fairness is achieved through equal treatment regardless of people’s needs. Equality of opportunity is usually simply referred as *equality*, and from now on we adopt the same terminology for this research.

- **Equality of outcome**: the idea that people should have access to resources (possibly of a different nature and to a different extent) in order to be able to reach the same condition. This principle is based
on the notion of need, where fairness is achieved by treating people differently depending on their endowments and necessities. Equality of outcome is also known as equity, and from now on we adopt the same terminology for this research.

Figure 2.1 provides a simple example of the difference between equality and equity. Treating people equally, in this scenario, means to give everyone the same one box to reach the fruit, while treating people equitably means to give them as many boxes as they need to achieve the goal. It is important to notice that equity could require (and often requires) unequal treatment.

Moving on to the data perspective, we can now extend (or restrict, depending on the point of view) the equality and equity concepts to data equality and data equity. Data equality usually refers to transparency of institutions and companies toward customers regarding the information collected on their account, whereas data equity is used in a different context.

The authors of [33] distinguish between four different facets of data equity:

- **Representation equity**: bias may arise because of material deviations between the data and the world represented by the data, often with respect to historically disadvantaged and underrepresented groups. Even when dealing with contemporary data, disparities rooted in
historical discrimination can lead to representation inequities and therefore to the introduction or the exacerbation of problems. For example, in the U.S. there has been a lot of discussion about racial disparities concerning COVID-19, regarding both availability of testing (fewer test sites in minorities neighborhoods, historically poorer) and desire of individuals to be tested (Black people more suspicious about the medical system, because of their history of unfair treatments) \cite{33}. Another example, already mentioned in Section 2.1, is related to Amazon and a software developed by the company for screening candidates for employment: the software was trained on the already hired employees and since they were mostly males, females became underrepresented in the data and the software was much more likely to mark women as unsuitable for hiring.

- **Feature equity**: bias may arise because not all the features needed to represent a marginalized group of people and required for a particular analysis are available in the data, or because some of these features are voluntarily removed in the decision-making process. As an example, for a specific study involving transgender people, it may be important to distinguish between their birth name and their self-assigned name.

- **Access equity**: bias may arise because of a non-equitable and participatory access to data and data products across domains and levels of expertise due for instance to the opacity of data systems or the need to respect the privacy of data subjects. A classical example is the one of medical records: making them public could lead to the development of new techniques to eradicate diseases, but on the other side most people are very sensitive about sharing medical information because of the simplicity of re-identify anonymized data, and there are a lot of regulatory constraints on such sharing.

- **Outcome equity**: bias may arise because of a lack of monitoring and mitigation of unintended consequences for any group affected by the system after deployment, directly or indirectly (for example, contact tracing apps may facilitate stigma or harassment \cite{32}).

### 2.5 Fairness

As discussed in Section 2.4, both equality and equity aim to achieve **fairness**, despite the different approaches of the two theories, but what fairness really is is a widely debated topic. A very generic definition, taken from \cite{17},
depicts it as “the quality of treating people equally or in a way that is right or reasonable”.

In the sociological context, fairness is often seen as a synonym of justice, and consequently social justice is fairness as it manifests in the society, described by [6, p. 405] as “an ideal condition in which all members of a society have the same rights, protections, opportunities, obligations, and social benefits”. Although the literature on this subject does not always agree on their number, we can delineate five interrelated principles of social justice, by following the classification provided in [1]:

- **Access to resources**: a just society should provide services and resources that are available to each different socioeconomic group, in order to give everyone an equal start in life.

- **Equity**: in unjust societies, there are always disenfranchised groups. These groups need to receive more support from the society than privileged ones, in order to move toward the same outcome.

- **Participation**: everyone in a just society, and not just small groups of individuals, should be able to participate in the decisional processes that affect their lives.

- **Diversity**: a just society should recognize the value of diversity and cultural differences, and develop ad-hoc policies with the aim of breaking down societal barriers.

- **Human rights**: a just society should ensure the protection of everyone’s civil, political, economic, cultural, and social rights.

Moving back to the data and computer systems perspective, and recalling the aforementioned concepts of equality and equity, we can distinguish between two different concepts of fairness [21]:

- **Individual fairness**: any two individuals who are similar with respect to a task should receive similar outcomes. The similarity between individuals should be captured by an appropriate metric function, usually difficult to determine. For example, deciding whether or not to display a specific advertisement is a classification task, and the definition of individual fairness assumes the existence of a task-specific metric (e.g., the number of clicks made by the users) capable of determining, for any two individuals, how (dis)similar they are for the specific task. Individual fairness is strictly related to the idea of equality.
• **Group fairness** (also known as *statistical parity*): demographics of the individuals receiving any outcome - positive or negative - should be the same as demographics of the underlying population. For example, in the problem of predicting whether or not to hire applicants, assuming to divide them into groups according to their gender, this means the acceptance rates of the applicants from the groups must be equal regardless of the protected attribute. Group fairness equalizes outcomes across protected and non-protected groups, and is therefore strictly related to the idea of equity.

Although individual and group fairness are not mutually exclusive in theory, in real life it is often hard to conciliate the two approaches. Furthermore, this categorization is not the only possible one: the authors of [48] collected and provided about twenty among the most prominent definitions of fairness, and applied each of them to a case study based on gender-related discrimination, in which the aim was to assign a credit score to people requesting a loan by using *Personal status and gender* as a protected attribute for the decision-making process, operated by a classifier (an algorithm that automatically orders or categorizes data into one or more of a set of ‘classes’, in this case only ‘good credit score’ and ‘bad credit score’).

Among the others, a couple of peculiar definitions, often listed together with individual and group fairness, are the following:

• **Fairness through unawareness**: protected attributes are not used in the decision-making process, and therefore the subsequent decisions cannot rely on them. This ‘blind’ approach relies on *impartiality* and is consistent with the disparate treatment principle, but removing features means losing information, and furthermore there could be features correlated to protected attributes that would not be removed, potentially introducing bias.

• **Counterfactual fairness**: a precise and non-technical definition is provided in [49]:

> A model is fair if for a particular individual or group its prediction in the real world is the same as that in the counterfactual world where the individual(s) had belonged to a different demographic group. However, an inherent limitation of counterfactual fairness is that it cannot be uniquely quantified from the observational data in certain situations, due to the unidentifiability of the counterfactual quantity. [49, p. 1]
To better clarify the concept, we could imagine a situation in which a software has the task of deciding whether or not to assign a promotion to the employees of a company by looking at their profile that includes, among other attributes, sex and race. The software is counterfactually fair if, for each individual, the outcome of the analysis is the same both in the case in which the real values of these attributes are used and in the case in which these values are replaced with others (counterfactuals).

The classifier resulted to be fair depending on the notion of fairness adopted, showing the impossibility of addressing fairness as a unique, broad, and inseparable concept. This result is coherent with Chouldechova’s impossibility theorem [13], which demonstrates, taking three definitions of fairness, the impossibility of satisfying all of them.
Chapter 3

Technical Preliminaries

The aim of this chapter is to provide the reader with preliminary notions about the technical knowledge necessary to understand the functioning of the adopted tools, which are described later in Chapter 5.

We start by introducing relational databases, the data science pipeline and data mining techniques, and then focusing on more specific concepts such as linear regression and functional dependencies. Finally, an explanation of some needed evaluation metrics and statistical concepts follows.

As specified in Chapter 2, the complementarity of the preliminaries is one of the key points of this research, and it allows the reader to have two perspectives of a different nature on the same problem.

3.1 Relational Databases

When dealing with computer systems, one of the most basic notions, often inappropriately taken for granted, is the one of ‘data’, definable as:

\[
\text{Information, especially facts or numbers, collected to be examined and considered and used to help decision-making, or information in an electronic form that can be stored and used by a computer.} \quad [16]
\]

Therefore, a large amount of data stored in a computer in some organized manner is called a database. To be more precise, a database is “any collection of data, or information, that is specially organized for rapid search and retrieval by a computer” [9]; while the software that supports the management of these data is called a Database Management System (DBMS).

The history of databases is deeply interconnected with the history of computer science itself, because the problem of how to store and retrieve
information appeared as one of the initial challenges of computer creators. However, in the past few decades the rapid and enormous evolution of computer systems and databases led to the adoption and the development of the so-called ‘data models’. A data model [2] is an abstract representation of an information system, which defines the data elements and the relationships between data elements. The aim of a data model is to give a clear and intuitive overview on how a system looks like, by providing a standardized description of its components, in such a way as to facilitate the understanding of the system itself and the possible integration with other systems.

Nowadays, the most widespread data model is the relational model, firstly proposed by Codd in [14]. The relational model represents a database as a collection of relations, depicted as tables of values. Each row of the table is a collection of related data values, referring to a real-world entity or relationship between entities. Therefore, we can simply define a relational database as a digital database based on the relational model of data. To make it clearer, the following list provides the main terms used in this context, together with a concise explanation, while Figure 3.1 shows them in a trivial example.

- **Table**, or relation: modeling of a real-world entity or of a relationship between real-world entities.
- **Row**, or tuple: single data record.
- **Column**, or attribute: property, or feature, of a relation.
- **Cardinality**: total number of tuples of a relation.
- **Degree**: total number of attributes of a relation.
- **Primary key**: attribute, or combination of attributes, that uniquely identifies a tuple among the others.
- **Domain**, or data type: set of values that a specific attribute can assume (for example, integer numbers, or boolean values).
- **Database schema**, or simply schema: blueprint of the database that outlines the way its structure organizes data into tables.
- **Database instance**, or simply instance: set of tuples in which each tuple has the same number of attributes as one of the relations of the database schema. It specifies the actual content of the database.
- **Integrity constraint**: property that is supposed to be satisfied by all instances of a database schema.
Lastly, since this term is often used in the subsequent sections and chapters, we define a **dataset** as a collection of data. More specifically, since our data are in a tabular format according to the relational model, a dataset simply corresponds to one or more database tables.

Further details on relational databases can be found in [2].

### 3.2 Data Science Pipeline

Because of the broadness of the concept, there is not a unique and precise definition of ‘data management’. In general, we can identify it as the process of acquiring, storing, organizing, and maintaining data created and collected by an organization. In [26], the author, referring to [34], classifies data management, together with analytics, as one of the two subprocesses to extract insights from data, while the overarching process is referred as data science pipeline, or big data pipeline. For the sake of clarity, since the term is the one used in [26], we define big data as:

> Large volumes of high velocity, complex and variable data that require advanced techniques and technologies to enable the capture, storage, distribution, management, and analysis of the information. [39, p. 10]

However we preferred to adopt the name of ‘data science pipeline’ instead of ‘big data pipeline’, since we do not deal with big data, which are not a concept strictly inherent to this research.

Since fairness should be addressed in each phase of the data science pipeline, the subsequent list provides a concise explanation of the operations performed in each step, by following the classification proposed in [31], together with the main potential sources of bias.
Figure 3.2: Data science pipeline. Image based on the one shown in [26].

- **Acquisition and recording**: data are recovered and captured. In this phase the introduction of bias could derive from some preliminary critical choices we have to deal with, concerning the availability of sources, the identification of who is represented by the data, the definition of what has been measured and of our duties to the people in the data (for example, we may owe them a certain degree of privacy).

- **Extraction, cleaning and annotation**: real data are most of the time messy and dirty, therefore we need to extract the relevant information and clean them, in order to express them in a structured form suitable for analysis. Unfortunately, data cleaning itself is based on assumptions, and wrong assumptions may lead to bias (for example, we may assume missing values in the data as missing at random, while there could be other, maybe ethical, reasons behind).

- **Integration, aggregation and representation**: data analysis often requires the collection of heterogeneous data from different sources, therefore we need to integrate them in order to guarantee syntactic and semantic coherence. Again, we have to rely on assumptions on the world, as for the case of data representation, in which a lot of choices are made in order to decide what to represent, potentially leading to bias (for example, in the context of sentiment analysis we may ascribe sentiment to labels, or we may decide to group age values instead of considering every single year).

- **Modeling and analysis**: before the actual analysis, an abstract model of the data is generated, in order to capture the essential components of the system and their interactions. However, the process of abstraction of concrete data in a conceptual standard model necessarily leads to the loss of information (for example, the relational model provides an intuitive overview of the system, but it does not include any semantics).
• **Interpretation**: a decision-maker, provided with the results of the analysis, has to interpret these results. This process usually requires to examine all the assumptions made and to retrace the analysis, and because of the complexity of the task and the problems that may arise from computer systems (bugs, errors), a human (and therefore impossibly perfectly fair) supervision is needed (for example, the failures of system components can go unnoticed and result in loss of data, or the data format may have changed without being notified, and therefore the system should be equipped with monitoring scripts and mechanisms to obtain user confirmation and correction).

### 3.3 Data Mining Techniques

> Data mining is a collection of techniques for efficient automated discovery of previously unknown, valid, novel, useful and understandable patterns in large databases. [46, p. 80]

Data mining is a broad topic, and usually a variety of procedures are needed in order to gain knowledge from data. However, we can distinguish three main categories of techniques, in each of which the fairness problem should be addressed differently:

• **Preprocessing techniques**: procedures used to transform the raw data in a useful and efficient format. The aim is to improve the overall quality of the data and consequently the data mining results.

• **Inprocessing techniques**: data are subjected to various methods using machine learning and artificial intelligence algorithms to generate a desirable output.

• **Postprocessing techniques**: methods to evaluate the extracted knowledge, visualize it, or merely document it for the end user. The knowledge can also be interpreted and incorporated into an existing system.

For the purpose of this research, we focus on preprocessing techniques, which constitute one of the most critical steps in the data mining process, since they deal with the preparation and transformation of the initial dataset; while the bias analysis we perform making use of the tools adopted is part of data (in)processing. Data preprocessing methods are divided into four categories [46]:
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• **Data cleaning**: since real-world data are often incomplete, noisy, and inconsistent, some routines are needed in order to fill in missing values, smooth out the noise, and correct the inconsistencies. For what concerns *missing values*, these procedures include the removal of the specific tuple, or the filling (manual or automatic) of the missing value by using, for example, a constant (e.g., ‘unknown’), the mean (for numerical attributes), or simply what is perceived to be the most probable value. Noise instead can be seen as a random error or variance in a measured variable, and some smoothing techniques for *noisy data* are:

  – **Binning**: a data value is smoothed by looking at its ‘neighborhood’, that is, the values around it.

  – **Regression**: data are fitted to a function, in order to be smoothed according to the function itself. A specific type of regression, useful for our analysis, is *linear regression*, which is further explored in Section 3.4.

  – **Clustering**: similar data are organized into groups of values, called ‘clusters’. Values that fall outside the set of clusters may be considered as outliers.

• **Data integration**: as mentioned in Section 3.2, data often come from different (possibly heterogeneous) sources, and therefore they need to be combined in order to obtain a coherent model and remove inconsistencies (such as redundancies between attributes, where some can be derived from others).

• **Data transformation**: data are transformed or consolidated in appropriate forms suitable for the mining process. Some techniques used in this context are:

  – **Normalization**: data values are scaled so as to fall within a specified range, such as (−1.0, 1.0) or (0.0, 1.0).

  – **Aggregation**: new attributes are constructed from the given set of attributes to help the mining process by summarizing or aggregating information (for example, daily sales data may be aggregated so as to compute annual total amounts).

  – **Generalization**: raw (or low-level) data are replaced by higher-level ones, by following a specific hierarchy (for example, the attribute *city* can be generalized to *country*).
– **Discretization**: raw values of numeric attributes are replaced by interval levels or conceptual levels (for example, age values between 15 and 18 could be labeled as ‘adolescence’).

- **Data reduction**: in order to make mining more effective and get better analytical results, several techniques can be applied to obtain a reduced representation of the dataset that is much smaller in volume, yet closely maintains the integrity of the original data. These methods include, among the others, *attribute subset selection*, in which attributes considered as not particularly relevant for the analysis are removed, and *numerosity reduction*, where data are replaced by smaller data representations, such as parametric models.

### 3.4 Linear Regression

In order to fully understand how one of the adopted tools works (the one we refer to as the ‘Glassdoor Method’, described later in Section 5.1), it is appropriate to have a closer look at **linear regression** [28]. As mentioned in Section 3.3, linear regression is a preprocessing technique used to smooth out noise or to find patterns within a dataset, which attempts to model the relationship between two or more variables by fitting data to a linear equation (represented, in the two-variable case, by a straight line in a Cartesian plane). The results from linear regression help in predicting an unknown value depending on the relationship with the predicting variables. For example, the height and weight of an individual generally are related: usually taller people tend to weigh more. We could use regression analysis to help predict the weight of a person, given their height.

We can distinguish between **simple linear regression**, in which a single input variable is used to model a linear relationship with the target variable (as for the example of height and weight), and **multiple linear regression**, where more predicting variables are used.

For simple linear regression, the reference equation is:

\[ y = \beta_0 + \beta_1 x + \epsilon \]

Variable \( x \) is called *explanatory* or *independent variable*, while \( y \) is referred to as *dependent variable*; \( \beta_1 \) is the *slope* of the line, also known as regression coefficient, and \( \beta_0 \) is the *intercept* (the value of \( y \) when \( x = 0 \)), while \( \epsilon \) is the *error* in the estimation of the regression coefficient, also known as residuals, which accounts for the variability in \( y \) that cannot be explained by the linear relation between \( x \) and \( y \).
For multiple linear regression, the formula is generalized in order to encapsulate also the other independent variables \((x_1, \ldots, x_n)\) and the related slope coefficients \((\beta_1, \ldots, \beta_n)\):

\[
y = \beta_0 + \beta_1 x_1 + \ldots + \beta_n x_n + \epsilon
\]

Figure 3.3 shows a simple linear regression graph. It is important to point out that the \(x\) and \(y\) variables remain the same, since they represent data features that cannot be changed, while the values that we can control are the slope and the intercept. Indeed, there can be multiple straight lines depending upon the values of intercept and slope, and what the linear regression algorithm does is to fit multiple lines on the data points and return the line that results in the least error.

Another important parameter for regression analysis is \(R^2\), also known as \(R^2\) coefficient of determination (or \(R^2\) coefficient of multiple determination for multiple linear regression). It is a statistical measure of how close the data are to the fitted regression line, and therefore it indicates how much variation of the dependent variable is explained by the independent variable(s) in a regression model. \(R^2\) values range from 0 to 1 and are commonly stated as percentages from 0% to 100%, where 0% refers to a model that explains none of the variability of the data around its mean, while 100% refers to a model that explains all the variability of the data around its mean (in this case, all
the actual data values would be on the regression line).

Formally, we can define $R^2$ as:

$$R^2 = 1 - \frac{\text{Unexplained Variation}}{\text{Total Variation}} = 1 - \frac{\sum_i (y_i - \hat{y}_i)}{\sum_i (y_i - \bar{y})}$$

where $y_i$ is one of the actual data values, $\hat{y}_i$ is the corresponding predicted value, and $\bar{y}$ is the mean of all the $y_i$ values, for $i = 1, \ldots, n$.

Generally speaking, at least for the purpose of this research, the higher the $R^2$ value, the better the model fits the data.

### 3.5 Functional Dependencies

One of the tools adopted, FAIR-DB, uses specific classes of integrity constraints, known as dependencies, to detect unfair behaviors in datasets (further details on the tool are provided in Section 5.2). A **dependency** is a constraint that applies to or defines the relationship between attributes, and it occurs in a database when information stored in a table uniquely determines other information stored in the same table. Basically, dependencies are constraints not necessarily imposed by the system designer but intrinsically satisfied by the data.

**Functional Dependencies (FDs)** are a specific type of dependency, involving two (sets of) attributes of the same relation in which the first uniquely determines the second, or, in other words, knowing the value of one attribute (or set of attributes) is enough to tell the value of the other one. The notation to indicate a functional dependency is:

$$A \rightarrow B$$

which can be read as ‘$B$ is functionally dependent upon $A$’, or ‘$A$ uniquely determines $B$’, whereas $A$ and $B$ are attributes (or eventually sets of attributes) of a table. $A$ is called antecedent, or left-hand-side (LHS), and $B$ consequent, or right-hand-side (RHS). An example of functional dependency could be the one of a table containing the information about the employees of a company, as in Figure 3.1. Here the ID attribute uniquely identifies the Name one, because by knowing the employee’s ID we can tell what the employee’s name is. Therefore, $ID \rightarrow Name$. More specifically, since also the employee’s surname and gender are uniquely identified by the ID, we can write $ID \rightarrow Name, Surname, Gender$. Another example is provided in Table 3.1, in which Temperature, pH, Season $\rightarrow$ Ideal.

Functional dependencies are a very well-known concept for data scientists, especially for those who work on relational models, and further details on
Table 3.1: ‘Orange Plantation’ table. It shows whether or not ambient temperature (°C), soil pH, and planting season represent ideal conditions for planting oranges.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>pH</th>
<th>Season</th>
<th>Ideal</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>7</td>
<td>Autumn</td>
<td>Y</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>Autumn</td>
<td>N</td>
</tr>
<tr>
<td>28</td>
<td>7</td>
<td>Winter</td>
<td>N</td>
</tr>
<tr>
<td>29</td>
<td>7.5</td>
<td>Autumn</td>
<td>Y</td>
</tr>
<tr>
<td>27</td>
<td>6.5</td>
<td>Winter</td>
<td>N</td>
</tr>
<tr>
<td>27</td>
<td>7.5</td>
<td>Summer</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td>6.5</td>
<td>Spring</td>
<td>N</td>
</tr>
<tr>
<td>28</td>
<td>7</td>
<td>Summer</td>
<td>N</td>
</tr>
<tr>
<td>27</td>
<td>6.5</td>
<td>Autumn</td>
<td>Y</td>
</tr>
</tbody>
</table>

them can be found in [2]. However, the constraints imposed by functional dependencies are often too strict for real-world datasets (they must indeed hold for all the tuples of a table), so in the past few years generalizations of FDs have been proposed and started to be considered in their place. **Relaxed Functional Dependencies (RFDs)** can indeed be simply defined as functional dependencies where some constraints are deleted (relaxed). The authors of [11] distinguished 35 different categories of RFDs, but the ones relevant for our research are the following:

- **Approximate Functional Dependencies (AFDs):**

  AFDs are FDs holding on almost every tuple. [11, p. 151]

  In order to quantify how an AFD ‘almost’ holds, several measures have been proposed, including the so-called $g_3$, defined as “the (normalized) minimum number of tuples that need to be removed from a relation instance in order for an FD to hold” [11, p. 151], whereas ‘relation instance’ is simply a synonym of ‘relation’. The $g_3$ measure is therefore an index whose value ranges between 0 and 1, indicating the percentage of tuples of a table to be removed in order for an FD to hold (0 = none, 1 = all). An example of AFD in Table 3.1 is:

  $\text{Temperature, pH } \rightarrow \text{Ideal}$

  because almost all the values of $\text{Temperature}$ and $\text{pH}$ determine the $\text{Ideal}$ value, but this is not true for:

  $\text{Temperature = ‘28’, pH = ‘7’ } \rightarrow \text{Ideal}$
since in most of the cases (two out of three) when \textit{Temperature} = ‘28’ and \textit{pH} = ‘7’ then \textit{Ideal} = ‘Y’, but in one case \textit{Ideal} = ‘N’.

- **Conditional Functional Dependencies (CFDs):**

  \[\text{CFDs} \text{ use conditions to specify the subset of tuples on which a dependency holds.} \quad [11, \text{p. 152}]\]

  This type of dependencies allows to catch particular and concrete patterns in the dataset, in fact they make possible to analyze precise values of the tuples and be more specific. An example of CFD, related to Table 3.1, is the following:

  \text{\textit{Temperature} = ‘28’, \textit{pH} = ‘7’, \textit{Season} \rightarrow \textit{Ideal}}

  meaning that, for tuples in which \textit{Temperature} = ‘28’ and \textit{pH} = ‘7’, the \textit{Season} parameter functionally determines the \textit{Ideal} one. Another example could be:

  \text{\textit{Season} = ‘Summer’ \rightarrow \textit{Ideal} = ‘N’}

  interpretable as: ‘when the attribute \textit{Season} has value Summer, the attribute value of \textit{Ideal} is N’.

- **Approximate Conditional Functional Dependencies (ACFDs):**

  FDs obtained by combining the two kinds of relaxed dependencies discussed above. Unifying the two relaxation criteria makes it possible to detect specific and not exact rules, which can highlight anomalies or unexpected patterns in the database, allowing to recognize cases where a value of a certain attribute \textit{frequently determines} the value of another one. An example of ACFD in Table 3.1 is:

  \text{\textit{Season} = ‘Autumn’ \rightarrow \textit{Ideal} = ‘Y’}

  which can be read as: ‘when attribute \textit{Season} has value Autumn, the attribute value of \textit{Ideal} is Y if we delete a maximum number of tuples \textit{N} from the dataset’. The rule indeed holds for almost all the tuples of the table, apart for the one in which \textit{Temperature} = ‘20’, \textit{pH} = ‘7’, \textit{Season} = ‘Autumn’ and \textit{Ideal} = ‘N’. It is worth to specify that, even though the notation is the same used for CFDs, the relaxation on the number of tuples is implicit in the classification of a rule as an ACFD.
3.6 Evaluation Metrics

The aim of this section is to introduce some evaluation metrics for functional dependencies used by one of the adopted tools, FAIR-DB, described later in Section 5.2.

- **Support:**

  \[
  \text{Support}(X \rightarrow Y) = \text{supp}(X, Y) = \frac{\#(X, Y)}{\#\text{tuples}}
  \]

  where \(\#(X, Y)\) is the amount of times the (sets of) attributes \(X\) and \(Y\) appear together in the dataset and \(\#\text{tuples}\) is the total amount of tuples in the table. The support represents the percentage of records in the dataset that verify the dependency \(X \rightarrow Y\), and it is therefore an index whose value ranges between 0 and 1.

- **Confidence:**

  \[
  \text{Confidence}(X \rightarrow Y) = \text{conf}(X, Y) = \frac{\text{supp}(X, Y)}{\text{supp}(X)}
  \]

  where \(\text{supp}(X)\) is the percentage of tuples in the dataset containing the (set of) attributes \(X\) (antecedent, or LHS, of the rule). The confidence shows how frequently the dependency \(X \rightarrow Y\) is verified, knowing that the antecedent \(X\) is verified, and it is therefore an index whose value ranges between 0 and 1. A confidence equal to 1 means that only the valid and exact rules (non-relaxed FDs) are selected, while decreasing its value implies relaxing the constraint on the number of tuples to be considered. In this context, it can be seen as an analogous metric to the \(g3\) one, mentioned in Section 3.5.

- **Difference:**

  \[
  \text{Difference}(X \rightarrow Y) = \text{diff}(X, Y) = \text{conf}(X, Y) - \text{conf}(X \setminus X_p, Y)
  \]

  where \(X_p\) is the subset of protected attributes of the antecedent \(X\) of the dependency \(X \rightarrow Y\). The difference is basically a subtraction between the confidence value of a dependency and the confidence value calculated on the same dependency but excluding all the protected attributes from the antecedent of the rule. Being a subtraction of indexes of value between 0 and 1, and given \(\text{conf}(X, Y) \geq \text{conf}(X \setminus X_p, Y)\), the difference is also an index whose value ranges between 0 and 1. It indicates how much a dependency is ‘unethical’ (the higher the value,
the more unfair is the dependency), and it gives an idea on the impact of the protected attributes on $Y$. Last but not least, it is important to point out that the difference is a novel metric, firstly introduced in [5] and specifically designed with the aim of measuring the ‘ethical’ level of a dependency.

3.7 Statistical Concepts

The aim of this section is to introduce some statistical concepts useful for fully understanding the behavior of one of the adopted tools, Ranking Facts, described later in Section 5.3.

The first required notion is the one of a hypothesis test, which in statistics is a way to test the obtained result of a survey or experiment on a sample, in order to check if the result is meaningful and extendable to the whole population or if it has happened by chance. In this context, two interpretations are proposed: the first is known as null hypothesis (symbolized as $H_0$), which is the idea that there is no relationship in the population and that the relationship in the sample is caused by errors (informally, this is the ‘occurred by chance’ interpretation); the second is called alternative hypothesis (whose symbol is $H_1$) and it is the idea that the relationship in the sample reflects an existing relationship in the population.

Generally, the rationale behind a hypothesis test is:

1. Assume the null hypothesis true.

2. Determine how likely the sample relationship would be if the null hypothesis were true.

3. If the sample relationship would be extremely unlikely, then reject the null hypothesis in favor of the alternative hypothesis. If it would not be extremely unlikely, then retain the null hypothesis.

A crucial step in hypothesis testing is to find the likelihood of the sample result if the null hypothesis were true. This probability is called $p$-value. Low $p$-value means that the sample result would be unlikely if $H_0$ were true and leads to the rejection of the null hypothesis, while high $p$-value means that the sample result would be likely if $H_0$ were true and leads to the retention of the null hypothesis. To quantify how low the $p$-value must be in order to consider the result unlikely enough to reject the null hypothesis, a parameter known as significance level $\alpha$ is used, and its value is usually set to 0.05 (5%). The significance level represents the probability of making the
mistake of rejecting the null hypothesis when in fact it is true (type I error): if \( p \)-value > \( \alpha \) we accept the null hypothesis and the result is considered not statistically significant, otherwise we reject the null hypothesis and the result is said to be statistically significant.

A particular type of hypothesis test is the z-test, used when data are approximately normally distributed (i.e., the plotted data have the shape of a bell curve on the graph). In order for a z-test to be used, data points should also be independent of each other and the sample size should be greater than 30. The z-test relevant to our research is the two sample z-test, which allows to compare two proportions to check if they are the same (\( H_0 \)) or not (\( H_1 \)). The reference formula is:

\[
z = \frac{p_1 - p_2}{\sqrt{\frac{\sigma^2_1}{n_1} + \frac{\sigma^2_2}{n_2}}} = \frac{p_1 - p_2}{\sqrt{p(1-p)\left(\frac{1}{n_1} + \frac{1}{n_2}\right)}}
\]

where \( n_1 \) and \( n_2 \) are the sizes of the samples, \( p_1 \) and \( p_2 \) are the proportions of the samples, \( p \) is the overall sample proportion (total number of ‘positive’ results over total number of people) and \( \sigma^2_1 \) and \( \sigma^2_2 \) represent the variances of the two populations. For the sake of completeness, we define the variance as the measure of how far each value in the dataset is from the average value (i.e., the mean, as defined in Section 5.1):

\[
\sigma^2 = \frac{\sum_{i=1}^{n} (x_i - \mu)^2}{n}
\]

where \( n \) is the size of the population, \( x_i \) is the \( i \)-th value and \( \mu \) represents the mean. In the z-score formula above, for the sake of simplicity, \( \sigma^2_1 \) and \( \sigma^2_2 \) are approximated by the variance of the Bernoulli distribution (i.e., the probability distribution for a random experiment with only two possible outcomes). To better clarify, we now consider the example of testing two different COVID-19 vaccines: the first works on 248 people out of a sample of 496, while the second works on 23 people in a sample of 100. To check if the vaccines are comparable we firstly calculate the proportions:

\[
p_1 = \frac{248}{496} = 0.5
\]

\[
p_2 = \frac{23}{100} = 0.23
\]

The overall sample proportion is:

\[
p = \frac{248 + 23}{496 + 100} \approx 0.45
\]
And finally the z-score is:

\[
z \approx \frac{0.5 - 0.23}{\sqrt{0.45(1 - 0.45)(\frac{1}{196} + \frac{1}{100})}} \approx 4.95
\]

To find out if the obtained result should lead us to accept or reject the null hypothesis, we can look at the known values of z-score, related to the most commonly used \( \alpha \) values. For example, the z-score related to \( \alpha = 0.05 \) is 1.96, meaning that 95% of the area under the normal curve lies within the range \([-1.96, +1.96]\), and since 4.95 > 1.96 we can reject the null hypothesis (for z-scores higher than 1.96 with \( \alpha = 0.05 \), p-value < 0.05).
Chapter 4

Sociological Perspective

The aim of this chapter is to provide the reader with a sociological background by reporting information about gender gap in the society, overall at first and then with a focus on the U.S., which may be useful to understand and better contextualize the reasons behind the presence of possible preexisting biases and unequal gender representation in the results of our analysis.

We start by providing information about the Global Gender Gap Index, a powerful tool to measure different facets of the gender gap worldwide, and then we focus on the U.S. by reporting some considerations about gender discrimination in the workplace, taken from the literature in the field. Finally, some data and statistics from the U.S. Department of Labor are provided, with a brief comment on the displayed graphs.

4.1 The Global Gender Gap Index

A useful instrument to get a sociological overview on gender pay gap is provided by the World Economic Forum (WEF), “an independent international organization committed to improving the state of the world by engaging business, political, academic and other leaders of society to shape global, regional and industry agendas” [24]. The World Economic Forum periodically releases a document – The Global Gender Gap Report – which contains information about gender-based inequalities in the various countries of the world, and provides a ranking based on a cumulative measure called **Global Gender Gap Index**, defined as:

*A framework for capturing the magnitude of gender-based disparities and tracking their progress over time. The Index benchmarks national gender gaps on economic, education, health and political*
criteria, and provides country rankings that allow for effective comparisons across regions and income groups. [44, p. 3]

The Index is based on three underlying criteria:

- It focuses on measuring gaps rather than levels, because in this way the Index is disassociated from countries’ levels of development, which would heavily impact on the results. For example, rich countries are able to offer more education and health opportunities to all members of society, but this is quite independent of the gender-related gaps that may exist within those higher levels of health or education [44].

- It captures gaps in outcome variables rather than gaps in input variables (such as indicators related to country-specific policies, rights, or culture), in order to provide objective results based on fundamental measures related to basic human rights. For this reason, the Index relies on four categories (subindexes): Economic Participation and Opportunity, Educational Attainment, Health and Survival, Political Empowerment.

- It ranks countries according to gender equality rather than women’s empowerment, because the focus is on the variation of the gap in the chosen indicators throughout the years. Therefore, the Index rewards countries that reach the point where outcomes for women equal those for men, but it neither rewards nor penalizes cases in which women are outperforming men.

The Global Gender Gap Report 2017 [44], besides the mere ranking, provides some sociological interpretations of the results, based on the subindexes outcomes and on the parameters of which they are composed, such as the employee educational attainment by level, field of study, and gender, or the share and evolution of female hires in various industries. Although the majority of considerations are generic in nature, and not specific for the U.S. society, they are worth to be mentioned, since most of them could be reflected, on a small scale, in our case studies, which, as we see later in Chapter 6, are related to U.S. cities.

- There is a current stagnation of progress toward closing the economic gender gap, for several reasons:
  - The global labor force participation has been in decline globally for both men and women, but this decline has been particularly accentuated for women.
– Earned incomes of both men and women have been increasing, but this upward trend has been steeper for men than for women.
– Women’s share among senior positions both in the public sector and in business is not trending toward equal representation.

• There is an under-use of the ever-increasing numbers of educated women because of discrepancies in caregiving and unpaid work, institutional and policy inertia, outdated organizational structures, and discrimination, but also skill differentials in the types of degrees women and men seek out in their education.

• In many countries, a variety of social circumstances limit women’s access to technology and therefore their ability to gain proficiency in its use. When women do have the relevant mathematical and technological skills, unconscious prejudices and stereotypes about women in technology (which unfortunately is still seen as a ‘men’s domain’) can influence their peers’ recognition of their capabilities.

• There exist imbalances in the specific fields of study in which men and women tend to specialize. Women are underrepresented in the engineering, manufacturing, and construction as well as information, communication, and technology fields.

• There is a tendency toward lower pay for occupations that have historically developed as predominantly female. When women enter a profession in large numbers, the pay-related benefits of participating in the profession depreciate.

• The female leadership representation remains below 50% in all industries, and every industry exhibits a leadership gender gap.

• Unconscious biases and systemic efforts focused on driving change at the industry or country level through public-private collaboration remain scarce.

Appendix A shows the country profile of the United States in the report. As we can see, the country was ranked 49th out of 144, with an overall score of 0.718 (in a score system in which 1 means gender parity), and Political Empowerment is the subindex in which the U.S. performed worst. For the purpose of our research, it is particularly useful to look at the Economic participation and opportunity section of the country score card, in which we can notice that men are more participatory in the labor force than women, and women tend to earn less than men for similar jobs. Furthermore, the
estimated earned income for women is significantly lower than the one of men, and the last two items show that women are underrepresented in managerial positions and higher-paying jobs, and are overrepresented in professional and technical works. From the Workforce Participation section of the selected contextual data we can see that women are more likely than men to be employed part-time, and also not to be paid for their work.

Other considerations about the gender gap, as depicted in The Global Gender Gap Report 2017, are done by the authors of [29]. Even if the most relevant for us are the ones concerning the Economic Participation and Opportunity subindex, we believe that for a broader understanding it is worth to briefly report also the main points related to the other subindexes, especially because they have an impact on the condition of women which can also affect the workplace:

- **Economic Participation and Opportunity**: women seem to be more likely than men to be living at or below poverty, mainly because of the following reasons:
  
  - Women are more likely to remain economically dependent on men.
  - Women are more likely than men to be unemployed or to work in positions in which they do not get paid.
  - Women are more likely than men to be concentrated in industries and occupations with low wages, long hours, and no social protections, and less likely than men to hold management positions.
  - Women in general (that is, aggregating all ethnic groups in a single percentage) earn only 82% compared to White men (which are taken as a reference sample because they tend to be representative of the ideal pay condition: the situation would become more complex by aggregating all ethnicities in a single percentage even for men), and the gender wage gap becomes further complicated when race/ethnicity is taken into account: Asian women earn 93%, Hispanic women 62%, and Black women 68% compared to White men.

- **Educational Attainment**: women are concentrated in traditionally female and lower-paying CTE (Career and Technical Education) programs in both secondary and postsecondary educational settings, and are still underrepresented in Science, Technology, Engineering, and Math (STEM) programs. Gender stereotypes and bias in education and the potentially hostile climate of academic departments continue to deter women from these lucrative career opportunities.
• **Health and Survival**: women are at a disadvantage compared to men, mainly because of the following reasons:

- Poor access to information related to their health, early marriage, lack of decision-making power continue to increase women’s exposure to sexually transmitted diseases, unwanted pregnancies, and the risk of unsafe abortions.
- Society objectifies and sexualizes the woman’s body through media advertisements. The influence of media, television, movies, etc., has led to increased prevalence of body dissatisfaction and eating disorders globally.
- Violence toward women (feminicide, intimate partner violence, rape, human trafficking) continues to impact women’s health worldwide, and it often leads to long-term physical, mental, and emotional health problems, also making it difficult for women to pursue educational opportunities or to perform their jobs.

• **Political Empowerment**: women are less likely to hold political and institutional decision-making positions. Gender norms and prejudices work to both reduce the number of female candidates and contribute to the obstacles faced by women in elections.

Finally, we believe it is worth to mention that the Global Gender Gap Index is not the only tool to evaluate gender equality among countries, and another example is represented by the *Historical Gender Equality Index (HGEI)*, introduced in [19]. As the name itself suggests, HGEI is based on some historical measures, since gender inequality is strictly related to the human history, and it has the aim of providing a global overview of gender equality in the long run, as well as to give an indication of gender disparities in well-being outcomes that result from institutional, cultural, and social influences. Similarly to the Global Gender Gap Index, HGEI is also based on a few requirements – coverage (of gender equality dimensions), availability of data for many countries, simplicity in calculation and understanding, possibility of comparisons between countries but also over time – and it is a composite index made of four dimensions – health, autonomy within the household, political power, socioeconomic status – each of which composed by some indicators. As the Global Gender Gap Index, also HGEI is based on ratios rather than levels, in order to evaluate the position of women relative to men in each workplace rather than the actual levels of resources and opportunities available to women, and therefore it does not capture how women are doing in absolute terms, and it cannot show if there are cases
where women are outperforming men. HGEI revealed that most countries of the world made progress toward gender equality over the past fifty years, but there is little convergence between them, and the authors recommend that future research should also pay attention to the dimensions in which gender inequality occurs, because behind a composite index can lie great variation in the underlying indicators.

4.2 Gender Discrimination in the Workplace in the U.S.

The Global Gender Gap Index is a powerful indicator, which provides us with an overview on the main fields in which women experience inequalities, particularly on a large scale, and with some sociological motivations for these disparities. We now focus on some literature regarding the U.S. society and more specific on the labor market.

Tilcsik in [47] brings into play the theory of statistical discrimination, which rather than merely explaining discrimination, helps rationalize and justify discriminatory decisions. As reported in the article:

This theory [statistical discrimination] posits that employers have imperfect information about the future productivity of job candidates, which gives them an incentive to use easily observable ascriptive characteristics, such as race or gender, to infer the expected productivity of applicants. […] In this model, discrimination does not arise from animus or antipathy toward members of a group; rather, it is portrayed as a rational solution to an information problem. [47, p. 94]

Statistical discrimination is in contradiction with the other dominant economic perspective on discrimination, known as taste-based model:

Unlike statistical discrimination theory, which taps into the culturally valued discourse of instrumental rationality and frames discrimination as a logical solution to an information problem, the taste-based model is about negative attitudes, such as overt racial prejudice and sexism, that tend to be publicly disavowed and are often perceived as socially unacceptable. [47, p. 95]

Tilcsik focused on some sociological perspectives in support of the statistical discrimination theory, explaining that status beliefs and stereotypes shape how employers evaluate workers and how they distribute rewards
among them. Indeed, when employers are required to evaluate groups of candidates for a job position, their perceptions of the differences among the groups reflect cultural beliefs that are often inaccurate and resistant to change, even in the face of disconfirming evidence, and therefore it is not a matter of intentional discrimination but of societal bias.

Statistical discrimination is likely to have some resonance and normative acceptability for three main reasons [47]:

- It is a rational, profit-maximizing, incentive-driven decision, and represents ‘the optimal solution to an information extraction problem’.

- Some economists characterize it as fair and morally defensible, by implying that categorical differences are rooted in statistical considerations that rational employers consider, and by suggesting that statistical discrimination is fair and neutral because it treats people with the same expected productivity identically.

- Economists often emphasize that it is ubiquitous and practically inevitable in many domains of life.

Thus, the use of stereotypes is depicted as cognitively and economically useful as well as consistent with social norms. Exposure to the idea of statistical discrimination strengthen people’s belief in the validity, usefulness, and acceptability of relying on stereotypes and hence increase their likelihood of engaging in discrimination because of ascriptive group characteristics. When employers feel confident that their decisions are impartial, rational, and ethically defensible, they feel more justified in relying on stereotypes and exert less effort to suppress their biases. Statistical discrimination may also become self-fulfilling if it leads members of negatively stereotyped groups to believe that investing in their skills will not be fully rewarded.

Tilcsik in [47] also conducted a survey experiment consisting in a hiring simulation, in which 2,500 participants (who all had managerial experience) were randomly assigned to one of four conditions:

1. Exposure to statistical discrimination theory (treatment).

2. No exposure to any theory of discrimination (non-treatment).

3. Exposure to the taste-based model (placebo).

4. Exposure to statistical discrimination theory and a critical commentary (treatment variant).
Participants exposed to the theory (without a critical commentary) perceived stereotyping as more acceptable and stereotypes as more accurate than did participants in the other groups, and selected fewer women for their teams. Group representation was also impacting on decisions, since female participants and those who did not identify as either male or female were, on average, less convinced of the acceptability and accuracy of stereotypes than were male respondents.

Beggs in [7] instead shifts the focus on the impact of the institutional environment on gender and race inequalities in the labor market. According to the theoretical background he depicts, “organizations compete not just for resources and customers, but for political power and institutional legitimacy, for social as well as economic fitness” [7, p. 613], from [20, p. 150]. Therefore, an important factor to consider is the force of public opinion: when new definitions or practices become legitimated and accepted, organizations are under considerable pressure to incorporate them.

Beggs decided to analyze data from the 1980 U.S. Census in order to prove the two hypotheses reported below [7]:

1. Within industries, the higher the proportion of workers employed in states with high support for equality, the lower the levels of race and gender inequality in jobs and earnings.

2. The higher the proportion of federal public sector employees in an industry, the lower the levels of race and gender inequality in jobs and earnings.

For the analysis, he decided to adopt some measures, each of which composed by several indicators: local institutional environment and national institutional environment (independent variables), quality of employment and earnings inequality (dependent variables), industrial structure, human capital inequality, and employment inequality (control variables).

According to his results, the institutional environment impacts both quality of employment and earnings. For what concerns the former, greater support for equality in the local institutional environment, as well as greater federal public sector employment in an industry, is associated with lower levels of inequality among minorities (race/gender groups). As for the latter, the greater the support for equality in the local institutional environment, the better the earnings position of each minority relative to White men, and the level of federal public sector employment in an industry is positively associated with the earnings position of all minorities.

Finally, an interesting point of view is provided in [22], a report published by the Economic Policy Institute. Folbre, the author of this research,
highlights that women in the U.S. still tend to earn 20% less per hour than men, and points out that empirical research on the causes of the persistent earnings gap often takes the form of statistical models that control for as many variables as possible (such as race, education, labor force experience), but control variables cannot be explained purely as the result of individual choices. Rather, they reflect structural inequalities related to unequal bargaining power.

Bargaining often characterizes situations where two parties, whether individuals or groups, see potential gains from cooperation but disagree over how those gains should be shared. Both parties can potentially benefit from coming to an agreement, and their share is likely to be strongly affected by their fallback position, or next-best option. [22, p. 9]

We can summarize the main points of Folbre’s research (that is, the main causes of gender gap) as follows:

- **Stereotypes**: in the U.S. women who move into better paying but stereotypically masculine occupations often face sexual harassment and disapproval. When wives earn more than husbands, both spouses slightly tilt their reported earnings to conform to gender stereotypes, overstating the relative size of husbands’ earning.

- **Pay penalties**: many women self-select into traditionally female occupations because they consider these more compatible with the demands of family care. But while they may be aware that these jobs pay less than traditionally male jobs, they do not choose the size of the resulting pay penalties: in the U.S. the percentage of women in an occupation is inversely related to its average pay, even controlling for human capital characteristics.

- **Mothers discrimination**: many women experience wage penalties because of becoming mothers. Discrimination against mothers is based on rather subtle cues, such as participation in a parent-teacher organization listed on a job resume, because employers may assume that mothers of young children face other demands on their time that lower their performance in paid employment.

- **Mobility**: women’s labor supply is less elastic than men’s because women’s mobility between jobs is limited by obligations of family care. Employers can easily take advantage of this difference, paying women
less than men not because they prefer hiring men but because they recognize that women are more likely to accept lower wages.

- **Occupational segregation**: high levels of occupational segregation are still the largest immediate cause of gender inequality in earnings. Efforts to improve the relative pay of primarily female jobs met criticism based on the assumption that occupational pay was largely determined by productivity. Finally, the supply of women’s labor to the market was treated merely as the result of individual choices, with little attention to the constraints imposed by a traditionally male-oriented organization of work, school, housework, and childcare.

- **Information asymmetries**: employers are often able to use their control over information to lower women’s wages relative to men’s, because not all the workers are covered by the Fair Labor Standards Act (which guarantees the right of workers to discuss their salaries), and others remain unaware of their rights. Furthermore, employers in most states have the right to ask job applicants what they earned in their previous jobs and to adjust wage offers accordingly. For this reason, women’s entrance into previously male-dominated occupations tends to lower the average occupational wage, and this ‘devaluation’ is at least partially driven by the fact that women start out in lower-paying (often part-time) occupations, which lowers their bargaining power.

- **‘Equal value’ principle**: according to this criterion, employees should not be paid equally for equal work, but for work of equal value. However, the concept of ‘equal value’ is underdeveloped in neoclassical economics, which typically equates price and value. By this reasoning, whatever a worker is paid represents their value added, and therefore the corollary is that men earn more than women because they contribute more to society. Unfortunately, this principle does not take into account that many female-dominated services have a public good dimension: their social value exceeds their private value. The work of caring for others (in industries such as health, education, and social services, or in occupations such as child care, elder care, teaching, and nursing) creates value that is difficult to capture through the market because it often involves emotional engagement, teamwork, and person-specific skills. Furthermore, women tend to devote more hours to unpaid care work than do men, and this tendency (which often does not result from women’s choice but from a custom rooted in society that women tend to accept) is interpreted because of feminine preferences rather than
as the result of institutional pressure to ensure a generous supply of female effort to activities such as family care that cannot be rewarded by market forces.

- **Paid work/family work constraints:** much media attention has been devoted to ‘work/family conflicts’, but the expression itself is misleading, since it betrays the assumption that family responsibilities do not entail work when in fact they do. Indeed, on average, people devote about as much time to unpaid as to paid work, but responsibility for the care of family, friends, and neighbors weighs more heavily on women than men, not because women necessarily prefer this arrangement but because men often have sufficient bargaining power to minimize demands on their time (and because society tends to label women as the ones who are supposed to be responsible for caring). Moreover, in this context, women who do not conform are typically stigmatized, and employers use this social norm to justify lower pay offers to women.

### 4.3 Data & Statistics (U.S. Department of Labor)

The last step to depict the sociological framework essential to our research consists in the reporting of some interesting data and statistics taken from the U.S. Department of Labor, and more specifically from Women’s Bureau, an agency within the Department with the aim of developing policies and standards and conducting inquiries to safeguard the interests of working women, to advocate for their equality and economic security for themselves and their families, and to promote quality work environments.

First of all, Figure 4.1 shows that, since 1960, both male and female earnings increased by about $15K, but, because of the large initial gap, the actual average incomes still differ by about $10K in favor of men. Furthermore, the graph does not take into account part-time workers, the introduction of which would lead to an accentuation of the gap between men and women, since, as Figure 4.2 displays, most part-time workers are women (over 60% of the total number of part-time employees).

Figure 4.3 shows the most common occupations for women. As we can see, in accordance with the other sociological sources, the podium is constituted by nurses, teachers, and secretaries. The representation problem is even exacerbated when looking at Figure 4.4, which is interesting for us because it displays the top-10 occupations employing the largest number

\[1\text{Available at: } \text{https://www.dol.gov/agencies/wb/data.}\]
Figure 4.1: Median annual earnings by sex (1960-2017).

of women for the same year without excluding part-time employees. Even though data are a bit more aggregated (for example, the teachers category presumably includes not only elementary and middle school teachers), the numbers, in comparison with Figure 4.3, dramatically increase, emphasizing again the huge percentage of women working part-time. This problem is particularly accentuated for some job titles, typically not very profitable (such as cashiers and waitresses), which overcome more advantageous positions (like managers) in the list. Figure 4.5 instead highlights again how women are underrepresented in STEM disciplines, especially in computer occupations and engineering. Although the trend is generally increasing, the rate of increase is very low (+4% in 30 years, from 1990 to today), and it is particularly dramatic to observe the decrease in the percentage of female employees working in computer occupations, which had a peak – never reached again – back in 1990.

Finally, Figure 4.6 displays the ordered list of occupations with the largest gender earnings gap. Most of the professions are traditionally lower-paying
Percent distribution of workers employed full- and part-time by sex

Figure 4.2: Percent distribution of workers employed full- and part-time by sex (2020). U.S. Department of Labor. Source: https://www.dol.gov/agencies/wb/data.

jobs, and no STEM or managerial disciplines appear to be listed. As a consequence, considering the lower percentage of women employed in STEM and managerial positions, and considering that in general most part-time workers are employed in lower-paying jobs, we can put emphasis on the percentage of women being disadvantaged in comparison with men, and on the still present significance of the gender gap.

We take this information into account when dealing with our experiments in Chapter 6, and finally, in Chapter 7, we compare our experimental results with these considerations and statistics, in order to check whether or not the scenarios depicted in this chapter could be reflected, on a small scale, in our case studies.
### Most Common Occupations for Women in the Labor Force

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Number of Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registered nurses</td>
<td>2,186,697</td>
</tr>
<tr>
<td>Elementary and middle school teachers</td>
<td>1,657,028</td>
</tr>
<tr>
<td>Secretaries and administrative assistants</td>
<td>1,577,156</td>
</tr>
<tr>
<td>Managers, all other</td>
<td>1,341,712</td>
</tr>
<tr>
<td>Customer service representatives</td>
<td>1,285,061</td>
</tr>
<tr>
<td>First Line supervisors of retail sales workers</td>
<td>1,150,159</td>
</tr>
<tr>
<td>Nursing assistants</td>
<td>851,297</td>
</tr>
<tr>
<td>Accountants and auditors</td>
<td>645,990</td>
</tr>
<tr>
<td>Cashiers</td>
<td>644,732</td>
</tr>
<tr>
<td>Receptionists and information clerks</td>
<td>709,032</td>
</tr>
<tr>
<td>Bookkeeping, accounting, and auditing clerks</td>
<td>709,004</td>
</tr>
<tr>
<td>Office clerks, general</td>
<td>691,191</td>
</tr>
<tr>
<td>Maids and housekeeping cleaners</td>
<td>680,228</td>
</tr>
<tr>
<td>Financial managers</td>
<td>673,688</td>
</tr>
<tr>
<td>Retail salespersons</td>
<td>654,988</td>
</tr>
<tr>
<td>Personal care aides</td>
<td>620,734</td>
</tr>
<tr>
<td>First-line supervisors of administrative support workers</td>
<td>616,922</td>
</tr>
<tr>
<td>Human resources workers</td>
<td>542,871</td>
</tr>
<tr>
<td>Preschool and kindergarten teachers</td>
<td>525,800</td>
</tr>
<tr>
<td>Secondary school teachers</td>
<td>521,717</td>
</tr>
<tr>
<td>Education and childcare administrators</td>
<td>516,036</td>
</tr>
<tr>
<td>Cooks</td>
<td>497,042</td>
</tr>
<tr>
<td>Teaching assistants</td>
<td>492,318</td>
</tr>
<tr>
<td>Social workers, all other</td>
<td>484,979</td>
</tr>
<tr>
<td>Waiters and waitresses</td>
<td>482,214</td>
</tr>
</tbody>
</table>

Note: Full-time, year-round civilian employed 16 years and older. Occupations with at least 100 sample observations.

Data: U.S. Census Bureau, American Community Survey 2019
Graphic: U.S. Department of Labor, Women's Bureau

**Figure 4.3:** Most common occupations for women in the labor force (2019).
Top 10 occupations employing the largest number of women: 2019

<table>
<thead>
<tr>
<th>Rank</th>
<th>Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Teachers</td>
</tr>
<tr>
<td>2</td>
<td>Nurses</td>
</tr>
<tr>
<td>3</td>
<td>Nursing, psychiatric, and home health aides</td>
</tr>
<tr>
<td>4</td>
<td>Secretaries and administrative assistants</td>
</tr>
<tr>
<td>5</td>
<td>Cashiers</td>
</tr>
<tr>
<td>6</td>
<td>Customer service representatives</td>
</tr>
<tr>
<td>7</td>
<td>Retail salespersons</td>
</tr>
<tr>
<td>8</td>
<td>Managers, n.e.c.</td>
</tr>
<tr>
<td>9</td>
<td>Waiters and waitresses</td>
</tr>
<tr>
<td>10</td>
<td>First-line supervisors of retail sales workers</td>
</tr>
</tbody>
</table>

Number of women in the labor force:
- 1920: 8,179,017
- 2019: 79,457,808

Share of women employed in top 10 occupations:
- 1920: 52.8%
- 2019: 37.2%

Notes: Occupation estimates include women ages 16 and over in the labor force (1920) and civilian employed women ages 16 and over (1930-2019). The classification of occupations changes every 10 years. Occupation categories are not strictly comparable over time. Operatives were primarily employed in manufacturing. n.e.c. = not elsewhere classified.


Figure 4.4: Top-10 occupations employing the largest number of women (2019).
Figure 4.5: Percentage of Science, Technology, Engineering, and Math (STEM) workers who are women (1970-2019).
Occupations with the Largest Gender Earnings Gap

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Women's earnings as a percentage of men's</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressers, textile, garment, and related materials</td>
<td>55.4</td>
</tr>
<tr>
<td>Securities, commodities, and financial services sales</td>
<td>59.4</td>
</tr>
<tr>
<td>Other financial specialists</td>
<td>60.2</td>
</tr>
<tr>
<td>Machine feeders and offbearers</td>
<td>61.0</td>
</tr>
<tr>
<td>Title examiners, abstractors, and searchers</td>
<td>61.0</td>
</tr>
<tr>
<td>Other material moving workers</td>
<td>61.5</td>
</tr>
<tr>
<td>Personal financial advisors</td>
<td>62.9</td>
</tr>
<tr>
<td>Financial clerks, all other</td>
<td>63.9</td>
</tr>
<tr>
<td>Photographic process workers</td>
<td>64.7</td>
</tr>
<tr>
<td>Sales and related workers, all other</td>
<td>64.9</td>
</tr>
<tr>
<td>Animal trainers</td>
<td>66.6</td>
</tr>
<tr>
<td>First-line supervisors of construction and extraction</td>
<td>66.9</td>
</tr>
<tr>
<td>First-line supervisors of housekeeping and janitorial</td>
<td>67.0</td>
</tr>
<tr>
<td>Financial managers</td>
<td>67.1</td>
</tr>
<tr>
<td>Insurance sales agents</td>
<td>67.6</td>
</tr>
<tr>
<td>Opticians, dispensing</td>
<td>67.6</td>
</tr>
<tr>
<td>Printing press operators</td>
<td>67.9</td>
</tr>
<tr>
<td>Driver/sales workers and truck drivers</td>
<td>68.0</td>
</tr>
<tr>
<td>Credit counselors and loan officers</td>
<td>68.1</td>
</tr>
<tr>
<td>Inspectors, testers, sorters, samplers, and weighers</td>
<td>69.4</td>
</tr>
<tr>
<td>Farmers, ranchers, and other agricultural managers</td>
<td>69.6</td>
</tr>
<tr>
<td>Judges, magistrates, and other judicial workers</td>
<td>69.6</td>
</tr>
<tr>
<td>First-line supervisors of landscaping workers</td>
<td>71.2</td>
</tr>
<tr>
<td>Information and record clerks, all other</td>
<td>71.4</td>
</tr>
<tr>
<td>Welding, soldering, and brazing workers</td>
<td>71.5</td>
</tr>
</tbody>
</table>

Note: Full-time, year-round civilian employed 16 years and older. Occupations with at least 100 sample observations.

Graphic: U.S. Department of Labor, Women's Bureau

Figure 4.6: Occupations with the largest gender earnings gap (2019).
Chapter 5

Tools for Assessing Fairness

The aim of this chapter is to provide the reader with an overview on the tools adopted in our experiments, recalling the technical concepts addressed in Chapter 3.

We describe the functioning behind:

- The ‘Glassdoor Method’, a framework for evaluating gender pay gap which relies on linear regression.

- FAIR-DB, an algorithm based on functional dependencies and the related evaluation metrics.

- Ranking Facts, an application built on the idea of ranking which makes use, among other things, of some of the statistical concepts previously introduced.

We are not claiming that the above is an exhaustive list of approaches for discovering bias and assessing fairness in data, but we decided to focus on them because they are recent and provide us with interesting and diversified points of view.

5.1 The ‘Glassdoor Method’

After having explored the technical basics in Chapter 3, we now make an overview of the tools used for this research. The first one is a technical guide to analyze gender pay gap in a company, provided by Glassdoor in [12].

Glassdoor is a website in which employees and ex-employees of companies anonymously review enterprises and their superiors, with the overall aim of providing insights about jobs and companies and helping people find the most suitable working position for them. The society was founded in 2007 in
the U.S. and the website was made available in 2008; since then, the company has grown to become the worldwide leader in the sector.

As specified in the introduction of the guide [12, p. 2], according to a 2016 Glassdoor survey, 67% of the U.S. employees would not apply for jobs at employers where they believe a gender pay gap exists. The purpose of the report is therefore to help HR practitioners in analyzing the internal gender pay gap of their companies, by providing them specific technical knowledge.

First of all, by ‘gender pay gap’ Chamberlain means:

\[
\text{The difference between average pay for men and women, both before and after we’ve accounted for differences among workers in education, experience, job roles, employee performance and other factors aside from gender that affect pay.} \quad [12, \text{p. 3}]
\]

Two measures are proposed in the report, respectively referred as ‘unadjusted’ and ‘adjusted’ pay gap:

- **‘Unadjusted’ pay gap:**

  \[
  U = \frac{\text{avg}(\text{BasePay})_m - \text{avg}(\text{BasePay})_f}{\text{avg}(\text{BasePay})_m}
  \]

  where \(\text{avg}(\text{BasePay})_m\) is the average pay (arithmetic mean of salaries) of male employees, while \(\text{avg}(\text{BasePay})_f\) is the average pay of female employees. For the sake of completeness, despite being a basic mathematical concept already mentioned in Section 3.7, we define the mean as the sum of a collections of numbers (in this case, salaries) divided by the count of numbers in the collection (the total amount of males or females). Taking \(n\) as total number of male employees:

  \[
  \text{avg}(\text{BasePay})_m = \frac{\sum_{i=1}^{n} \text{BasePay}_i}{n}
  \]

  and the same holds for female employees.

- **‘Adjusted’ pay gap:** while the ‘unadjusted’ pay gap is basically a simple comparison of all women with all men, the ‘adjusted’ pay gap compares similarly situated male and female employees, in order to include in the calculation the numerous factors that affect the pay (e.g.,
job title, or educational level). The estimation of the ‘adjusted’ pay gap is based on linear regression, a concept presented in Section 3.4, and the reference formula is:

\[ y_i = \beta_1 \text{Male}_i + \beta_2 X_i + \epsilon_i \]

where \( y_i \) is the annual salary of worker \( i \), \( \text{Male}_i \) is a dummy indicator equal to 1 for males and 0 for females, and \( X_i \) is a collection of attributes of employees which may be relevant for the calculation (job title, educational level, etc.). The estimated coefficient \( \beta_1 \) represents the approximate pay advantage for men compared to women.

5.2 FAIR-DB

The second tool adopted for this research is called FAIR-DB (FunctionAl DependencIes to discoveR Data Bias), and it is a framework with the aim of discovering unfair behaviors in datasets, developed at Politecnico di Milano. As the name itself suggests, FAIR-DB is based on functional dependencies, and it falls within the category of preprocessing techniques since it works by finding conditions (constraints) already present in the data. The developers documented the functioning of FAIR-DB in [5], by providing an overview of the tool, together with a clarifying example.

Figure 5.1 shows the framework workflow, while a brief explanation of each phase, as documented in [5], is reported below.

- **Data preparation and exploration**: data are imported and data integration is eventually performed. Data cleaning, feature selection, and discretization techniques are also applied in this phase, in order to deal with missing values, select the smallest set of attributes relevant for the analysis, and transform data from numerical to nominal data type. Data are finally plotted in order to help the user in identifying groups in the dataset and eventually majority and minority classes.

- **ACFD Discovery and filtering**: the ACFD Discovery algorithm, presented in [41], is applied to extract approximate conditional functional dependencies from the dataset. The algorithm takes as input the dataset and three threshold parameters: minimum support, minimum confidence, and maximum antecedent size of the ACFD sought. From the output, dependencies not involving at least one of the protected attributes and the target attribute (the one used as reference to search for discrimination, e.g., Income) are removed,
Data Preparation and Exploration:
Data Preprocessing and Visualization

ACFD Discovery and Filtering:
Apply ACFD Discovery algorithm and filter its results

ACFD Selection:
According to a novel metric, select unethical ACFDs

ACFD Ranking:
Rank the ACFDs to facilitate user interaction

ACFD User Selection and Scoring:
User selects N ACFDs, presentation of the summarizing metrics

Figure 5.1: Steps of the FAIR-DB framework. Image based on the one shown in [5].

as well as dependencies containing variables (in which one or more attributes are not assigned to a specific value, e.g., the attribute Ideal in Temperature = '28', pH = '7'→ Ideal).

- **ACFD selection**: for each ACFD, some metrics are computed to capture the ‘ethical level’ of the dependency. In particular, the difference metric described in Section 3.6, as already mentioned, is a novel score introduced for this purpose, and a second measure called p-Difference is calculated for each protected attribute. The p-Difference indicates how much a dependency shows bias with respect to a specific protected attribute, and it is computed in the same way as the difference, but excluding the attribute from the antecedent of the rule. According to the values of the metrics, the most interesting ACFDs are selected.

- **ACFD ranking**: the ACFDs are ranked in descending order of importance according to support, difference, or mean. The support emphasize the pervasiveness of a rule, because it indicates the number of tuples
involved by the dependency, so the higher the value, the more tuples are affected by the ACFD. The difference privileges the unethical aspect of a rule, because it highlights dependencies where the values of the protected attributes influence most their RHS. The mean is computed as mean of support and difference, and therefore it gives more importance to the rules with the best trade-off between pervasiveness and unethical perspective.

- **ACFD user selection and scoring**: the user selects $N$ ACFDs perceived as the most problematic, and the system computes metrics (based on support, difference, and p-Difference of the selected rules) to summarize the level of unfairness of the dataset.

## 5.3 Ranking Facts

The third tool used for this research is called **Ranking Facts**, a Web-based application (of which there also exists a notebook version) developed by the team of Data, Responsibly. Ranking Facts, as the name itself suggests, is a ranking tool. Ranking is an action commonly performed by the vast majority of the algorithms we use every day: Google itself ranks the results of our searches and provides us with a list in descending order of relevance, and the same mechanism is used in various contexts of different nature, like dating or hiring applications. These specific scenarios are particularly relevant, because it is people who are ranked, and therefore discrimination against individuals or protected groups could arise, or the outcome could exhibit low diversity. Ranking Facts is based on the concept of nutritional labels, in analogy to the food industry, where simple, standard labels convey information about the ingredients and production processes. Similarly, in the tool nutritional labels are derived as part of the complex process that gave rise to the data or model they describe, embodying the paradigm of interpretability-by-design.

As documented in [50], Ranking Facts is a collection of visual widgets with the aim of providing to the user information about the ranking in terms of stability, fairness, and diversity. A brief description of how they work, taken from [50], is reported below.

- **Recipe** and **Ingredients**: the former widget succinctly describes the ranking algorithm, by listing the attributes used for ranking together with their weights, as specified by the user; while the latter shows, in

---

1 Available at: http://demo.dataresponsibly.com/rankingfacts.
descending order of importance, the attributes that really affect the ranking.

- **Stability**: it explains whether the ranking methodology is robust on the specific dataset in use. An unstable ranking is one where slight changes to the data (e.g., due to uncertainty and noise), or to the methodology (e.g., by slightly adjusting the weights of the attributes in the recipe) could lead to a significant change in the output.

- **Fairness**: it quantifies whether the ranked output exhibits statistical parity (group fairness) with respect to one or more protected attributes, such as gender or race of individuals. The notion of fairness is defined specifically for rankings and it can be computed comparing only binary categorical attributes (i.e., non-numerical attributes with just two possible values). The summary view of the widget presents the output of three fairness measures:
  - **FA*IR** [52]: ranking algorithm based on the assumption that on a ranking, the desired good for an individual is to appear in the result and to be ranked among the top-$k$ positions. The outcome is therefore unfair if members of a protected group are systematically ranked lower than those of a privileged group, and a ranking algorithm discriminates unfairly if this ranking decision is based fully or partially on a protected feature. The ranked group fairness criterion used by the algorithm compares the number of protected elements in every prefix of the ranking (i.e., the top-$i$ positions of the ranking, with $i \in [1,k]$) with the expected number of protected elements if they were picked at random using Bernoulli trials (independent ‘coin tosses’) with success probability $p$. The statistical test also includes a significance parameter $\alpha$, corresponding to the probability of a type I error, which means rejecting a fair ranking. A clarifying example is provided in Table 5.1. The algorithm produces a top-$k$ ranking that satisfies the ranking group fairness criterion mentioned above while maximizing utility, which means selecting the ‘best’ tuples, assigning them a score based on the relevant attributes used for the evaluation (e.g., picking the most qualified candidates for a job position by looking at their educational level).
  
  - **Proportion** [53]: this measure is based on the concept of z-test, as described in Section 3.7.
Table 5.1: Minimum number of candidates in the protected group that must appear in the top-k positions to pass the ranked group fairness criterion with $\alpha = 0.1$. Considering for example gender as a protected attribute with values M and F, the minimum number of females (or eventually males) appearing in the top-5 with $p = 0.4$ is 1. Table based on the one shown in [52].

- **Pairwise**: also known as pairwise comparison, it is a tool for prioritizing and ranking multiple options relative to each other. A matrix is generally used to compare each option in pairs and determine which is the preferred choice or has the highest level of importance based on defined criteria. At the end of the comparison process, each option has a rank or relative rating as compared to the rest of the options. Table 5.2 provides an example: scores are assigned based on how strongly the consumption of a drink on the left dominates that of a drink at the top. For example, when coffee on the left is compared with wine at the top, since coffee appears to be extremely more consumed, 9 is entered in the first row and second column position. A score of $\frac{1}{9}$ is automatically entered in the second row and first column position. According to the matrix, the final ranking would be:

- Sodas : 0.252, Water : 0.228, Beer : 0.164, Milk : 0.148, Coffee : 0.142, Tea : 0.046, Wine : 0.019.

All these measures are statistical tests, and whether a result is fair is determined by the computed $p$-value.

- **Diversity**: since fairness is also related to representation, this widget shows diversity with respect to a set of demographic categories of individuals, or a set of categorical attributes of other kinds of items, by displaying the proportion of each category in the top-10 ranked list and overall (i.e., considering all the elements in the ranking).
<table>
<thead>
<tr>
<th></th>
<th>Coffee</th>
<th>Wine</th>
<th>Tea</th>
<th>Beer</th>
<th>Sodas</th>
<th>Milk</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coffee</td>
<td>1</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>Wine</td>
<td>1/5</td>
<td>1</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>1</td>
<td>1/5</td>
</tr>
<tr>
<td>Tea</td>
<td>1/3</td>
<td>3</td>
<td>1</td>
<td>1/4</td>
<td>1/5</td>
<td>1</td>
<td>1/5</td>
</tr>
<tr>
<td>Beer</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sodas</td>
<td>2</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Milk</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>Water</td>
<td>2</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

*Table 5.2: Drink consumption in the U.S. represented in a pairwise comparison matrix. Table based on the one shown in [42].*
Chapter 6

Experiments

The aim of this chapter is to describe the experiments conducted using the tools introduced in Chapter 5, in order to verify the presence (and the nature) of bias in our datasets and discuss their fairness, according to the concepts introduced in Chapter 2 and the sociological background explored in Chapter 4.

For each case study, we provide a dataset description, in order to allow the reader to understand how the original dataset looks like, then we discuss about our data preprocessing choices, and finally about how the tools performed on the preprocessed dataset, providing further details on the algorithms when needed. Lastly, we question the results obtained by considering the impact of other design choices, checking the effect on the used tools when different decisions are made.

6.1 Case Study 1: Chicago

6.1.1 Dataset Description

The main purpose of this research is to combine the technological perspective with the sociological one, in order to analyze the strengths and weaknesses of the adopted tools in real-world scenarios. For this reason, we decided to use real-world datasets, containing information related to public employees of the U.S., and more specifically of public employees working in the cities of Chicago\(^1\) and San Francisco\(^2\). It is worth to specify that these datasets exist because of the Freedom of Information Act (FOIA): a federal law constituting


Title 5 of the United States Code (5 U.S.C. §552), which claims that federal employee salaries must be public information under open government laws.

The Chicago dataset we considered includes 31,858 tuples and is made up of 8 attributes, briefly described as follows:

- **Name**: full name of the employee in the form of ‘Surname, Name’.
- **Job Titles**: categorical variable representing the job title of the employee (e.g., POLICE OFFICER). There are 1089 distinct values.
- **Department**: categorical variable representing the job department where the employee works (e.g., POLICE). There are 36 distinct values.
- **Full or Part-Time**: binary categorical variable describing whether the employee is employed full-time (F) or part-time (P).
- **Salary or Hourly**: binary categorical variable describing whether the employee is paid on an hourly basis or a salary basis. Employees paid on an hourly basis are further defined by the number of hours they work in a week.
- **Typical Hours**: numerical variable describing the typical amount of work (in terms of number of hours per week) for employees paid on an hourly basis. For employees paid on a salary basis the attribute value is null.
- **Annual Salary**: numerical variable describing the annual salary rate. It only applies for employees whose pay frequency is Salary, while for those whose pay frequency is Hourly the attribute value is null.
- **Hourly Rate**: numerical variable describing hourly salary rates for employees whose pay frequency is Hourly. For employees whose pay frequency is Salary the attribute value is null.

### 6.1.2 Data Preprocessing

In order to simplify the subsequent bias analysis, we operated some data transformation processes on the attributes, choosing what we believe to be the most suitable names. For the Chicago dataset, we renamed **Job Titles** to **Job Title** and **Full or Part-Time** to **Status**. We also performed some data aggregation, estimating the **Annual Salary** of employees paid on an hourly basis by using the formula $\text{Typical Hours} \times \text{Hourly Rate} \times 52$, where 52 is a constant representing the number of weeks in a year.
Since our focus is gender pay gap but the original datasets do not contain a Gender attribute, we adopted a Python package called gender-guesser\(^3\). The aim of the package is to infer a person’s gender from their first name, and the possible outcomes are: unknown (name not found), andy (androgynous), male, female, mostly_male, or mostly_female. The difference between andy and unknown is that the former is found to have the same probability to be male than to be female, while the latter means that the name was not found in the database. For each employee, we split the Name attribute to obtain their First Name, and then we inferred their gender by using the package. We obtained (out of the total of 31,858 tuples):

- unknown: 2,653 values.
- andy: 184 values.
- male: 20,562 values.
- female: 6,954 values.
- mostly_male: 775 values.
- mostly_female: 730 values.

In order to get coherent results in case of multiple experiments on the same dataset, we decided to remove the tuples related to unknown and androgynous names instead of randomly assign a gender to them (otherwise, we would have get different numbers at each execution of the preprocessing algorithm). Furthermore, we assumed mostly male names to be effectively related to males and mostly female names to be effectively related to females, and therefore we got 21,337 male values and 7,684 female values for a newly generated Gender attribute as a result of this first data cleaning process. As we further discuss in Section 7.3, these decisions, together with the adoption of the gender-guesser library itself, represent some of the most critical choices we had to deal with, because they can lead to the introduction of technical bias, that is, as discussed in Section 2.1, bias originated from (or exacerbated by) design choices, constraints, and technological tools.

We also operated data reduction by removing the Typical Hours, Hourly Rate, and First Name columns, not relevant for our analysis.

As a consequence of the first data cleaning process, the number of different job titles decreased from 1,089 to 1,057. However, since the FAIR-DB tool used for bias analysis requires user interactions, and in order to lighten the

\(^3\)Available at: https://pypi.org/project/gender-guesser.
workload and speed up computational times, we decided to remove job titles with less than 100 occurrences.

Our final preprocessed dataset includes 20,309 tuples, of which 16,146 males and 4,163 females, and with 35 distinct Job Title values and 20 distinct Department values.

We decided to plot the Annual Salary values distribution, in order to get a visual overview on the incomes and estimate possible threshold values for the creation of interval levels. The resulting graph is displayed in Figure 6.1.

Lastly, we decided to plot the Cumulative Distribution Function (CDF) of male and female employees, for each Annual Salary value. For the laymen, CDF gives the probability of a discrete variable – Annual Salary in our case – to be less than or equal to a specific value. The comparison between Figure 6.2(a) and Figure 6.2(b) shows, once again, that women are more likely than men to earn less, and specifically to have an income in the range of [0, 40K] dollars per year.

6.1.3 The ‘Glassdoor Method’

As already specified in Section 5.1, the point of reference for this method is the report published by Glassdoor in 2017 with the aim of helping HR practitioners in analyzing the internal gender pay gap of their companies [12]. Although the report provides a step-by-step guide for the statistical software R, we decided to use Python for our analysis, in order to better integrate the results with the ones from the other tools.
Figure 6.2: Cumulative distribution function of male (a) and female (b) employees, for each Annual Salary value of the Chicago dataset.

The first step of the analysis, after cleaning up the data and loading them, consists in the creation of a couple of attributes useful for the statistical analysis: Log Annual Salary and Male. The former is simply the natural logarithm of the annual salary of the employee (i.e., the logarithm to the base of the mathematical constant $e$, approximately equal to 2.71828), useful because it provides a simple interpretation of the regression results; the latter
is a dummy indicator equal to 1 for males and 0 for females, which is the key variable of the analysis: if there is no gap, being male should not provide any advantage, and the coefficient of this variable in the regression should be equal to 0, otherwise its value would give us an estimate of the approximate percentage pay gap between men and women. It is worth to mention that the Glassdoor report also suggests to perform a discretization of age values of employees, grouping them into bins (25−, 25-34, 35-44, 45-54, 55+), but our dataset does not contain any information about the age of the employees.

The report suggests to look at the data before proceeding with the regressions, and it recommends to print a ‘summary table’ displaying the basic statistical information about the dataset. Figure 6.3(a) shows the table related to the Chicago dataset, and it displays the variables Annual Salary, Log Annual Salary, and Male sample size (count), arithmetic mean, minimum and maximum values, and standard deviation (i.e., a measure of the average amount of variability in the dataset – calculated as the square root of the variance – which tells, on average, how far each value lies from the mean). Another useful visualization tool is the so-called ‘pivot table’, displayed in Figure 6.3(b), which provides a high-level summary of the overall difference in pay between men and women by showing the arithmetic mean of the Annual Salary attribute values for males and females, together with the number of observations (len) and the median values (i.e., the numeric values separating the higher half of the samples from the lower half). The pivot table is also useful to get a first estimate of the ‘unadjusted’ pay gap: men on average are paid $92,022.03 per year, while women on average earn $79,790.83 per year – an overall ‘unadjusted’ pay gap of $12,231.20 (13.3% of male pay). Lastly, since we are also interested in the ‘adjusted’ pay gap, it is important to look at the average salaries of men and women employed in the different job titles. Figure 6.3(c) shows the first 8 (out of 35) job titles in alphabetical order, displaying average salaries for men and women and sizes of the samples (i.e., number of men and women employed in the specific job title – information relevant to the problem of representation).

In order to estimate the gender pay gap, the reference linear regression model, as mentioned in Section 5.1, is:

\[
\text{LogAnnualSalary}_i = \beta_1 \text{Male}_i + \beta_2 \text{Controls}_i + \epsilon_i
\]

The report recommends to execute three different linear regressions: the first with no controls at all, regressing salary only on the male-female gender dummy (and therefore calculating the approximate overall percentage pay gap between men and women – the ‘unadjusted’ pay gap); the second with the addition of variables related to employee characteristics like highest
### Annual Salary Log Annual Salary Male

<table>
<thead>
<tr>
<th></th>
<th>Annual Salary</th>
<th>Log Annual Salary</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>20309.00</td>
<td>20309.00</td>
<td>20309.00</td>
</tr>
<tr>
<td>mean</td>
<td>89514.84</td>
<td>11.35</td>
<td>0.80</td>
</tr>
<tr>
<td>std</td>
<td>22067.19</td>
<td>0.42</td>
<td>0.40</td>
</tr>
<tr>
<td>min</td>
<td>3120.00</td>
<td>8.05</td>
<td>0.00</td>
</tr>
<tr>
<td>max</td>
<td>151026.00</td>
<td>11.93</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th>average</th>
<th>median</th>
<th>len</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual Salary</td>
<td>Annual Salary</td>
<td>Annual Salary</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>79790.83</td>
<td>84054.00</td>
<td>4163.00</td>
</tr>
<tr>
<td>male</td>
<td>92022.03</td>
<td>91338.00</td>
<td>16146.00</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Job Title</th>
<th>Gender</th>
<th>average</th>
<th>len</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADMINISTRATIVE ASST II</td>
<td>female</td>
<td>67908.82</td>
<td>102.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>61292.00</td>
<td>9.00</td>
</tr>
<tr>
<td>AVIATION SECURITY OFFICER</td>
<td>female</td>
<td>73178.00</td>
<td>42.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>73126.63</td>
<td>149.00</td>
</tr>
<tr>
<td>CAPTAIN-EMT</td>
<td>female</td>
<td>146538.00</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>147328.84</td>
<td>160.00</td>
</tr>
<tr>
<td>CONSTRUCTION LABORER</td>
<td>female</td>
<td>92352.00</td>
<td>54.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>92352.00</td>
<td>337.00</td>
</tr>
<tr>
<td>DETENTION AIDE</td>
<td>female</td>
<td>71730.48</td>
<td>50.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>69382.60</td>
<td>131.00</td>
</tr>
<tr>
<td>ELECTRICAL MECHANIC</td>
<td>female</td>
<td>104000.00</td>
<td>12.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>104000.00</td>
<td>194.00</td>
</tr>
<tr>
<td>FIRE ENGINEER-EMT</td>
<td>female</td>
<td>113901.86</td>
<td>14.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>114411.09</td>
<td>344.00</td>
</tr>
<tr>
<td>FIREFIGHTER</td>
<td>female</td>
<td>102326.00</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>102630.77</td>
<td>217.00</td>
</tr>
</tbody>
</table>

(c)

Figure 6.3: Summary table (a), pivot table (b), and average salaries of men and women employed in the different job titles (c) for the Chicago dataset.

education, years of experience, and performance evaluation scores; the third including all the possible controls (and finally estimating the ‘adjusted’ pay gap). Due to the lack of attributes, we performed only two linear regressions: the first with no controls and the second including Job Title, Department, and Status.

The results are shown in Figure 6.4: a coefficient of 0.242 on the male-female dummy variable means there is approximately 24.2% ‘unadjusted’
pay gap (therefore, men on average earn 24.2% more than women), but adding to the model all of the controls available in the data the coefficient value shrinks to 0.4% and becomes no longer statistically significant. In this case, we say there is no evidence of a systematic gender pay gap on an ‘adjusted’ basis, after controlling for observable differences between male and female workers, and the big discrepancy between the coefficient values is due to the overrepresentation of men in higher-paying roles and their underrepresentation in lower-paying jobs.

6.1.4 FAIR-DB

FAIR-DB is a tool based on functional dependencies, as already described in Section 5.2, and it operates by following the workflow shown in Figure 5.1.

- **Data preparation and exploration**: this phase is mostly covered by Section 6.1.2. In addition to the preprocessing techniques applied before, we had to deal with the discretization of Annual Salary values, since numbers are not really useful in estimating correlations between attributes (functional dependencies might otherwise involve really specific income values, and minimal differences among those values would not be perceived by the instrument, making it extremely difficult to detect occurrences and generate rules accordingly). We decided to create 2 interval levels (or bins) splitting Annual Salary values in \( \leq 90K \) and \( > 90K \) and generating a new Annual Salary Bin attribute to store this information, by following the approach presented...
Annual Salary Bin represents our target attribute, while Gender is our protected attribute. The choice of 90K as threshold was made by looking at the Annual Salary values distribution, shown in Figure 6.1.

The histogram of Figure 6.5 shows instead the distribution of the Annual Salary of employees over their Gender attribute, and it is particularly useful because it provides a preliminary visual representation of the discrepancy between the number of male and female employees belonging to the same bin, highlighting the fact that, although the amount of people earning more than $90,000 is larger, there are many more women in the least profitable group.

Lastly, we performed a new data reduction operation by removing from the dataset the attributes Name and Annual Salary, not relevant anymore for our analysis, since the tool makes use of the Annual Salary Bin variable.

- ACFD Discovery and filtering: as specified in Section 5.2, this phase makes use of the ACFD Discovery algorithm, presented in [41]. The authors of the algorithm made available a compute capsule on Code Ocean\footnote{Available at: \url{https://codeocean.com/capsule/6146641/tree}.}, which works basically as a Web-based application, allowing the user to upload a CSV file (in our case, we exported and uploaded the
modified Chicago dataset), set the values of the required parameters
(minimum support, minimum confidence, maximum antecedent size),
run the algorithm, and download the results in the form of a text file.
The software also allows the choice of different algorithm implementa-
tions to be used to extract the dependencies but, as reported in the
documentation, the default option FD-First-DFS-dfs is generally the
fastest and there are no particular reasons, apart from performances,
to choose one implementation over another one.

Since our dataset does not contain a large amount of attributes, we
decided to keep maximum antecedent size = 2 (meaning that at most 2
variables appear in the LHS of the computed rules). For what concerns
the confidence, its value is computed as the ratio between the frequency
of the dependency over the frequency of the LHS of the rule, and
therefore a minimum confidence = 0.8 seemed to be a reasonable
threshold, since the lower the parameter, the more dependencies are
generated at each round increasing the computational complexity and
making more difficult the subsequent choice of the most interesting
ACFDs. Finally, we had to deal with the choice of a proper minimum
support, which is quite a delicate operation: if it is too high the risk is
to lose information about small groups, if it is too low there could be
too many dependencies to analyze. We set minimum support = 100,
because it is a reasonably low number if compared to the total number
of tuples in the dataset and to the average amount of tuples for each
Job Title value \( \left( \frac{20,309}{35} \approx 580 \right) \).

The text file generated by ACFD Discovery, containing 714 rules, has
to be filtered, since the dependencies detected may not involve the
protected attribute or the target attribute, and there could also be
dependencies in which some attribute values are not specified. The
authors of [5] did not use the compute capsule of ACFD Discovery, and
therefore were able to run the algorithm with an additional parameter,
in order to discard the rules not containing the target attribute and its
value. We balanced the gap by importing the text file, parsing it in
order to extract every rule, and doing the same filtering operation a
posteriori of ACFD Discovery. This operation resulted in a reduction
in the number of dependencies from 714 to 145.

FAIR-DB then proceeds in filtering the rules by following 4 steps:

1. For each dependency, the LHS is separated from the RHS, and
   from both antecedent and consequent every couple 'attribute -
Total number of tuples in df2: 49

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.45</td>
<td>0.85</td>
<td>0.05</td>
<td>NaN</td>
</tr>
<tr>
<td>1</td>
<td>0.03</td>
<td>0.89</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>0.07</td>
<td>0.94</td>
<td>0.13</td>
<td>NaN</td>
</tr>
<tr>
<td>3</td>
<td>0.38</td>
<td>0.83</td>
<td>0.04</td>
<td>NaN</td>
</tr>
<tr>
<td>4</td>
<td>0.08</td>
<td>0.95</td>
<td>0.15</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Figure 6.6: First 5 filtered dependencies with their metrics for the Chicago dataset (2 bins). NaN (Not a Number) means that the p-Difference has not been computed for the specific rule, since the protected attribute is not in the antecedent.

value’ is stored.

2. For each rule, every couple ‘attribute - value’ is checked, and dependencies with missing values are discarded (being AFDs but not ACFDs).

3. A dictionary (that is, an unordered and indexed data structure similar to a list) of the remaining ACFDs is generated. It is made of two fields: ‘lhs’ and ‘rhs’, and each field contains a list of one or more couples ‘attribute - value’.

4. Since each rule of the dictionary contains the target attribute but not necessarily any protected attribute, the dependencies are further parsed in order to satisfy both the criteria.

For the Chicago dataset, the filtering operation resulted in a reduction in the number of dependencies from 145 to 49. For each rule, the metrics support, confidence, difference, and p-Difference, already introduced in Section 3.6 and Section 5.2, are computed, and the first occurrences are displayed in the form of a table, as shown in Figure 6.6.

• ACFD selection: in this phase FAIR-DB selects, among the filtered rules, the most ‘unethical’ according to the group fairness criterion, by looking at the computed metrics. It is worth to briefly recap the meanings behind the measures:
– **Support**: it expresses the percentage of records in the dataset that verifies the dependency – the higher the value, the more tuples are involved.

– **Confidence**: it shows how frequently the dependency is verified knowing that the antecedent is verified – the higher the value, the less approximate is the dependency.

– **Difference**: it indicates how much a dependency is ‘unethical’ – the higher the value, the more unfair is the dependency.

– **p-Difference**: it indicates how much the dependency shows bias paying attention to the specific value of a protected attribute – the higher the value, the more the rule is discriminatory with respect to the specific protected attribute value.

The selection of the most relevant rules takes place automatically, since the algorithm only keeps the dependencies with a difference parameter value higher than a minimum threshold imposed by the user. We decided to set minimum difference $= 0.02$, in order to keep the majority of the unfair dependencies, avoiding unintentionally ignoring some rules that could instead be relevant for us. This operation resulted in a reduction in the number of dependencies from 49 to 10.

After that, the algorithm performs what the authors call **ACFD completion**. Given the selected ACFDs, the framework computes all the possible combinations for each rule over the protected attributes and the target attribute (performing a Cartesian product between the attribute values). Taking as an example rule 0 of Figure 6.6:

$$AnnualSalaryBin =\textgreater 90K \rightarrow Gender =\text{‘} male \text{’}$$

we identify *Annual Salary Bin* as target attribute, whose possible values are $\leq 90K$ and $> 90K$, and *Gender* as protected attribute, whose possible values are male and female. Therefore, the possible combinations for the rule are:

$$AnnualSalaryBin =\textgreater 90K \rightarrow Gender =\text{‘} male \text{’}$$

$$AnnualSalaryBin =\textless 90K \rightarrow Gender =\text{‘} male \text{’}$$

$$AnnualSalaryBin =\textgreater 90K \rightarrow Gender =\text{‘} female \text{’}$$

$$AnnualSalaryBin =\textless 90K \rightarrow Gender =\text{‘} female \text{’}$$

For each newly generated dependency, the evaluation metrics are computed, and a new automatic selection is performed, by keeping the
Number of original CFDs: 10  
Number of combinations rules: 36  
Number of final rules found: 18

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
</table>
| 0    | {'lhs': {'Annual Salary Bin': '> 90K'},  
     'rhs': {'Gender': 'male'}} | 0.45 | 0.85 | 0.05 | NaN  | 0.25 |
| 20   | {'lhs': {'Status': 'F'},  
     'Annual Salary Bin': '> 90K'},  
     'rhs': {'Gender': 'male'}} | 0.45 | 0.85 | 0.04 | NaN  | 0.25 |
| 16   | {'lhs': {'Annual Salary Bin': '> 90K'},  
     'Gender': 'male'},  
     'rhs': {'Salary or Hourly': 'Salary'}} | 0.38 | 0.85 | 0.06 | -0.01 | 0.22 |
| 12   | {'lhs': {'Salary or Hourly': 'Salary'},  
     'Annual Salary Bin': '> 90K'},  
     'rhs': {'Gender': 'male'}} | 0.38 | 0.83 | 0.04 | NaN  | 0.21 |
| 7    | {'lhs': {'Gender': 'female'},  
     'Salary or Hourly': 'Hourly'},  
     'rhs': {'Annual Salary Bin': '<= 90K'}} | 0.03 | 0.89 | 0.24 | 0.24 | 0.14 |

Figure 6.7: First 5 selected and ranked dependencies with their metrics for the Chicago dataset (2 bins).

rules with difference greater than the respective minimum threshold. ACFD completion basically allows the user to study all the domain of the protected attributes and of the target class, and the computation of combinations brings to the surface also small groups that could not be studied otherwise. This operation, for the Chicago dataset, generated 36 dependencies (including the original 10), 18 of which have a difference above the threshold.

- **ACFD ranking**: the dependencies are ranked in descending order of support, difference, or mean, according to the user choice. As already mentioned in Section 5.2, the support option highlights the pervasiveness of the rules, the difference highlights their unethical aspect, and the mean represents the best trade-off between difference and support. Because of that, we decided to adopt the mean as ordering criterion. The resulting table is finally printed, and Figure 6.7 shows the first 5 dependencies (the others are displayed to the user but are omitted here for the sake of brevity).

- **ACFD user selection and scoring**: this last phase requires interaction from the user, who has to select \( N \) interesting dependencies among the ones previously ranked. The system then computes a final scoring outline based on 3 measures:
- **Cumulative support**: percentage of tuples of the dataset involved by the selected ACFDs – the higher the value, the more tuples are involved.

- **Difference mean**: arithmetic mean of all the ‘Difference’ columns of the selected ACFDs. It indicates how much the dataset is ethical according to the chosen rules – the higher the value, the more unfair is the dataset.

- **Protected attribute difference mean**: for each protected attribute, arithmetic mean of the p-Difference measure over all the selected ACFDs. It indicates how much the dataset is ethical over the protected attribute according to the chosen rules – the higher the value, the more the dataset is discriminatory with respect to the specific protected attribute.

For our research, we selected all the dependencies in which the target attribute appears in the RHS of the rule ($N = 6$ out of 18). This choice is due to the fact that the authors did not specify any criteria or suggestion for the manual selection of the rules, and the algorithm does not consider rules in which the protected attribute appears in the RHS as biased with respect to the protected attribute itself, in fact, as can be noticed in Figure 6.7, rules in which the protected attribute is in the RHS have a NaN (not computed) p-Difference value, while the same statistical measure is never NaN when the protected attribute is in the LHS. Other dependencies, in which both target attribute and protected attribute appear in the RHS, are not particularly relevant for us, precisely because none of our variables of interest is functionally dependent upon the other. We further discuss about the impact of this choice in Section 7.3. The chosen ACFDs, together with the final scores, are displayed in Figure 6.8.

Among the chosen dependencies, we can detect a correspondence between rule 7 and rule 4: women paid on an hourly basis tend to earn less than $90K, while men paid on an hourly basis tend to earn more than $90K. These rules are the ones with the highest support (respectively 0.03 and 0.07), and rule 7 is the one with the highest difference value (0.24).

Even though the support is very low – and therefore not many tuples out of the total are involved – it is important to point out that rules 27 and 24 suggest a discriminatory behavior in the subgroup of the AVIATION department, while rules 29 and 30 show that, for what concerns the OEMC department, men seem to be less paid than women. The main reasons for
Number of tuples interested by the rules: 2310
Total number of tuples: 20309
Cumulative Support: 0.114
Difference Mean: 0.094
Gender Difference Mean: 0.094

Total number of ACFDs selected: 6

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>{'lhs': {'Gender': 'female', 'Salary or Hourly': 'Hourly'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.03</td>
<td>0.89</td>
<td>0.24</td>
<td>0.24 0.14</td>
</tr>
<tr>
<td>27</td>
<td>{'lhs': {'Gender': 'female', 'Department': 'AVIATION'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.01</td>
<td>0.92</td>
<td>0.13</td>
<td>0.13 0.07</td>
</tr>
<tr>
<td>4</td>
<td>{'lhs': {'Gender': 'male', 'Salary or Hourly': 'Hourly'}, 'rhs': {'Annual Salary Bin': ' &gt; 90K'}}</td>
<td>0.07</td>
<td>0.41</td>
<td>0.06</td>
<td>0.06 0.06</td>
</tr>
<tr>
<td>29</td>
<td>{'lhs': {'Gender': 'male', 'Department': 'OEMC'}, 'rhs': {'Annual Salary Bin': ' &lt;= 90K'}}</td>
<td>0.01</td>
<td>0.94</td>
<td>0.08</td>
<td>0.08 0.05</td>
</tr>
<tr>
<td>24</td>
<td>{'lhs': {'Gender': 'male', 'Department': 'AVIATION'}, 'rhs': {'Annual Salary Bin': ' &gt; 90K'}}</td>
<td>0.01</td>
<td>0.23</td>
<td>0.03</td>
<td>0.03 0.02</td>
</tr>
<tr>
<td>30</td>
<td>{'lhs': {'Gender': 'female', 'Department': 'OEMC'}, 'rhs': {'Annual Salary Bin': ' &gt; 90K'}}</td>
<td>0.00</td>
<td>0.18</td>
<td>0.03</td>
<td>0.03 0.02</td>
</tr>
</tbody>
</table>

Figure 6.8: Final selected rules and scores for the Chicago dataset (2 bins).

these behaviors are a disproportion, in favor of male employees, in the number of men and women employed in the AVIATION department, and, on the contrary, a disproportion, in favor of female employees, in the number of men and women employed in the OEMC one. Disproportions can cause these situations when, within a dataset and for a specific Job Title value, there are some tuples with income above the threshold for both men and women but, for one of the two genders, the proportion of these tuples with respect to the total is very small compared to the other one. In this dataset, for example, for the OEMC department, the number of male employees earning more than $90K is 9 (out of 147 men employed in OEMC), while the number of female employees earning more than $90K is 73 (out of 414 women employed in OEMC). Although on average both men and women earn less than $90K, the disproportion makes the algorithm perceive a discriminatory behavior toward male employees.

As for the scoring measures, a cumulative support of 0.114 means that
11.4% of the dataset is ‘problematic’ (2,310 tuples out of 20,309), while difference mean and gender difference mean (equal because in our dataset Gender is the only protected attribute) have a value of 0.094 because of the gap between the difference metric values of the selected ACFDs (above 0.1 for rule 27, above 0.2 for rule 7, below 0.1 for the other rules).

To conclude, we can say that the dataset seems to be quite fair with respect to the group fairness criterion, that is the one on which the tool is based, but more than 10% of the tuples show bias. Furthermore, the representation problem is not taken into account, and therefore the tendency of women to be employed in less profitable jobs than men, displayed in Figure 6.2 and Figure 6.5, is ignored.

6.1.5 Ranking Facts

As specified in Section 5.3, Ranking Facts is primarily meant to be a Web-based application with the aim of discovering fairness in a dataset by making use of ranking and providing to the user a collection of visual widgets. However, because of the size of our dataset, we could not use the tool in the form of a Web-based application, and we had to opt for the notebook version.

Before importing the dataset, we had to deal with a further data transformation process, in which we converted our categorical attributes (Job Title, Department, Status, Salary or Hourly) into numerical ones, since the tool can perform ranking only over them. A value of F for the Status attribute was therefore converted to 1, while P was converted to 0. The same holds for Salary or Hourly (Salary = 1, Hourly = 0), while for Job Title and Department numbers from 0 to 35 and from 0 to 20 respectively substituted the original categorical values.

Once imported the dataset, the tool initially plots the distribution of some attributes specified by the user (in our case, we decided to plot the distributions of the Annual Salary and Gender values). While the related distribution graphs are not particularly meaningful, the heatmap generated subsequently provides us with some preliminary information about the attribute correlations. As Figure 6.9 shows, there seems to be a significant correlation between Job Title and Department, but mostly important between Status and Annual Salary, Status and Salary or Hourly, and finally Annual Salary and Salary or Hourly, highlighting the fact that employees paid on an hourly basis and working part-time earn generally less than those paid on a salary basis and working full-time, and most of the part-time workers are also being paid on an hourly basis.
Figure 6.9: Heatmap showing attribute correlations for the Chicago dataset.

The tool then requires the user to specify some attributes to be used for the ranking, together with their weights. The reference formula is:

\[ f(x) = w_1 \times \text{Attribute}_1(x) + \ldots + w_n \times \text{Attribute}_n(x) \]

In our case, the attributes used are Job Title, Department, Status, Salary or Hourly, and Annual Salary, because they are numerical (even though for Job Title and Department the numbering does not have an intrinsic meaning) and none of them is a protected variable. By following the examples provided by the authors of the tool, we decided to set the weights all equal to 1, giving the same importance to each attribute.

By following the widget description list provided in Section 5.3, we now summarize our results.

- **Recipe** and **Ingredients**: the notebook version of the tool unfortunately does not provide any visual representation. As for the recipe, a couple of summary tables display some statistical measures (median, mean, minimum and maximum value) for the 5 attributes used in the ranking, respectively for the top-10 one and overall. These tables are not particularly useful, and neither is the information related to the ingredients, which tells us that the importance of each attribute used for the ranking is effectively equal to 1.

- **Stability**: this parameter explains whether the ranking methodology is robust on the specific dataset in use. Since an unstable ranking is one where slight changes to the data or to the methodology could lead...
to a significant change in the output, the label reports a stability score, as a single number that indicates the extent of the change required for the ranking to change. The stability of the ranking is quantified as the slope of the line that is fit to the score distribution, at the top-10 and overall. A score distribution is unstable if scores of items in adjacent ranks are close to each other ($|\text{slope}| \leq 0.25$), and so a very small change in scores leads to a change in the ranking. The ranking used to analyze the Chicago dataset resulted to be unstable both at top-10 (stability at 0.08) and overall (stability at 0.0), and the score distribution is displayed in Figure 6.10.

- **Fairness**: it quantifies whether the ranked output exhibits statistical parity (group fairness) with respect to one or more protected attributes. The fairness measures adopted are all statistical tests in which the null hypothesis is that the ranking process is fair for the protected group, and whether a result is fair is determined by the computed $p$-value (a ranking is considered unfair when the $p$-value of the corresponding statistical test falls below 0.05).

  - **FA*IR**: the ranking resulted to be *fair for males*, with an approximate $p$-value of 0.99, and *fair for females*, with an approximate $p$-value of 0.32.
  - **Proportion**: the ranking resulted to be *fair for males*, with an approximate $p$-value of 1.0, and *fair for females*, with an
Figure 6.11: Gender diversity widget for the top-10 (a) and overall (b) rankings of the Chicago dataset.

- approximate $p$-value of 0.26.

- **Pairwise:** the ranking resulted to be *fair for males*, with an approximate $p$-value of 0.12, and *fair for females*, with an approximate $p$-value of 0.87.

The results seem therefore to be oriented toward a fair dataset, in accordance with the outcomes of the other tools.

- **Diversity:** it shows diversity with respect to a set of demographic categories of individuals, or a set of categorical attributes of other kinds of items, by displaying the proportion of each category in the top-10 ranked list and overall. Figure 6.11 shows the predominance of the male group over the female one, highlighting again a problem of gender representation.

### 6.2 Case Study 2: San Francisco

#### 6.2.1 Dataset Description

The **San Francisco** dataset we considered includes 357,407 tuples and is made up of 10 attributes, briefly described as follows:

- **Employee Name:** full name of the employee in the form of ‘Name Surname’.
• **Job Title**: categorical variable representing the job title of the employee (e.g., Firefighter). There are 2306 distinct values.

• **Base Pay**: numerical variable describing the annual regular pay for the employee.

• **Overtime Pay**: numerical variable describing the annual overtime pay for the employee.

• **Other Pay**: numerical variable describing other annual pay components for the employee.

• **Benefits**: numerical variable describing the amount of annual benefits for the employee.

• **Total Pay**: numerical variable describing the total annual salary of the employee, benefits excluded ($Base Pay + Overtime Pay + Other Pay$).

• **Total Pay + Benefits**: numerical variable describing the total annual salary of the employee, benefits included ($Base Pay + Overtime Pay + Other Pay + Benefits$).

• **Year**: numerical variable representing the year of reference (the dataset contains data related to the years 2011 to 2019).

• **Status**: binary categorical variable describing whether the employee is employed full-time (FT) or part-time (PT).

### 6.2.2 Data Preprocessing

As for the Chicago case, we operated some **data transformation** processes on the attributes of the San Francisco dataset. Specifically, the columns **Employee Name** and **Total Pay** were renamed respectively to **Name** and **Annual Salary**, and the attribute values for **Status** were transformed from FT and PT to simply F and P, in order to keep the algorithm used for the subsequent bias analysis as simple as possible and have a consistent structure across the datasets in use. We also operated a significant **data cleaning**, by filtering the tuples on the **Year** attribute, and keeping only the ones with **Year** = 2019, since they are the most recent and we want to avoid redundant data across multiple years. This operation resulted in a reduction in the number of tuples from 357,407 to 44,525.

Again, since the original dataset does not contain any gender-related information, we relied on **gender-guesser** to infer the gender of the employees from their **First Name**, by splitting the **Name** attribute and saving the
results in a newly generated Gender attribute. We obtained (out of the total of 44,525 tuples):

- unknown: 5,096 values.
- andy: 1,975 values.
- male: 20,636 values.
- female: 14,283 values.
- mostly_male: 1,153 values.
- mostly_female: 1,382 values.

We then removed, as we did for the Chicago dataset, tuples related to unknown and androgynous names, and we assumed mostly male names to be effectively related to males and mostly female names to be effectively related to females, and therefore we got 21,789 male values and 15,665 female values as a result of this data cleaning process.

We also operated data reduction by removing the Base Pay, Overtime Pay, Other Pay, Benefits, Total Pay & Benefits, Year, and First Name columns, since the information concerning the year became no longer useful and for the purpose of this research we are only interested in the total annual salary of employees.

Finally, we performed a last data cleaning process by removing job titles with less than 100 occurrences.

Our final preprocessed dataset includes 22,996 tuples, of which 13,688 males and 9,308 females, and with 81 distinct Job Title values.

Figure 6.12 shows the Annual Salary values distribution, from which we can observe that the lowest paid jobs are the most common, and the largest group of employees earns less than $50,000. This is due to the fact that, in comparison with the Chicago dataset, the San Francisco one contains many more part-time employees (9,308 out of 22,996 tuples for San Francisco, 639 out of 20,309 tuples for Chicago), and many job titles are monopolized or nearly monopolized by them, such as Pool Lifeguard, School Crossing Guard, or Recreation Leader.

Lastly, Figure 6.13(a) and Figure 6.13(b) display the Cumulative Distribution Function (CDF) of male and female employees, for each Annual Salary value, showing that the higher-paying jobs are done almost exclusively by men. Again, women are more likely than men to earn less, since the curve on the female graph increases more rapidly compared to the male one (representing a higher probability to have a lower income).
6.2.3 The ‘Glassdoor Method’

As for the Chicago case, we started by creating the Log Annual Salary and Male attributes, useful for the statistical analysis. After that, we proceeded in printing the summary and pivot tables, shown respectively in Figure 6.14(a) and Figure 6.14(b). Since men on average are paid $94,370.73 per year, while women on average earn $75,841.50 per year, we got a first estimate of the overall ‘unadjusted’ pay gap of $18,529.23 (19.6% of male pay). Figure 6.14(c) shows the first 8 (out of 81) job titles in alphabetical order, displaying average salaries for men and women and sizes of the samples.

Again, because of the lack of attributes, we could perform only two linear regressions: the first with no controls and the second including Job Title and Status.

The results are shown in Figure 6.15: a coefficient of 0.304 on the male-female dummy variable means there is approximately 30.4% ‘unadjusted’ pay gap (therefore, men on average earn 30.4% more than women), but adding to the model all of the controls available in the data the coefficient value shrinks to −5% and becomes no longer statistically significant. We can conclude that also in this case there is no evidence of a systematic gender pay gap on an ‘adjusted’ basis, after controlling for observable differences between male and female workers, and again the big discrepancy between the coefficient values is due to the overrepresentation of men in higher-paying roles and their underrepresentation in lower-paying jobs.
Figure 6.13: Cumulative distribution function of male (a) and female (b) employees, for each Annual Salary value of the San Francisco dataset.

6.2.4 FAIR-DB

- **Data preparation and exploration**: in addition to the preprocessing techniques applied in Section 6.2.2, we had once again to deal with the discretization of Annual Salary values and the creation of a new Annual Salary Bin attribute. By looking at the graph displayed in
<table>
<thead>
<tr>
<th>Annual Salary</th>
<th>Log Annual Salary</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>22996.00</td>
<td>22996.00</td>
</tr>
<tr>
<td>mean</td>
<td>86870.73</td>
<td>10.62</td>
</tr>
<tr>
<td>std</td>
<td>62399.93</td>
<td>0.60</td>
</tr>
<tr>
<td>min</td>
<td>0.01</td>
<td>0.49</td>
</tr>
<tr>
<td>max</td>
<td>417152.63</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Gender</th>
<th>Annual Salary</th>
<th>Annual Salary</th>
<th>Annual Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average</td>
<td>median</td>
<td>len</td>
</tr>
<tr>
<td>female</td>
<td>75841.50</td>
<td>71100.98</td>
<td>9308.00</td>
</tr>
<tr>
<td>male</td>
<td>94370.73</td>
<td>94133.26</td>
<td>13688.00</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Job Title</th>
<th>Gender</th>
<th>Annual Salary</th>
<th>Annual Salary</th>
<th>Annual Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative Analyst</td>
<td>female</td>
<td>83282.16</td>
<td>89.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>81709.54</td>
<td>102.00</td>
<td></td>
</tr>
<tr>
<td>Assistant Engineer</td>
<td>female</td>
<td>99238.61</td>
<td>63.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>103185.83</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>Assoc Engineer</td>
<td>female</td>
<td>123409.06</td>
<td>46.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>125359.07</td>
<td>123.00</td>
<td></td>
</tr>
<tr>
<td>Attorney (Civil/Criminal)</td>
<td>female</td>
<td>154766.46</td>
<td>190.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>162993.18</td>
<td>199.00</td>
<td></td>
</tr>
<tr>
<td>Automotive Mechanic</td>
<td>female</td>
<td>96526.73</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>98182.72</td>
<td>159.00</td>
<td></td>
</tr>
<tr>
<td>Automotive Service Worker</td>
<td>female</td>
<td>94050.96</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>77288.95</td>
<td>123.00</td>
<td></td>
</tr>
<tr>
<td>Behavioral Health Clinician</td>
<td>female</td>
<td>77599.23</td>
<td>123.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>81235.70</td>
<td>33.00</td>
<td></td>
</tr>
<tr>
<td>Camp Assistant</td>
<td>female</td>
<td>3897.82</td>
<td>60.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>male</td>
<td>3949.49</td>
<td>48.00</td>
<td></td>
</tr>
</tbody>
</table>

(c)

Figure 6.14: Summary table (a), pivot table (b), and average salaries of men and women employed in the different job titles (c) for the San Francisco dataset.

Figure 6.12, we decided to keep 90K as threshold value, and therefore to use the same bins (≤ 90K and > 90K) used for the Chicago case.

The histogram of Figure 6.16 shows the distribution of the Annual Salary of employees over their Gender attribute. As we can notice, although the number of male and female employees belonging to the ≤ 90K bin is comparable, almost 2/3 of the employees belonging to the > 90K bin are men.
<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>0.304</td>
<td>-0.050</td>
</tr>
<tr>
<td>Job Title</td>
<td></td>
<td>0.108</td>
</tr>
<tr>
<td>Status</td>
<td></td>
<td>0.349</td>
</tr>
<tr>
<td>Constant</td>
<td>10.443</td>
<td>11.618</td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Job Title</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>- Status</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>22996</td>
<td>22996</td>
</tr>
<tr>
<td>R^2</td>
<td>0.005</td>
<td>0.476</td>
</tr>
</tbody>
</table>

**Dependent Variable: Log Annual Salary**

Figure 6.15: Regression results for the San Francisco dataset.

![Distribution of Annual Salary over Gender](image)

**Figure 6.16: Distribution of the Annual Salary values for the San Francisco dataset (2 bins).**

Lastly, we performed a new **data reduction** operation by removing from the dataset the attributes *Name* and *Annual Salary*, since the tool makes use of the *Annual Salary Bin* variable.

- **ACFD Discovery and filtering**: we used the compute capsule of the *ACFD Discovery* algorithm as we did for the Chicago case, and we decided to keep the same parameter values: *maximum antecedent size = 2* because the dataset does not contain many attributes, *minimum confidence = 0.8* to generate not too high a number of dependencies, and
minimum support = 100 because it is a reasonably low number if compared to the total number of tuples in the dataset and to the average amount of tuples for each Job Title value (\( \frac{22,906}{81} \approx 284 \)).

The text file generated by ACFD Discovery, containing 586 dependencies, was then imported, parsed, and filtered in order to discard the rules not containing the target attribute and its value. This operation resulted in a reduction in the number of dependencies from 586 to 220. The automatic filtering operations performed by FAIR-DB further reduced this number from 220 to 61.

• ACFD selection: as for the previous phase, we decided to maintain the same value for the only parameter required by ACFD selection, and therefore we set minimum difference = 0.02 in order to keep the majority of the unfair dependencies. The first automatic selection resulted in a reduction in the number of dependencies from 61 to 10. The subsequent ACFD completion and further selection generated 36 dependencies (including the original 10), 16 of which have a difference above the threshold.

• ACFD ranking: Figure 6.17 shows the first 5 dependencies, ranked according to the mean (the others are displayed to the user but are omitted here for the sake of brevity).

• ACFD user selection and scoring: for the reasons already specified in Section 6.1.4, we selected all the dependencies in which the target attribute appears in the RHS of the rule (\( N = 10 \) out of 16). The chosen ACFDs, together with the final scores, are displayed in Figure 6.18.

Among the chosen dependencies, we can detect a correspondence between rule 1 and rule 2: apparently, female part-time workers tend to earn more than $90K, while male part-time workers tend to earn less than $90K. These rules are the ones with the highest support (respectively 0.19 and 0.02). By looking at the average salaries of men and women employed in the different job titles, we found a few reasons for this behavior: first of all, in general there are many more part-time female employees out of the total number of women in the dataset, in comparison to men (4,162 out of 9,308 tuples for women, 4,606 out of 13,688 tuples for men); secondly, there are some typically masculine jobs (e.g., Automotive Mechanic, Electronic Maintenance Tech, Stationary Engineer) in which just a few women are employed, as full-time workers, while men are much more numerous and spread among full-time and part-time positions, and for these jobs the part-time income is on average
Number of original CFDs: 10  
Number of combinations rules: 36  
Number of final rules found: 16  

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.30</td>
<td>0.96</td>
<td>0.36</td>
<td>0.04</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.13</td>
<td>0.84</td>
<td>0.24</td>
<td>-0.08</td>
<td>0.18</td>
</tr>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.93</td>
<td>0.03</td>
<td>0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>32</td>
<td>0.03</td>
<td>0.86</td>
<td>0.06</td>
<td>NaN</td>
<td>0.05</td>
</tr>
<tr>
<td>19</td>
<td>0.00</td>
<td>0.17</td>
<td>0.09</td>
<td>0.09</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Figure 6.17: First 5 selected and ranked dependencies with their metrics for the San Francisco dataset (2 bins).

lower than the threshold. On the contrary, there are some typically feminine jobs (e.g., Medical Evaluations Assistant, Nurse Practitioner, Registered Nurse) in which just a few men are employed, as full-time workers, while women are much more numerous and spread among full-time and part-time positions, and for these jobs the part-time income is on average higher than the threshold.

Even though the support is very low – and therefore not many tuples out of the total are involved – it is important to point out that rules 19 and 16 suggest a discriminatory behavior in the subgroup of the Assoc Engineer job title in favor of men (with the highest difference value for rule 19), and the same holds for rules 23 and 20 in the subgroup of assistant engineers. The main reason for these behaviors is a disproportion, in favor of male employees, in the number of men and women employed in these profitable professions.

Although the complementary rules have not been selected because of a low difference value, rule 12 shows that male registered nurses earn more than the threshold, and rule 11 shows that, for what concerns parking control officers, women tend to have an income lower than $90K. Finally, rules 25 and 26 show that, for the HSA Sr Eligibility Worker job title, men seem to be less paid than women.

As for the scoring measures, a cumulative support of 0.243 means that
Number of tuples interested by the rules: 5596
Total number of tuples: 22996

Cumulative Support: 0.243
Difference Mean: 0.037
Gender - Difference Mean: 0.037

Total number of ACFDs selected: 10

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.93</td>
<td>0.03</td>
<td>0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>19</td>
<td>0.00</td>
<td>0.17</td>
<td>0.09</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>25</td>
<td>0.00</td>
<td>0.92</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.92</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>16</td>
<td>0.02</td>
<td>0.12</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>23</td>
<td>0.01</td>
<td>0.95</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>12</td>
<td>0.00</td>
<td>0.16</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>11</td>
<td>0.01</td>
<td>0.89</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>20</td>
<td>0.00</td>
<td>0.82</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>26</td>
<td>0.00</td>
<td>0.90</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 6.18: Final selected rules and scores for the San Francisco dataset (2 bins).

24.3% of the dataset is ‘problematic’ (5,596 tuples out of 22,996), while difference mean and gender difference mean have a value of 0.037 because each rule has a quite low value for the difference metric (below 0.1).

To conclude, we can say that the dataset seems to be quite fair with respect to the group fairness criterion, because even if almost 25% of the tuples seem to be biased, each rule has a low value both for the difference
6.2.5 Ranking Facts

As for the Chicago case, because of the size of our dataset, we could not use Ranking Facts in the form of a Web-based application, and we had to opt for the notebook version. Before importing the dataset, we operated a data transformation process, in which the categorical attributes Job Title and Status were converted into numerical ones.

Figure 6.19 shows the heatmap related to our dataset, and it suggests a really strong correlation between the attributes Status and Annual Salary, highlighting the fact that part-time employees tend to earn less than full-time employees.

Because of the lack of attributes, we could only use Job Title, Status, and Annual Salary as ranking parameters, all with a weight of 1 as done in the Chicago case and by following the examples provided by the authors.

The following list summarizes our results by following the widget descrip-
Recipe and Ingredients: as for the Chicago case, these widgets did not provide us any particularly useful information. For the sake of completeness, we just report that the importance of each attribute used for the ranking is effectively equal to 1.

Stability: our ranking resulted to be unstable both at top-10 (stability at 0.07) and overall (stability at 0.0). The score distribution is displayed in Figure 6.20.

Fairness: recalling the fact that, for the statistical measures adopted, a ranking is considered unfair when the $p$-value of the corresponding test falls below 0.05, we now recapitulate our fairness results:

- **FA*IR**: the ranking resulted to be *fair for males*, with an approximate $p$-value of 1.0, and *unfair for females*, with an approximate $p$-value of 0.0.
- **Proportion**: the ranking resulted to be *fair for males*, with an approximate $p$-value of 1.0, and *unfair for females*, with an approximate $p$-value of 0.0.
- **Pairwise**: the ranking resulted to be *fair for males*, with an approximate $p$-value of 1.0, and *unfair for females*, with an approximate $p$-value of 0.0.

Figure 6.20: Score distribution of the ranking for the San Francisco dataset.
The results seem to be oriented toward a biased dataset in favor of men, in contrast with the generally fair outcomes of the other tools. Following an analysis of the code and some tests, we then concluded that the proportion of women in the top-\(k\) is effectively very low, even bringing \(k\) from the standard value used in the algorithm (100) to 1000.

- **Diversity**: Figure 6.21 shows the predominance of the male group over the female one, especially in the top-10 ranking, highlighting again a problem of gender representation.

### 6.3 Other Design Choices

The aim of this section is to document in a technical way some experiments made on the datasets previously analyzed – Chicago and San Francisco – in which different design decisions were taken. It is worth to emphasize once more the importance of human choices behind computer systems, in particular when dealing with sensitive concepts such as fairness, and we believe that by looking at the impact of other design decisions we can get a broader perspective on how the tools should be used. Because of the technical nature of this chapter, the socio-ethical impact of these choices, as well as the impact of other ones not mentioned in this section, are not discussed here but in Chapter 7.
6.3.1 Part-Time Employees Removal

One of the first design choices we had to deal with was concerning part-time employees. The Glassdoor report [12] indeed recommends to only include full-time employees in the gender pay gap analysis (or in case of equal amounts of full-time and part-time employees to conduct two separate analyses) because of the big differences between full-time and part-time workers in the labor market. We initially decided to exclude part-time employees from the datasets, by removing their tuples and subsequently also the Status attribute. This choice resulted to be penalizing in both our case studies for different reasons:

- **Chicago**: for the preprocessed dataset, the number of male employees decreased from 16,146 to 15,880 (−1.65%), while the number of female employees decreased from 4,163 to 3,790 (−8.96%). Even though the reduction in the number of tuples is not excessive, most of the records removed are related to women, already underrepresented when compared to the number of men.

- **San Francisco**: for the preprocessed dataset, the number of male employees decreased from 13,688 to 9,082 (−33.65%), while the number of female employees decreased from 9,308 to 4,696 (−49.55%). Even if the number of male and female employees removed is similar, we found the removal of 9,308 tuples from the dataset to have too much impact on the dataset itself.

Furthermore, it is important to note that the Glassdoor report is meant to be a guide for HR practitioners in analyzing the internal gender gap of a company, while we are performing our analysis not on a company but on public employees of different sectors. Lastly, the removal of the Status variable further penalizes datasets already characterized by a low number of attributes, making it more difficult to get concrete results from the tools. Because of these reasons, we decided to include again part-time employees in the datasets and to proceed in our analysis as discussed before.

6.3.2 FAIR-DB: Discretization Using More Bins

For both the Chicago and the San Francisco datasets, we decided to conduct a FAIR-DB analysis using more than just 2 bins. Therefore, we split the Annual Salary values in 8 different interval levels (the K specification is implied): 0-39, 40-59, 60-79, 80-99, 100-119, 120-139, 140+.
Figure 6.22: Distribution of the Annual Salary values for the Chicago dataset (8 bins).

We now briefly summarize our results, without going too much into the details of the algorithm but describing the most relevant differences in comparison with the 2-bin analysis.

- **Chicago**: the preprocessed dataset is the same used for the 2-bin analysis, with 20,309 tuples of which 16,146 males and 4,163 females. The histogram of Figure 6.22 shows the distribution of the Annual Salary of employees over their Gender attribute. As we can notice, most women are concentrated in the 80-99 bin, which is the most numerous overall, but the proportion between men and women in lower bins is unbalanced: more than 50% of the employees in the 0-39 bin are females, even though women represent about $\frac{1}{5}$ of the population of the dataset.

Since the dataset is the same as that used for the 2-bin analysis, we ran the ACFD Discovery algorithm keeping the same parameter values: \textit{maximum antecedent size} = 2, \textit{minimum confidence} = 0.8, and \textit{minimum support} = 100. The algorithm generated 759 dependencies, and the number shrank to 193 when we filtered the results keeping only the rules containing the target attribute and its value. The automatic filtering operations performed by FAIR-DB further reduced this number from 193 to 64.

We decided to keep \textit{minimum difference} = 0.02 during the ACFD selection phase, in order to be able to compare the results of the two
analyses and evaluate the impact of the different discretization processes performed. The first automatic selection resulted in a reduction in the number of dependencies from 64 to 28. The subsequent ACFD completion and further selection generated 172 dependencies (including the original 28), 66 of which have a difference above the threshold.

Lastly, we applied the same criterion used in the previous cases for manually choosing the rules (target attribute in the RHS). Unfortunately, we only got \( N = 2 \) out of 66 dependencies. The chosen ACFDs, together with the final scores, are displayed in Figure 6.23.

As we can see, both rules refer to the ADMINISTRATIVE ASST II job title, and they suggest a discriminatory behavior in favor of women, who seem to be more paid for this specific role (even though the support of 0.0 indicates a really low percentage of tuples involved). This situation did not show up in the 2-bin analysis, because even if apparently there is a gap between salaries of men and women, all the incomes fall below the threshold of $90K, and therefore no dependency could have been generated. On the other side, the discriminatory behaviors detected in the 2-bin analysis, related to the AVIATION and OEMC departments, and to female employees paid on an hourly basis, were not detected here, presumably because the Annual Salary values reside all in the 80-99 bin.

- **San Francisco**: the preprocessed dataset is the same used for the 2-bin analysis, with 22,996 tuples of which 13,688 males and 9,308 females.
The histogram of Figure 6.24 shows the distribution of the Annual Salary of employees over their Gender attribute. We can see that the ratio of the number of men to women tends to increase: in lower bins there is a balanced proportion of male and female employees, while for higher-paying jobs men are much more numerous than women.

Again, we kept maximum antecedent size = 2, minimum confidence = 0.8, and minimum support = 100 for ACFD Discovery. The algorithm generated 465 dependencies, and the number shrank to 144 when we filtered the results keeping only the rules containing the target attribute and its value. The automatic filtering operations performed by FAIR-DB further reduced this number from 144 to 40.

By keeping minimum difference = 0.02, the first automatic ACFD selection resulted in a reduction in the number of dependencies from 40 to 20. The subsequent ACFD completion and further selection generated 154 dependencies (including the original 20), 62 of which with a difference above the threshold.

At the end, we got $N = 6$ out of 62 dependencies in the ACFD user selection phase. The chosen ACFDs, together with the final scores, are displayed in Figure 6.25.

The 6 final rules obtained are quite peculiar because they refer just to 2 different job titles. For what concerns junior clerks, men seem to
Number of tuples interested by the rules: 227
Total number of tuples: 22996

Cumulative Support: 0.010
Difference Mean: 0.037
Gender - Difference Mean: 0.037

Total number of ACFDs selected: 6

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>0.00</td>
<td>0.14</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>40</td>
<td>0.00</td>
<td>0.15</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>32</td>
<td>0.00</td>
<td>0.92</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>43</td>
<td>0.00</td>
<td>0.89</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>53</td>
<td>0.00</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>54</td>
<td>0.00</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 6.25: Final selected rules and scores for the San Francisco dataset (8 bins).

be less paid than women. For the Engineer job title instead, women tend to earn less, and their incomes vary widely, since they fall within 3 different interval levels (0-39, 40-59, 120-139), while male engineers are paid more than $140K. As for the Chicago case, the 2-bin analysis could not detect any of these discriminatory behaviors, because in the former case the salary values are all lower than the threshold, while in the latter case the presence of female engineers earning between $120K and $139K ‘balanced’ the gap, eluding the algorithm. For the same reasons, none of the discriminatory behaviors detected through the 2-bin analysis has been observed here.

6.3.3 FAIR-DB: Choice of Different Dependencies

As already specified, the ACFD user selection phase of the FAIR-DB framework is a delicate step, because the user needs to manually select $N$ among all the dependencies for the subsequent scoring and calculation of the metrics.
In Section 6.1.4 we clarified the reasons why we decided to always keep rules in which the target attribute is in the RHS. However, during our first experiments, we tried to select all the dependencies, in order to check the impact of the user choices on the final results. The experiments were conducted on the same preprocessed datasets, and using the same parameter values; the only difference is indeed the selection of every rule instead of just some of them. The following results refer to the 8-bin analysis:

- **Chicago**: by selecting all 66 dependencies, we got a cumulative support of 0.856, meaning that 85.6% of the dataset is ‘problematic’ (17,384 tuples out of 20,309). The difference mean value is 0.153, while the gender difference mean is equal to 0.071. The measures have different values because for most rules (of which all with the target attribute in the LHS) the p-Difference is NaN, while the difference is not.

- **San Francisco**: by selecting all 62 dependencies, we got a cumulative support of 0.925, meaning that 92.5% of the dataset is ‘problematic’ (21,279 tuples out of 22,996). The difference mean value is 0.153, while the gender difference mean is equal to 0.003.

We can conclude that the user choices in this phase strongly impact the final outcomes, since a dataset results to be fair or not depending on the selected rules. In both our cases, the gap is huge: for Chicago the percentage of ‘problematic’ tuples shifted from 0.4% (as we can see from the cumulative support in Figure 6.23) to 85.6%, while for San Francisco the same percentage shifted from 1% (Figure 6.25) to 92.5%.

### 6.3.4 Grouping of Job Titles

Another recommendation from the Glassdoor report [12] is the one of grouping together similar job titles, because having too many unique roles with just a few workers in each could make the analysis less reliable. Therefore, we decided to test our tools on a slightly different version of the Chicago dataset, in which the data preprocessing phase consists of one more step: a **generalization** of the *Job Title* values. We opted for the Chicago dataset instead of the San Francisco one mostly because a certain degree of precision is required in classifying job titles, and since the classification has to be performed manually we preferred to deal with 35 distinct *Job Title* values rather than 81. In order to group job titles in a sensible way, we relied on a document published by the Equality Commission for Northern Ireland in 2013 [23]. Even though the document refers to Northern Ireland, it provides an exhaustive list of thousands of different job titles, together
with a few introductory sections on how to use the index, and we found useful to rely on these guidelines in grouping the job titles of our dataset. The document, based on the Standard Occupational Classification 2010 (SOC2010) – a common classification of occupational information for the U.K. – distinguishes between 9 different major groups:

1. Managers and senior officials
2. Professional occupations
3. Associate professional and technical occupations
4. Administrative and secretarial occupations
5. Skilled trades occupations
6. Personal service occupations
7. Sales and customer service occupations
8. Process, plant and machine operatives
9. Elementary occupations

The index then provides correspondences between each job title and the major group to which it belongs. Figure 6.26 shows the correspondences between our job titles and the related major groups, together with the index entries of reference. It is worth to mention that we decided to overwrite the previous Job Title values with the corresponding major group numbers, transforming the categorical attribute into numeric.

We now provide the results of the analysis of the modified dataset:

- **The ‘Glassdoor Method’**: we detected a bigger gap (in favor of men) in the average salaries of male and female employees for a few Job Title values. In particular, the most significant differences are related to job title 2 (professional occupations), in which the average income for men is $102,539.79 while for women is $73,827.52, and job title 6 (personal service occupations), in which the average income for men is $75,868.14 while for women is $42,134.53.

These differences slightly impacted the Male coefficient of the ‘adjusted’ pay gap, bringing its value from 0.004 (standard Chicago dataset) to 0.034, meaning that men on average earn 3.4% more than women. The result, however, remains not statistically significant, and we cannot infer the presence of a systematic gender pay gap.
<table>
<thead>
<tr>
<th>Job Title</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative Asst II</td>
<td>4</td>
</tr>
<tr>
<td>Aviation Security Officer</td>
<td>9</td>
</tr>
<tr>
<td>Captain-EMT</td>
<td>1</td>
</tr>
<tr>
<td>Construction Laborer</td>
<td>9</td>
</tr>
<tr>
<td>Detention Aide</td>
<td>6</td>
</tr>
<tr>
<td>Electrical Mechanic</td>
<td>5</td>
</tr>
<tr>
<td>Fire Engineer-EMT</td>
<td>3</td>
</tr>
<tr>
<td>Firefighter</td>
<td>3</td>
</tr>
<tr>
<td>Firefighter-EMT</td>
<td>3</td>
</tr>
<tr>
<td>Firefighter (Recruit)</td>
<td>3</td>
</tr>
<tr>
<td>Firefighter/Paramedic</td>
<td>3</td>
</tr>
<tr>
<td>Foster Grandparent</td>
<td>6</td>
</tr>
<tr>
<td>General Laborer - DSS</td>
<td>9</td>
</tr>
<tr>
<td>Hoisting Engineer</td>
<td>5</td>
</tr>
<tr>
<td>Librarian I</td>
<td>2</td>
</tr>
<tr>
<td>Library Page</td>
<td>4</td>
</tr>
<tr>
<td>Lieutenant</td>
<td>1</td>
</tr>
<tr>
<td>Lieutenant-EMT</td>
<td>1</td>
</tr>
<tr>
<td>Machinist (Automotive)</td>
<td>8</td>
</tr>
<tr>
<td>Motor Truck Driver</td>
<td>8</td>
</tr>
<tr>
<td>Operating Engineer-Group A</td>
<td>2</td>
</tr>
<tr>
<td>Operating Engineer-Group C</td>
<td>2</td>
</tr>
<tr>
<td>Paramedic</td>
<td>3</td>
</tr>
<tr>
<td>Paramedic I/C</td>
<td>3</td>
</tr>
<tr>
<td>Plumber</td>
<td>5</td>
</tr>
<tr>
<td>Police Communications Operator I</td>
<td>4</td>
</tr>
<tr>
<td>Police Communications Operator II</td>
<td>4</td>
</tr>
<tr>
<td>Police Officer</td>
<td>3</td>
</tr>
<tr>
<td>Police Officer (Assigned as Detective)</td>
<td>3</td>
</tr>
<tr>
<td>Police Officer (Assigned as Evidence Technician)</td>
<td>3</td>
</tr>
<tr>
<td>Police Officer / FLD Trng Officer</td>
<td>3</td>
</tr>
<tr>
<td>Pool Motor Truck Driver</td>
<td>8</td>
</tr>
<tr>
<td>Sanitation Laborer</td>
<td>6</td>
</tr>
<tr>
<td>Sergeant</td>
<td>3</td>
</tr>
<tr>
<td>Traffic Control Aide-Hourly</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 6.26: Correspondences between Job Title values for the Chicago dataset and related major groups, together with index entries of reference.

- **FAIR-DB**: we conducted a 2-bin analysis with the usual $90K threshold, keeping the same parameter values used in previous scenarios and applying the same criterion for the manual selection of the rules (target attribute in the RHS).

  ACFD Discovery detected 547 dependencies, whose number shrank to 122 when we filtered the results keeping only the rules containing the target attribute and its value. The automatic filtering operations performed by FAIR-DB further reduced this number from 122 to 38.
The first automatic ACFD selection resulted in a reduction in the number of dependencies from 38 to 18, while the subsequent ACFD completion and further selection generated 68 dependencies (including the original 18), 31 of which with a difference above the threshold.

At the end, we got $N = 10$ out of 31 dependencies in the ACFD user selection phase. The chosen ACFDs, together with the final scores, are displayed in Figure 6.27.

As we can see, the algorithm detected the same dependencies of the standard Chicago case, with the introduction of 4 more rules, 2 of which related to job title 2 (professional occupations), already observed as problematic in the ‘Glassdoor Method’ analysis. The other dependencies, not related to each other, suggest that females employed in job title 8 (process, plant and machine operatives) tend to earn less than $90K$, and the same holds for males employed in job title 4 (administrative and secretarial occupations).

The cumulative support is obviously higher than the one of the standard Chicago scenario, because the same rules have been detected, together with 4 more dependencies involving other tuples. The increment however is not significantly impactful on the results (from 11.4% to 12% of the dataset marked as ‘problematic’).

- **Ranking Facts**: the generalization process performed on the *Job Title* attribute did not have an impact on the number of tuples of the dataset, and therefore we still had to rely on the notebook version. The impact on the heatmap was also minimal, and we avoid to report it here because no new significant correlations between attributes were highlighted. We used the same attributes and weights of the standard Chicago case for the ranking (*Job Title, Department, Status, Salary or Hourly, Annual Salary*), and the results are summarized as follows:

  - **Recipe and Ingredients**: no particularly useful information from these widgets. As done before, we just report that the importance of each attribute used for the ranking is effectively equal to 1.

  - **Stability**: as for the standard Chicago case, the ranking resulted to be unstable both at top-10 (stability at 0.05) and overall (stability at 0.0).

  - **Fairness**: the statistical measures adopted provided us with the following results:
Number of tuples interested by the rules: 2442
Total number of tuples: 20309

Cumulative Support: 0.120
Difference Mean: 0.148
Gender - Difference Mean: 0.148

Total number of ACFDs selected: 10

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>0.00</td>
<td>0.89</td>
<td>0.62</td>
<td>0.62</td>
<td>0.31</td>
</tr>
<tr>
<td>7</td>
<td>0.03</td>
<td>0.89</td>
<td>0.24</td>
<td>0.24</td>
<td>0.14</td>
</tr>
<tr>
<td>44</td>
<td>0.02</td>
<td>0.88</td>
<td>0.15</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>27</td>
<td>0.01</td>
<td>0.92</td>
<td>0.13</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>0.07</td>
<td>0.41</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>39</td>
<td>0.01</td>
<td>0.99</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>29</td>
<td>0.01</td>
<td>0.94</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>41</td>
<td>0.01</td>
<td>0.93</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>24</td>
<td>0.01</td>
<td>0.23</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>30</td>
<td>0.00</td>
<td>0.18</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Figure 6.27: Final selected rules and scores for the Chicago dataset with grouped job titles (2 bins).

* **FA*IR**: the ranking resulted to be *unfair for males*, with an approximate *p*-value of 0.03, and *fair for females*, with an approximate *p*-value of 1.0.

* **Proportion**: the ranking resulted to be *unfair for males*, with an approximate *p*-value of 0.05, and *fair for females*, with an approximate *p*-value of 0.99.
Figure 6.28: Gender diversity widget for the top-10 (a) and overall (b) rankings of the Chicago dataset with grouped job titles.

* **Pairwise**: the ranking resulted to be unfair for males, with an approximate $p$-value of 0.01, and fair for females, with an approximate $p$-value of 0.97.

In contrast to the standard Chicago case and the outcomes of the other tools, the results seem to be oriented toward an unfair dataset, biased in favor of women. We have not been able to fully understand the reasons for this overturning of the outcomes: we suspect there may be a connection with the reduction of granularity due to the grouping, or with the fact that job titles are grouped but departments are not. Excluding the Job Title attribute from the recipe, we have again obtained results comparable to the standard Chicago case (ranking fair for both males and females, for each metric), so we can conclude that even though for the Job Title attribute the numbering does not have an intrinsic meaning (being just a conversion of a categorical variable), it may have a significant impact on the results.

– **Diversity**: Figure 6.28 shows the Gender diversity widget for the top-10 and overall rankings. As we can notice, even though there is still a predominance of the male group over the female one, in the top-10 ranking women seem to be slightly more represented than in the standard Chicago case.
6.3.5 Voluntary Introduction of Bias

In order to test the tools on a clearly biased dataset, we decided to modify the Chicago one by halving the Annual Salary value of female employees. This kind of operations generates a synthetic dataset, that is, a dataset containing fake data, not reflecting the real world in which we live. In other words, from the tools perspective, modifying the dataset means modifying the reality, and even if this consideration is applicable to every operation performed on data, in this specific context the original dataset undergoes such an impactful change that it becomes, as mentioned before, synthetic. Recalling the concepts discussed in Chapter 2, we can say we voluntarily introduced some technical bias with the aim of simulating the presence of preexisting bias in the society. Our main reason for generating a synthetic dataset is, in fact, to test the tools on data that we know for sure to be discriminatory.

Apart for the change in wage values of female employees, the preprocessed dataset is the same used in the standard Chicago case, with 20,309 tuples of which 16,146 males and 4,163 females. We now provide the results of the analysis of the modified dataset:

- The ‘Glassdoor Method’: for the sake of brevity, we avoid reporting summary table, pivot table, and average salaries for men and women, since the information provided by them reflects the dramatic modification on the income of female employees.

Figure 6.29 shows instead our results: a coefficient of 0.935 on the
male-female dummy variable means there is approximately 93.5% ‘un-
adjusted’ pay gap (therefore, men on average earn 93.5% more than
women), and adding to the model all of the controls available in the
data the coefficient value shrinks to 69.7%, remaining statistically signif-
ificant. As we expected, the final outcome is significantly different from
the standard Chicago case, and there is clear evidence of a systematic
gender pay gap even on an ‘adjusted’ basis.

- **FAIR-DB:** we conducted a 2-bin analysis with the usual $90K thresh-
old, keeping the same parameter values used in previous scenarios and
applying the same criterion for the manual selection of the rules (target
attribute in the RHS).

*ACFD Discovery* detected 785 dependencies, whose number shrank
to 161 when we filtered the results keeping only the rules containing
the target attribute and its value. The automatic filtering operations
performed by FAIR-DB further reduced this number from 161 to 35.
The first automatic ACFD selection resulted in a reduction in the
number of dependencies from 35 to 20, while the subsequent ACFD
completion and further selection generated 79 dependencies (including
the original 20), 39 of which with a difference above the threshold.

At the end, we got $N = 32$ out of 39 dependencies in the ACFD user
selection phase. The chosen ACFDs, together with the final scores, are
displayed in Figure 6.30. For readability reasons, the indication of the
number of tuples concerned by the rules (13,311) and the total number
of tuples (20,309) is not included in the image.

The algorithm detected pairs of dependencies related to 14 distinct *Job
Title* values (out of 35), for which female employees earn less than $90K
while male employees earn more than $90K. All of these are job titles
in which the standard income is higher than the threshold, and this is
the reason why the voluntary introduction of bias had an impact on the
results. For the 21 other *Job Title* values, indeed, the average salary is
lower than $90K even for males, and the gender pay gap could not be
observed. Decreasing the threshold value would be an option to include
more job titles in the results, but then the opposite risk may occur:
jobs for which the average income would be higher than the threshold
even for females would not be detected. It is worth to mention the
presence of rules 14 and 11, concerning the DAIS department, which
has to be related one to one to a job title for which the average wage
is higher than $90K, and it is important to highlight the presence of
Cumulative Support: 0.655  
Difference Mean: 0.475  
Gender - Difference Mean: 0.475

Total number of ACFDs selected: 32

<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>62</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'HOISTING ENGINEER'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>50</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'CAPTAIN-EMT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>46</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'LIEUTENANT-EMT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>58</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'PLUMBER'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>26</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'FIRE ENGINEER-EMT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>42</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'OPERATING ENGINEER-GROUP C'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>34</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'FIREFIGHTER-EMT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>22</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'ELECTRICAL MECHANIC'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>14</td>
<td>{'lhs': {'Gender': 'female', 'Department': 'DAIS'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>66</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'LIEUTENANT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>54</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'CONSTRUCTION LABORER'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>70</td>
<td>{'lhs': {'Job Title': 'SERGEANT'}, 'Gender': 'female'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.01</td>
<td>1.00</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>30</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'FIREFIGHTER/PARAMEDIC'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>18</td>
<td>{'lhs': {'Gender': 'female', 'Department': 'WATER MGMNT'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>38</td>
<td>{'lhs': {'Gender': 'female', 'Job Title': 'PARAMEDIC I/C'}, 'rhs': {'Annual Salary Bin': '&lt;= 90K'}}</td>
<td>0.00</td>
<td>1.00</td>
<td>0.71</td>
<td>0.71</td>
</tr>
</tbody>
</table>
Figure 6.30: Final selected rules and scores for the biased Chicago dataset (2 bins).
rules 3 and 0, which ‘generalize’ the gender pay gap problem specifying that in general, regardless of the job title, women always earn less than $90K while most men do not.

For what concerns the metrics, we can notice that for all the female-related rules (and for most of the others) the confidence parameter is equal to 1, meaning that these dependencies hold for all the tuples with the attribute values specified in the LHS. The cumulative support is high (65.5% of the dataset is ‘problematic’) because, even if most of the rules are related to specific job titles, rules 3 and 0 involve a significant amount of tuples. We can finally notice high values for the difference measure for all the female-related rules, indicating a high ‘unethical’ level toward women.

- **Ranking Facts**: the voluntary introduction of bias did not have an impact on the number of tuples of the dataset, and therefore we still had to rely on the notebook version. The impact on the heatmap was also minimal, and we avoid to report it here because no new significant correlations between attributes were highlighted. We used the same attributes and weights of the standard Chicago case for the ranking (*Job Title*, *Department*, *Status*, *Salary or Hourly*, *Annual Salary*), and the results are summarized as follows:

  - **Recipe and Ingredients**: no particularly useful information from these widgets. As done before, we just report that the importance of each attribute used for the ranking is effectively equal to 1.
  - **Stability**: as for the standard Chicago case, the ranking resulted to be unstable both at top-10 (stability at 0.07) and overall (stability at 0.0).
  - **Fairness**: the statistical measures adopted provided us with the following results:
    * **FA*IR**: the ranking resulted to be *fair for males*, with an approximate *p*-value of 1.0, and *unfair for females*, with an approximate *p*-value of 0.0.
    * **Proportion**: the ranking resulted to be *fair for males*, with an approximate *p*-value of 1.0, and *unfair for females*, with an approximate *p*-value of 0.0.
    * **Pairwise**: the ranking resulted to be *fair for males*, with an approximate *p*-value of 1.0, and *unfair for females*, with an approximate *p*-value of 0.0.
Figure 6.31: Gender diversity widget for the top-10 (a) and overall (b) rankings of the biased Chicago dataset.

The voluntary introduction of bias resulted, for each metric, in a change in the female-related outcome in comparison with the standard Chicago case. As we expected, the results seem to be oriented toward an unfair dataset, in which women are discriminated against.

- Diversity: Figure 6.31 shows the Gender diversity widget for the top-10 and overall rankings. As we expected, the representation problem is further accentuated, with the top-10 ranking monopolized by men.

Lastly, we decided to examine the behavior of the tools on two other synthetic datasets, generated from the standard Chicago one, in which we retained respectively 75% and 90% of the Annual Salary value of female employees, generating in fact two datasets ‘a little less biased’ than the case just analyzed.

Again, apart for the change in wage values of female employees, the preprocessed datasets are the same used in the standard Chicago case, with 20,309 tuples of which 16,146 males and 4,163 females. Without going too much into detail, we now provide the results of the analysis of the modified datasets:

- The ‘Glassdoor Method’: the algorithm detected an ‘adjusted’ pay gap of 29.1% and 10.9% respectively, in line with our predictions. Indeed, we were expecting a more or less linear progression from the
halved salary case (69.7%) to the standard case (0.4%). Both the results remain statistically significant.

- **FAIR-DB**: we conducted a 2-bin analysis with the usual $90K threshold, keeping the same parameter values used in previous scenarios and applying the same criterion for the manual selection of the rules (target attribute in the RHS). At the end, we got respectively 43 and 22 dependencies.

The fact that the algorithm detected more dependencies in the 75% scenario than in the 50% one (in which we got 32) may seem a little surprising, but by looking more closely at the rules generated we found the reasons for this behavior.

First of all, most of the dependencies are the same as the halved salary case, showed in Figure 6.30, with the exception of rules 50, 46, 66, 63, 43, and 47, which do not appear in the 75% case. On the other hand, in addition to the preexisting 26 rules (the 32 of the 50% case minus the 6 just mentioned), also the ones displayed in Figure 6.32 are generated, bringing the total to 43.

The 6 rules of the halved salary case which do not show up here are related to the CAPTAIN-EMT, LIEUTENANT-EMT, and LIEUTENANT job titles, because for those jobs women are paid less than the threshold, while men are not. In the 75% case, these rules are no longer generally valid, because 163 women employed in these professions earn more than $90K. Therefore, the algorithm detects rules related to the ‘side attributes’ of those tuples, because for them women generally earn less than $90K and men earn more. Specifically, even if for example rules 50 and 47 of Figure 6.30 (related to the CAPTAIN-EMT profession) are no longer valid, because many women employed in this job earn more than the threshold, this is generally not true for other employees in the FIRE department (of which captains emeritus are also part), and consequently rules 43 and 40 of Figure 6.32 are generated; and it is generally not true even with regard to full-time employees (rules 31 and 28), and employees paid on a salary basis (rules 15 and 12). The same holds for the POLICE department (rules 59 and 56) and for the POLICE OFFICER (rules 91 and 88) and POLICE COMMUNICATIONS OPERATOR II (rules 84 and 87) job titles, connected to the POLICE department.

Furthermore, since some women earn more than $90K, the confidence of rule 3 of Figure 6.30 decreases from 1.0 to 0.96, and therefore
<table>
<thead>
<tr>
<th>Rule</th>
<th>Supp</th>
<th>Conf</th>
<th>Diff</th>
<th>GenderDiff</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>0.02</td>
<td>0.96</td>
<td>0.69</td>
<td>0.69</td>
<td>0.35</td>
</tr>
<tr>
<td>31</td>
<td>0.18</td>
<td>0.96</td>
<td>0.43</td>
<td>0.43</td>
<td>0.30</td>
</tr>
<tr>
<td>15</td>
<td>0.16</td>
<td>0.95</td>
<td>0.44</td>
<td>0.44</td>
<td>0.30</td>
</tr>
<tr>
<td>28</td>
<td>0.45</td>
<td>0.58</td>
<td>0.10</td>
<td>0.10</td>
<td>0.28</td>
</tr>
<tr>
<td>12</td>
<td>0.38</td>
<td>0.61</td>
<td>0.12</td>
<td>0.12</td>
<td>0.25</td>
</tr>
<tr>
<td>59</td>
<td>0.12</td>
<td>0.94</td>
<td>0.38</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>91</td>
<td>0.10</td>
<td>1.00</td>
<td>0.31</td>
<td>0.31</td>
<td>0.21</td>
</tr>
<tr>
<td>11</td>
<td>0.04</td>
<td>1.00</td>
<td>0.33</td>
<td>0.33</td>
<td>0.18</td>
</tr>
<tr>
<td>56</td>
<td>0.24</td>
<td>0.55</td>
<td>0.11</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td>88</td>
<td>0.13</td>
<td>0.41</td>
<td>0.10</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>40</td>
<td>0.14</td>
<td>0.79</td>
<td>0.06</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>47</td>
<td>0.01</td>
<td>1.00</td>
<td>0.19</td>
<td>0.19</td>
<td>0.10</td>
</tr>
<tr>
<td>84</td>
<td>0.00</td>
<td>0.23</td>
<td>0.19</td>
<td>0.19</td>
<td>0.09</td>
</tr>
<tr>
<td>8</td>
<td>0.07</td>
<td>0.41</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>87</td>
<td>0.01</td>
<td>1.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>44</td>
<td>0.01</td>
<td>0.23</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figure 6.32: Additional final selected rules and scores for the biased Chicago dataset with 75% of the Annual Salary value of female employees (2 bins).

the rule does not involve automatically the whole group of female employees. For this reason, the algorithm detects further dependencies related to employees whose pay frequency is Hourly (rules 11 and 8) and departments for which the majority (or even the totality) of the employees are paid on an hourly basis, namely AVIATION (rules 47 and 44) and STREETS & SAN (rule 39).

For what concerns the 90% scenario, as we expected, the 22 dependencies obtained are a subset of the ones we got from the 50% and 75% cases, and therefore we avoid to report them again. Instead, it is important to highlight that the cumulative support decreases coherently with the reduction of the Annual Salary value of female employees, going from 0.655 (50% case) to 0.647 (75% case), then to 0.629 (90% case) and finally to 0.114 (standard case). As we can notice, even if the reduction of the Annual Salary value of female employees is not particularly dramatic (‘just’ 10% less than the standard case), the number of tuples involved is very significant, which is to the advantage of FAIR-DB, thus making it able to detect even gaps that are not incredibly wide.

- **Ranking Facts:** the tool did not provide us with different results than the halved salary case, neither from the point of view of fairness nor with regard to diversity (not even in the 90% scenario). Furthermore, like in the previous case, the ranking was found to be unstable both at top-10 and overall for both the 75% case (top-10 stability at 0.07) and the 90% one (top-10 stability at 0.08).
Chapter 7

Outcomes & Contributions

The aim of this chapter is to discuss the results obtained from our experiments described in Chapter 6, in the light of the sociological background depicted in Chapter 4, and recalling some preliminaries exposed in Chapter 2 and Chapter 3 when needed.

We first list and discuss the outcomes and contributions of our research, providing the reader with a summary of our results, and we then emphasize the limitations to which we were subjected, in order to clarify to what extent these findings are generalizable. It is worth to specify that by ‘outcomes’ we mean the experimental results more closely related to the tests carried out (i.e., to the specific datasets or tools in use), while we indicate as ‘contributions’ the considerations arising from the research but extendable outside our specific case studies, which may result as possible new knowledge to be included in the state of art.

7.1 Outcomes

Table 7.1 provides an overview of the main strengths and weaknesses of the tools adopted for our experiments – the ‘Glassdoor Method’, FAIR-DB, and Ranking Facts. It is important to point out that, although this information is expressed as a bulleted list, the tool with the fewest bullet points is not necessarily the most simplistic, and the one with the most weaknesses is not necessarily the least preferable or complete. In addition, we are aware that the table is probably not exhaustive, and we emphasize that the points listed, as well as the considerations that follow, derive from our experiments and may therefore be partial or not completely generalizable.

The most impactful limitation of the tools – which we report here as it is part of the outcomes of our research – in any case, is the fact that even
### The ‘Glassdoor Method’

<table>
<thead>
<tr>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Shows impact of attributes on the dependent variable</td>
<td>• No insights on attributes or attribute values</td>
</tr>
<tr>
<td>• Statistical approach precise and reliable</td>
<td>• More useful for a small scale analysis within a company than for a population analysis</td>
</tr>
</tbody>
</table>

### FAIR-DB

<table>
<thead>
<tr>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Shows correlations between attribute values</td>
<td>• Limited use of numerical attributes (bins required)</td>
</tr>
<tr>
<td>• Capable of detecting subgroup fairness</td>
<td>• Requires in-depth knowledge of the parameters</td>
</tr>
<tr>
<td></td>
<td>• Undefined criterion for manual selection of rules</td>
</tr>
<tr>
<td></td>
<td>• ACFD Discovery algorithm not embedded</td>
</tr>
</tbody>
</table>

### Ranking Facts

<table>
<thead>
<tr>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Diversity widget tries to address representativeness</td>
<td>• No use of categorical attributes (conversion required)</td>
</tr>
<tr>
<td>• Heatmap provides an overview of the correlations between attributes</td>
<td>• Lack of documentation</td>
</tr>
<tr>
<td>• Interesting top-k approach</td>
<td>• Unclear stability information</td>
</tr>
<tr>
<td>• User-friendly (Web)</td>
<td>• Not scalable (Web)</td>
</tr>
</tbody>
</table>

Table 7.1: Recap of the strengths and weaknesses of the tools used for the experiments.

though they all aim to achieve fairness not only through equality but also by taking equity into account (by privileging the group fairness criterion over the individual fairness one), they practically fail in capturing the several facets of equity. Recalling the classification made in Section 2.4, we proved how inefficient these instruments are in capturing representation equity (disparities rooted in historical discrimination can lead to representation inequities); feature equity (not all the features needed to represent a marginalized group and required for a particular analysis are available in the data) is not
addressed at all, since the tools do not have knowledge on the context, and therefore they cannot, for example, infer what the relevant attributes for the specific analysis may be and inform the user on what is missing; and neither are addressed access equity (bias may arise because of a non-equitable and participatory access to data and data products across domains and levels of expertise) nor outcome equity (bias may arise because of a lack of monitoring and mitigation of unintended consequences for any group affected by the system after deployment).

Shifting the focus from tools to datasets, and combining the sociological research with the technological results of our analysis, we can highlight two main issues related to gender discrimination: a representation problem, related to the disproportion in the percentage of women employed in different sectors, and a part-time problem, due to the higher number of women employed in part-time jobs, typically less paid than full-time ones.

For what concerns representation, we want to recall the data and statistics provided in Section 4.3 related to the most common occupations for women and the percentage of women employed in STEM disciplines, and point out that, even though there is clear evidence of the presence of this problem in our datasets, as we have mentioned throughout Chapter 6, none of the adopted tools highlights this particular aspect (Ranking Facts tries to encompass it through its diversity widget, with the result of providing just a high-level and absolutely non-exhaustive visual representation that cannot capture the underlying complexity and the different facets of the issue).

The part-time condition, for which we recall Figure 4.2, is instead more perceptible from the tools, since the information is encoded in our datasets under the Status attribute, and therefore could be used for estimating the ‘adjusted’ pay gap in the ‘Glassdoor Method’, as constituent of functional dependencies in FAIR-DB, and as a ranking parameter in Ranking Facts. Recalling the reflections made in Chapter 4 (women are more likely to be employed part-time; employers are able to adjust women’s wages on the basis of their previous – often part-time – work experiences, also leading to the ‘devaluation’ of some jobs), our experiments confirm the trend of part-time working women, and the correlation between Annual Salary and Status (clearly visible in Figure 6.9 and Figure 6.19) can be significant at the moment when a new employer has the power to adjust the compensation for a newly hired woman with previous part-time experiences. Removal of part-time employees from the datasets instead resulted to be penalizing both from the technical point of view, as underlined in Section 6.3.1, and from the sociological one, given the background provided in Chapter 4.
7.2 Contributions

Moving from outcomes to contributions: first of all we confirmed, in accordance with Chouldechova’s impossibility theorem \[13\] and however trivial it may be, that fairness is a multifaceted concept which cannot be exhausted by providing a single definition and pursuing that specific definition experimentally. In this context, we believe that the simultaneous use of several tools for the same analysis represents an undoubted advantage, since each of them provides a different approach and hence a different perspective on the same problem. Indeed, the ‘Glassdoor Method’ constitutes a straightforward statistical approach, helpful in understanding how the different independent variables impact on the Annual Salary dependent one; FAIR-DB provides useful insights about bias in datasets, showing correlations between attribute values and potentially reporting information about subgroups (supposing to have both Gender and Race as protected attributes, the generated rules could involve both of them, giving specific information about, for example, the subgroup of Black women); Ranking Facts, especially in the Web-based application version, is quite user-friendly, and it does not require user interaction, providing also some (very high-level) information about representativeness.

We also demonstrated how these ‘fairness measurement tools’ are susceptible to decisional choices, and therefore how important it is to properly train users on the specific area of analysis. A question that might arise is: “Since human intervention (which takes the form of choices in the use of these tools) necessarily introduces, being human, bias, does it make sense to keep humans in the loop?”. On the other hand, we could ask ourselves: “Given the problems involved in developing a universal instrument that can address the issue in all its facets, does it make sense to manage decision-making processes with these tools?”. We claim the answer to be yes in both cases: fairness indeed is a complex human concept of abstract nature, with impactful concrete social implications, and as such it requires a non-automatable human intervention; on the other hand it is not possible to do without the tools – that it is necessary to continue to build and improve – since the amount of data to handle is absolutely excessive and not manageable otherwise.

Lastly, we believe that the main contribution of this research is given by the double perspective on the gender pay gap issue, which we hope will set a precedent for data scientists and the other professionals in the IT sector for approaching other social problems. We strongly believe in multidisciplinarity and in the potentials of facing challenges not only by looking at the knowledge available in one’s field of study but also in other, possibly interconnected, disciplines. Indeed, the study and research in sociology have allowed us to
obtain useful information to understand how much of the bias in the data could be preexisting, while through our experiments we have verified which design choices are more responsible for the introduction of technical bias.

The sociological investigation provides important insights about the context in which data are embedded, and for this reason we think that context-awareness would be an interesting path to follow, and some techniques may be used to provide the tools with knowledge on the context of use. We believe that such an improvement would mitigate (even if not extinguish) problems, like the representation one, encapsulated in the data but not currently detectable. In this regard, knowledge on women’s part-time status may for example influence the context, because while we might, by taking this variable into account, believe their pay to be adequate, on the other hand it is reasonable to wonder why women represent the majority of part-time workers. Another example of context-awareness is provided by a study conducted on a dataset related to the Titanic shipwreck, documented in [5], in which, according to the data, more women than men survived. Although the information may seem alienating, especially for a time when women had fewer rights and were far more distant from equality than they are today, a closer look at the context made it possible to understand that the statistic derived in large part from the application of the ‘women and children first’ policy.

It is worth reporting here a couple of contributions that we think may represent good starting points for addressing data quality issues, since the ethical dimension discussed above is certainly an important aspect of data quality, and it must be taken into account in a contextual manner. In particular, in [10], Canali argues that:

*Quality is a contextual feature of data: it is a result of the relations established between a dataset and the questions, aims and tools employed in the context of the use of data; the assessment of the quality of a dataset needs to focus on the features of this context as much as the dataset itself.* [10, p. 4]

He then delineates some guidelines according to which the contextual approach indicates quality criteria and assessment methods, and provides three practical examples in support of it. In [36] instead, Leonelli examines some models of data quality evaluation that have been employed within the sciences, highlighting strengths and weaknesses of each and ultimately emphasizing again the importance of the context and of having exhaustive metadata in support of the mere data, in order also to facilitate international cooperation and the development of different projects on the same, accessible, data.
Table 7.2: Recap of the main limitations to which we were subjected, with an indication of their nature (S = Sociological, T = Technological, D = Design).

7.3 Limitations

Although our research provided us with some significant results, there are of course aspects of our work which limit the impact or generalizability of our contributions, starting with the fact, already pointed out in Section 7.1, that our experiments were conducted on only two datasets.

We tried to group limitations according to their nature (sociological, technological, design), even though the source of a constraint is usually not unique and well defined but heterogeneous. Table 7.2 displays a summary of the main limitations to which we were subjected, while a more detailed description of the same is provided below.

From the sociological point of view, the most important limitation is given by the fact that the literature of reference is usually non-specific, and although the majority of our sources is related to the U.S. society, the United States is a very wide country which also presents significant differences between the various states that make it, and none of the papers specifically refers to Illinois or California, and neither goes into detail of the cities of Chicago or San Francisco. Furthermore, we had to rely on publicly
available data and resources, and we did not get any insight from employees or employers working in the U.S., so our view on the overall situation may be partial or incomplete.

From the technological (and design) perspective, we already mentioned throughout Chapter 6 some of the most impactful choices we had to deal with, which potentially lead to the introduction of bias, but we now recapitulate providing a more exhaustive summary.

- The original datasets are already partial, because they contain a limited number of job titles, and we are not aware of possible preexisting groupings of employees who may work on some specific tasks but be grouped in the same category, or of external employees who just temporarily work for the federal government.

- The *gender-guesser* package we used to infer employees’ gender is obviously not 100% accurate, and even if we assumed mostly male names to be effectively related to males and mostly female names to be effectively related to females, we may have been mistaken in some cases. Furthermore, the package produced a non-negligible number of unknown and androgynous occurrences, possibly related to employees of various ethnicities with not typically Western names, and even if we decided to remove them in order to work on more reliable data, they may have had an impact on the results.

- The data cleaning processes we performed by removing job titles with less than 100 occurrences significantly reduced the number of tuples of our datasets, and even if this choice led to a reduction of complexity, the downside is that a lot of categories of employees were excluded from the analysis.

- As previously pointed out, none of the adopted tools takes into account overrepresentation of men (or underrepresentation of women) in the specific job title in which they are employed, and although we can see it is as an outcome for the purpose of our research, it is certainly also a limitation, being a hidden bias source. The same holds for the other facets of data equity, as mentioned in Section 7.1.

- The parameter values required for the FAIR-DB analysis have an impact on the number of dependencies detected and selected, and even if we used what we believe to be the best values, a deeper knowledge of the underlying concepts might have led to a refinement of the results. The same holds for the manual selection of the rules, that is a crucial
phase of the framework, with the power to overturn the final results and for which, given the lack of documentation, we adopted what we think is the most sensible and suitable criterion. Choosing instead all the detected rules, as shown in Section 6.3.3, strongly impact the final outcomes, reversing the perspective on the fairness of data.

• The number of bins used for the FAIR-DB analysis and the values specified for the thresholds have an impact on the results. We tried to overcome this limit by conducting two different analyses, with respectively 2 and 8 bins (Section 6.3.2), but other choices may have led to different outcomes.

• Given the lack of documentation for Ranking Facts, we followed the approach of the authors of the tool by trying to laboriously follow the examples they provided in setting up the ranking parameters and their weights, but again a deeper knowledge of the underlying concepts may have led to a refinement of the results. Furthermore, given the size of our datasets, we were forced to use the notebook version of the tool, which is undoubtedly less user-friendly than the Web-based application.

• As already mentioned in Section 6.3.4, for grouping job titles we relied on a document published by the Equality Commission for Northern Ireland in 2013 [23]. Despite the exhaustiveness of the index, it is important to underline that the document was not made with the purpose of being used for grouping job titles outside Northern Ireland.

• As already mentioned in Section 6.3.5, the voluntary introduction of bias in our data produced a synthetic dataset, that is, a dataset containing fake data, not reflecting the real world in which we live.
Chapter 8

Conclusions & Future Work

The aim of this chapter is to briefly draw the conclusions of our research, summarizing what has been done during the thesis work and providing some ideas for further research in this area.

We first recapitulate our work in a conclusive summary, providing the reader with a synopsis of what has been seen in the previous chapters, and we then suggest future work to be potentially done starting from this research and some possible paths that might be worth to follow.

8.1 Conclusive Summary

As previously pointed out in Chapter 1, the aim of this research is not to solve the huge and multifaceted problem of discrimination in data, but rather to take a look at the current state of the art, observing some tools in action and trying to highlight their strengths and weaknesses, and also providing a non-technical perspective to give a broader picture of the situation by investigating the problem in the sociological field to obtain additional information about the context in which data are embedded and to understand to what extent the problem is to be found in the instrumentation and technical choices and to what extent it is instead rooted in society.

To pursue our goal we therefore began by reviewing, starting from the general notions of fairness and data management, both socio-ethical and technical literature in order to dive deep into the topics and capture the several facets of the problem of discovering bias in data.

For what concerns the socio-ethical side, we classified three categories of bias, different in origin and in nature; we clarified what discrimination is, and how it is connected to human rights; and we distinguished between equality and equity, extending the concepts to the data perspective, and
finally pointing at what both approaches aim to achieve: fairness.

On the technical side, we first introduced the basics of the data analysis discipline by providing explanations on relational databases, data science pipeline, and data mining techniques; we then explored some more specific concepts such as linear regression and functional dependencies, also providing detailed information on some evaluation metrics for them, and on some other useful statistical concepts; and we finally described, referring to the documentation at our disposal, the tools we decided to adopt for our analysis: the ‘Glassdoor Method’, FAIR-DB, and Ranking Facts.

After this first literature review phase, we conducted parallel research in sociology and information technology, investigating the various possible causes of gender discrimination by examining writings and studies by experts in the field and retrieving information useful for a comparison with our case studies, and also conducting experiments to test the effectiveness of our tools and understand what design choices can lead to the introduction or the exacerbation of bias in the data.

Once chosen the datasets on which to work and the specific focus of our research – gender gap – we retrieved information on the problem in the society, overall at first, introducing the Global Gender Gap Index, and then focusing on the U.S., providing different point of views and reasons for the presence of gender discrimination in the workplace, such as statistical discrimination, impact of the institutional environment, and inequalities related to unequal bargaining power; and finally we showed some data and statistics from the U.S. Department of Labor, in order to make more concrete the reflections previously reported.

Meanwhile, through the use of Python and Jupyter Notebook, we did some experiments on our datasets, in order to verify the possible presence of bias in the data, potentially leading to gender discrimination and unfair outcomes: for both our case studies – Chicago and San Francisco – after having provided a more detailed description of the datasets, we performed some data preprocessing operations; and we used the tools previously described to analyze them. We tried to identify – both during the preprocessing and the actual analysis – the most critical choices we had to deal with (such as the part-time employees removal, the choice of the number of bins and the most suitable dependencies for the FAIR-DB analysis, or the grouping of similar job titles) pointing them as potential sources of bias; and we conducted other experiments on the same data but taking different paths, also trying to voluntarily introduce bias in the data, and ultimately evaluating the impact of different design decisions on our outcomes.
8.2 Future Work

In this final section we want to highlight some aspects which we think would deserve further study or development in future research.

First of all, having seen the different approaches of the adopted tools and the different perspectives they provide, it would be interesting to combine them all in a unique, more complete instrument, in order to give the user a single tool that provides multiple points of view, rather than several partial ones which the user themselves may not combine, maybe because not aware of the existence of each. Further efforts may be invested in trying to encompass even more facets of equity, or more definitions of fairness.

Even assuming such an instrument is developed, however, analyses of these kind should always be supported by sociological research, in order to get a broader perspective on the problem and capture facets which would not be captured otherwise (in our case, the representation issue).

The sociological research could also be further enriched by conducting an interview with workers and HR practitioners of the cities under study, in order to get more specific, recent, and precise information useful for interpreting the results.

For what concerns datasets, it would be appropriate to retrieve further information in support of the mere data, in order to get a more exhaustive overview, and since having more information usually leads to more accurate results. This also could be an incentive for developers, database administrators, and other professionals in the IT sector, to create effective documentation in support of data and technological tools. This documentation should, as far as possible, be detailed and at the same time easy to experience, so as to potentially enable professionals from other sectors (for example, sociologists) to get an idea of what is included in the data or how to use a tool in a conscious way. In this regard, we refer back to the considerations on context-awareness made in Chapter 7, emphasizing once again the importance of the context and the contribution of sociological investigation to the delineation of the context itself.
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Appendix A

Country Profile of the United States (The Global Gender Gap Report 2017)
United States

**Score at Glance**

- **Economy**
- **Politics**
- **Education**
- **Health**

**Key Indicators**

- **GDP (US$ billions)**: 18,569.10
- **GDP per capita (constant '11, intl. $, PPP)**: 53,272.52
- **Total population (1,000s)**: 322,179.61
- **Population growth rate (%)**: 0.70
- **Population sex ratio (female/male)**: 0.98
- **Human Capital Index score**: 74.84

**Global Gender Gap**

- **Economic participation and opportunity**
- **Educational attainment**
- **Health and survival**
- **Political empowerment**

**Country Score Card**

- **Economic participation and opportunity**
  - Labour force participation: 57
  - Wage equality for similar work (survey): 27
  - Estimated earned income (PPP, US$): 56
  - Legislators, senior officials and managers: 15
  - Professional and technical workers: 1
- **Educational attainment**
  - Literacy rate: 1
  - Enrolment in primary education: 1
  - Enrolment in secondary education: 1
  - Enrolment in tertiary education: 1
- **Health and survival**
  - Sex ratio at birth: 1
  - Healthy life expectancy: 91
- **Political empowerment**
  - Women in parliament: 85
  - Women in ministerial positions: 84
  - Years with female head of state (last 50): 69
### Workforce Participation

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-discrimination laws, hiring women</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youth not in employment or education</td>
<td>17.4</td>
<td>15.6</td>
<td>1.11</td>
</tr>
<tr>
<td>Unemployed adults</td>
<td>4.8</td>
<td>4.9</td>
<td>0.97</td>
</tr>
<tr>
<td>Discouraged job seekers</td>
<td>37.6</td>
<td>62.4</td>
<td>0.60</td>
</tr>
<tr>
<td>Workers in informal employment</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>High-skilled share of labour force</td>
<td>17.5</td>
<td>17.8</td>
<td>0.98</td>
</tr>
<tr>
<td>Workers employed part-time</td>
<td>22.7</td>
<td>12.9</td>
<td>1.77</td>
</tr>
<tr>
<td>Contributing family workers</td>
<td>0.1</td>
<td>0.0</td>
<td>1.67</td>
</tr>
<tr>
<td>Own-account workers</td>
<td>5.1</td>
<td>7.4</td>
<td>0.69</td>
</tr>
<tr>
<td>Work, minutes per day</td>
<td>484.0</td>
<td>471.0</td>
<td>1.03</td>
</tr>
<tr>
<td>Proportion of unpaid work per day</td>
<td>50.0</td>
<td>31.5</td>
<td>1.59</td>
</tr>
</tbody>
</table>

### Economic Leadership

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Law mandates equal pay</td>
<td>no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advancement of women to leadership roles</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boards of publicly traded companies</td>
<td>16.4</td>
<td>83.6</td>
<td>0.20</td>
</tr>
<tr>
<td>Firms with female (co-)owners</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firms with female top managers</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employers</td>
<td>–</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>R&amp;D personnel</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

### Access to Assets

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hold an account at a financial institution</td>
<td>94.8</td>
<td>92.4</td>
<td>1.03</td>
</tr>
<tr>
<td>Women's access to financial services</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inheritance rights for daughters</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women's access to land use, control and ownership</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women's access to non-land assets use, control and ownership</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean monthly earnings (1,000s, local curr.)</td>
<td>0.9</td>
<td>1.1</td>
<td>0.78</td>
</tr>
</tbody>
</table>

### Political Leadership

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year women received right to vote</td>
<td>1920</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years since any women received voting rights</td>
<td>97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of female heads of state to date</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Election list quotas for women, national</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Election list quotas for women, local</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voluntary political party quotas</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seats held in upper house</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

### Care

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of parental leave (days)</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of maternity/paternity leave (days)</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wages paid during maternity/paternity leave</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider of parental leave benefits</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider of maternity/paternity leave benefits</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government supports or provides childcare</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government provides child allowance</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Education and Skills

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out-of-school children</td>
<td>5.2</td>
<td>5.8</td>
<td>0.90</td>
</tr>
<tr>
<td>Primary education attainment, adults</td>
<td>98.8</td>
<td>98.8</td>
<td>1.00</td>
</tr>
<tr>
<td>Primary education attainment, 25-54</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Primary education attainment, 65+</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Out-of-school youth</td>
<td>6.5</td>
<td>8.4</td>
<td>0.77</td>
</tr>
<tr>
<td>Secondary education attainment, adults</td>
<td>88.8</td>
<td>88.0</td>
<td>1.01</td>
</tr>
<tr>
<td>Secondary education attainment, 25-54</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Secondary education attainment, 65+</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Tertiary education attainment, adults</td>
<td>32.7</td>
<td>32.3</td>
<td>1.01</td>
</tr>
<tr>
<td>Tertiary education attainment, age 25-54</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Tertiary education attainment, age 65+</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>PhD graduates</td>
<td>1.4</td>
<td>2.1</td>
<td>0.66</td>
</tr>
<tr>
<td>Individuals using the internet</td>
<td>74.9</td>
<td>74.2</td>
<td>1.01</td>
</tr>
</tbody>
</table>

### Graduates by Degree Type

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agri., Forestry, Fisheries and Veterinary</td>
<td>0.8</td>
<td>1.1</td>
<td>0.73</td>
</tr>
<tr>
<td>Arts and Humanities</td>
<td>21.4</td>
<td>20.2</td>
<td>1.06</td>
</tr>
<tr>
<td>Business, Admin. and Law</td>
<td>17.3</td>
<td>23.4</td>
<td>0.74</td>
</tr>
<tr>
<td>Education</td>
<td>9.9</td>
<td>3.9</td>
<td>2.52</td>
</tr>
<tr>
<td>Engineering, Manuf. and Construction</td>
<td>2.6</td>
<td>13.3</td>
<td>0.19</td>
</tr>
<tr>
<td>Health and Welfare</td>
<td>22.5</td>
<td>7.3</td>
<td>3.08</td>
</tr>
<tr>
<td>Information and Comm. Technologies</td>
<td>1.1</td>
<td>6.0</td>
<td>0.19</td>
</tr>
<tr>
<td>Natural Sci., Mathematics and Statistics</td>
<td>4.9</td>
<td>6.6</td>
<td>0.74</td>
</tr>
<tr>
<td>Services</td>
<td>6.1</td>
<td>7.6</td>
<td>0.81</td>
</tr>
<tr>
<td>Social Sci., Journalism and Information</td>
<td>13.4</td>
<td>10.7</td>
<td>1.25</td>
</tr>
</tbody>
</table>

### Health

<table>
<thead>
<tr>
<th></th>
<th>female</th>
<th>male</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality, children under age 5</td>
<td>11.0</td>
<td>13.9</td>
<td>0.79</td>
</tr>
<tr>
<td>Mortality, non-communicable diseases</td>
<td>1,169.2</td>
<td>1,295.7</td>
<td>1.04</td>
</tr>
<tr>
<td>Mortality, infectious and parasitic diseases</td>
<td>21.5</td>
<td>21.8</td>
<td>0.99</td>
</tr>
<tr>
<td>Mortality, accidental injuries</td>
<td>40.7</td>
<td>61.2</td>
<td>0.66</td>
</tr>
<tr>
<td>Mortality, intentional injuries, self-harm</td>
<td>14.2</td>
<td>48.8</td>
<td>0.29</td>
</tr>
<tr>
<td>Mortality, childbirth</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Legislation on domestic violence</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence of gender violence in lifetime</td>
<td>36.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law permits abortion to preserve a woman’s physical health</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Births attended by skilled health personnel</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antenatal care, at least four visits</td>
<td>–</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

1 Age-standardized death rates per 100,000 population. 2 Data on a 0-to-1 scale (0 = worst score, 1 = best score)
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