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Identifiability in Exact Multilayer Sparse Matrix Factorization∗

Léon Zheng† , Rémi Gribonval† , and Elisa Riccietti†

Abstract. Many well-known matrices Z are associated to fast transforms corresponding to factorizations of
the form Z = X(L) . . .X(1), where each factor X(`) is sparse. Based on general result for the
case with two factors, established in a companion paper, we investigate essential uniqueness of such
factorizations. We show some identifiability results for the sparse factorization into two factors of
the discrete Fourier Transform, discrete cosine transform or discrete sine transform matrices of size
N = 2L, when enforcing N

2
-sparsity by column on the left factor, and 2-sparsity by row on the right

factor. We also show that the analysis with two factors can be extended to the multilayer case, based
on a hierarchical factorization method. We prove that any matrix which is the product of L factors
whose supports are exactly the so-called butterfly supports, admits a unique sparse factorization
into L factors. This applies in particular to the Hadamard or the discrete Fourier transform matrix
of size 2L.

Key words. Identifiability, matrix factorization, sparsity, multilinear inverse problem, matrix completion
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1. Introduction. In order to understand under which conditions the problem of sparse
matrix factorization is well-posed, we presented in the companion paper [14] a general frame-
work to study identifiability, i.e. uniqueness, of exact sparse matrix factorization into two
factors. The framework considered general family of sparsity patterns to encode sparsity
constraints for matrix factorization. We took into account both scaling and permutation am-
biguities which are inherent to classical families of sparsity patterns. We applied the lifting
procedure [3] to establish equivalence between uniqueness of exact sparse matrix factoriza-
tion, and uniqueness of exact sparse matrix decomposition into rank-one matrices, up to some
non-degeneration properties on the factors.

In this paper, we apply this general framework to show some identifiability results on the
sparse factorization of some well-known matrices, like the Discrete Fourier Transform (DFT)
matrix, the Discrete Cosine Transform (DCT) matrix, or the Discrete Sine Transform (DST)
matrix. The typical identifiability statement given in this paper takes the following form.

Informal Theorem 1.1. Let Z be a matrix that we want to factorize, and Ω be a family
of sparsity patterns. If a certain condition on Ω is satisfied, then Z admits a unique sparse
factorization Z = XY ᵀ up to some unavoidable equivalences, when the sparsity constraints
on the factors are described by Ω.

Examples of such a statement applied to the matrices mentioned above are given in Theo-
rem 2.25 or Corollary 3.9. In complement to these results, we provide some sufficient conditions
for identifiability of the two-layer exact sparse matrix factorization problem, when the spar-
sity constraint is encoded by a fixed pair of supports. These sufficient conditions are based on
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rank-one matrix completability. We derive from these conditions an algorithm for the sparse
reconstruction of the two factors when enforcing the fixed-support constraint.

This paper also shows how the framework of [14] for studying identifiability of sparse
matrix factorization with two factors can be extended to the multilayer case with a hierarchical
factorization method [11]. When enforcing the so-called butterfly supports (Definition 3.4)
as the sparsity constraint for the multiple factors, we show in Corollary 3.9 that the DFT
matrix admits a unique “butterfly” factorization [5], up to some rescaling equivalences. This
identifiability results can be generalized to any matrix which is the product of factors whose
supports are exactly the butterfly supports (Theorem 3.8).

The paper is organized as follows: section 2 recalls the framework introduced in the
companion paper [14] to study identifiability in exact two-layer sparse matrix factorization,
and shows an application of this framework for the sparse matrix factorization of DFT, DCT
and DST matrices into two factors; section 3 is devoted to the extension of our analysis with
two factors to the multilayer case; section 4 discusses perspectives of this work for algorithmic
methods. An annex gathers technical lemmas and their proofs.

2. Identifiability in two-layer sparse matrix factorization. We first recall the framework
to analyze identifiability in exact sparse matrix factorization into two factors introduced in the
companion paper [14], with its main results. Subsection 2.2 is a word-to-word restatement of
main results from the companion paper [14], and can be skipped by a familiar reader. Then,
as new contributions of this paper, we provide in subsection 2.3 some sufficient conditions for
fixed support identifiability, and we conclude in subsection 2.4 with some applications of the
framework to establish identifiability results for the sparse factorization of the DFT, DCT
and DST matrices.

2.1. Notations. The set of integers {1, . . . , n} is denoted JnK. The cardinality of any
finite set F is denoted card(F ). The complement of a set I is denoted Ic. The support of
a matrix M ∈ Cm×n of size m × n is the set of indices supp(M) ⊆ JmK × JmK of nonzero
entries. It is identified by abuse to the set of binary matrices Bm×n := {0, 1}m×n. Depending
on the context, a matrix support can be seen as a set of indices, or a binary matrix with only
nonzero entries for indices in this set. The cardinal of the matrix support supp(M) is also
known as the `0-norm of M , denoted ‖ · ‖0. The column support, denoted colsupp(M), is the
subset of indices i ∈ JrK such that the i-th column of M , denoted Mi, is nonzero. Note that
the notation Mi with a bold subscript is reserved for a matrix, and should be distinguished
from Mi which is a column of a matrix. Similarly, the row support of a matrix M is the
column support of its transpose, and is denoted rowsupp(M). In other words, it is the subset
of indices j ∈ JmK such that the j-th row of M is nonzero. The entry of M indexed by (k, l)
is Mk,l. The identity matrix of size n denoted In. The Kronecker product between A and B
is written A⊗B. The set of permutations on a set of indices I is written S(I). The function
f iterated n times is denoted f (n).

2.2. A general framework for the analysis of identifiability. Given an observed matrix
Z ∈ Cm×n, and a subset of feasible pairs of factors Σ ⊆ Cm×r × Cn×r, the so-called exact
matrix factorization (EMF) problem with two factors of Z in Σ is the following bilinear inverse
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problem:

(EMF) find if possible (X,Y ) ∈ Σ such that Z = XY ᵀ.

We are interested in the particular problem variation where the constraint set Σ encodes
some chosen sparsity patterns for the factorization. For a given matrix support S ∈ Bm×r,
denote

(2.1) ΣS := {M ∈ Cm×r | supp(M) ⊆ supp(S)}

the so-called model-set defined by S, which is the set of matrices with a sparsity pattern
included in S. A pair of sparsity patterns is written S := (SL,SR), where SL and SR are the
left and right sparsity patterns respectively. By abuse, we will refer to SL and SR as left and
right (allowed) supports. Given any pair of allowed supports represented by binary matrices
(SL,SR) ∈ Bm×r × Bn×r, the set ΣSL ×ΣSR ⊆ Cm×r ×Cn×r is a linear subspace. Given any
family Ω ⊂ Bm×r × Bn×r of such pairs of allowed supports, denote

(2.2) ΣΩ :=
⋃
S∈Ω

ΣS, with S := (SL,SR), and ΣS := ΣSL × ΣSR .

Such a set is a union of subspaces. Moreover, since the support of a matrix is unchanged
under arbitrary rescaling of its columns, ΣΩ is invariant by column scaling for any family Ω.

Our framework covers some classical families Ω of structured sparse supports, like global
sparsity, sparsity by column and/or row. In the following, the set of matrices (of a given size)
which are k-sparse by column is denoted Λkcol:

(2.3) Λkcol := {M | ∀j, ‖Mj‖0 ≤ k},

These classical families are also invariant to permutations of columns, and will be referred
to as families stable by permutation. Hence, uniqueness of a solution to (EMF) with such
sparsity constraints will always be considered up to scaling and permutation equivalences.
Denote Pr as the group of permutation matrices of size r × r, Dr as the group of diagonal
matrices of size r × r with nonzero diagonal entries, and Gr := {DP | D ∈ Dr, P ∈ Pr} as
the group of generalized permutation matrices of size r × r.

Definition 2.1 (PS-uniqueness of an EMF in Σ [14, Definition 2.5]). For any set Σ of pairs
of factors, the pair (X,Y ) ∈ Σ is the PS-unique EMF of Z := XY ᵀ in Σ, if any solution
(X′,Y ′) to (EMF) of Z in Σ is equivalent to (X,Y ), written (X′,Y ′) ∼ (X,Y ), in the
sense that there exists a permutation matrix P ∈ Pr and a diagonal matrix D ∈ Dr with
nonzero diagonal entries such that (X′,Y ′) = (XDP ,Y D−1P ); or, alternatively, there
exists a generalized permutation matrix G ∈ Gr such that (X′,Y ′) =

(
XG,Y (G−1)

ᵀ)
.

For any set Σ of pairs of factors, the set of all pairs (X,Y ) ∈ Σ such that (X,Y ) is the
PS-unique EMF of Z := XY ᵀ in Σ is denoted U(Σ). Alternatively, we define:

(2.4) U(Σ) :=
{

(X,Y ) ∈ Σ | ∀(X′,Y ′) ∈ Σ, X′Y ′
ᵀ

= XY ᵀ =⇒ (X′,Y ′) ∼ (X,Y )
}
.

In order to characterize the set U(ΣΩ) for ΣΩ defined as in (2.2) with Ω any family that is
stable by permutation, two non-degeneration properties were established for a pair of factors
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[14], i.e. two necessary conditions for identifiability, involving their so-called column support.
The first non-degeneration property for identifiability of EMF in ΣΩ thus requires the left and
right factors to have the same column supports. Define the set of pairs of factors with identical
column supports in ΣΩ as

(2.5) ICΩ := {(X,Y ) ∈ ΣΩ | colsupp(X) = colsupp(Y )} .

The second non-degeneration property for a pair of factors requires the column supports of
the left and right factors to be “maximal”. Define the set of pairs of factors with maximal
column supports in ΣΩ as

MCΩ := {(X,Y ) ∈ ΣΩ | ∀S ∈ Ω such that (X,Y ) ∈ ΣS, colsupp(X) = colsupp(SL)

and colsupp(Y ) = colsupp(SR)}.(2.6)

Lemma 2.2 (From [14, Lemma 2.11]). For any family of pairs of supports Ω, we have:
U(ΣΩ) ⊆ ICΩ ∩ MCΩ.

As the matrix product XY ᵀ can be decomposed into the sum of rank-one matrices∑r
i=1 XiYi

ᵀ, the so-called lifting procedure [3, 13] suggests to represent a pair (X,Y ) by its
r-tuple of so-called rank-one contributions. With this lifting approach, each support constraint
S = (SL,SR) is represented by the r-tuple of rank-one support constraints S = ϕ(SL,SR).
Thus, when (X,Y ) follows a sparsity structure given by Ω, i.e. belongs to ΣΩ ⊆ Cm×r×Cn×r,
the r-tuple of rank-one matrices ϕ(X,Y ) ∈ (Cm×n)r belongs to the set:

ΓΩ :=
⋃

S∈ϕ(Ω)

ΓS , with S := (S1, . . . ,Sr), and(2.7)

ΓS :=
{

(Ci)ri=1 | ∀i ∈ JrK, rank(Ci) ≤ 1, supp(Ci) ⊆ Si
}
⊆ (Cm×n)r.(2.8)

The most important property of the lifting approach with respect to identifiability is that PS-
uniqueness of an EMF in Σ = ICΩ is equivalent to identifiability of the rank-one contributions
in ΓΩ. Denote

(2.9) A : C = (Ci)ri=1 7→
r∑
i=1

Ci

the linear operator which sums the r matrices of a tuple C.
Definition 2.3 (P-uniqueness of an EMD in Γ [14, Definition 4.5]). For any set Γ ⊆ (Cm×n)r

of r-tuples of rank-one matrices, the r-tuple C ∈ Γ is the P-unique exact matrix decomposition
(EMD) of Z := A(C) in Γ if, for any C′ ∈ Γ such that A(C′) = Z, we have C′ ∼ C, in the
sense that the tuples (Ci)ri=1 and (C′i)ri=1 are equal up to a permutation of the index i.

The set of all r-tuples C ∈ Γ such that C is the P-unique EMD of Z := A(C) in Γ is
denoted U(Γ), where the notation U(·) has been slightly abused, as Γ and Σ are subsets of a
different nature.

Theorem 2.4 (From [14, Theorem 4.8]). For any family of pairs of supports Ω stable by
permutation, and any pair of factors (X,Y ):

(X,Y ) ∈ U(ΣΩ) ⇐⇒ ϕ(X,Y ) ∈ U(ΓΩ) and (X,Y ) ∈ ICΩ ∩ MCΩ.
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Hence, it is sufficient to characterize (X,Y ) ∈ ICΩ ∩ MCΩ such that the r-tuple of rank-
one contributions ϕ(X,Y ) is the P-unique EMD of Z := XY ᵀ in ΓΩ. Our approach to
characterize P-uniqueness of an EMD relied on a strategy based on the following result.

Proposition 2.5 (From [14, Proposition 4.9]). For any family of pairs of supports Ω stable
by permutation, we have C ∈ U(ΓΩ) if, and only if, both of the following conditions are verified:

(i) For all S ∈ ϕ(Ω) such that A(C) ∈ A(ΓS), there exists a permutation σ ∈ S(JrK) such
that: supp(Ci) ⊆ Sσ(i) for each 1 ≤ i ≤ r.

(ii) For all S ∈ ϕ(Ω) such that C ∈ ΓS , we have C ∈ U(ΓS).

A simple sufficient condition for condition (i) of the previous proposition can be established
[14]. Denote:

(2.10) ϕcp(Ω) :=
⋃

S∈ϕ(Ω)

{
S ′ ∈ (Bm×n)r | ∀i = 1, . . . , r, rank(S′i) ≤ 1, S′i ⊆ Si

}
.

We recall that the inclusion S′i ⊆ Si means the inclusion of the supports viewed as subsets
of indices.

Proposition 2.6 (From [14, Proposition 4.11]). Consider C ∈ ΓΩ and Z := A(C), and
assume that:

(i) for each C′ ∈ ΓΩ such that A(C′) = Z, the supports {supp(C′i)}ri=1 are pairwise
disjoint;

(ii) all S ∈ ϕcp(Ω) such that
{
Si
}r
i=1

is a partition of supp(Z), and such that the rank of
(Zk,l)(k,l)∈Si (1 ≤ i ≤ r) is at most one, are equivalent up to a permutation.

Then, the supports
{

supp(Ci)
}r
i=1

are identifiable in the sense of condition (i) in Proposi-
tion 2.5.

Our first main contribution, in subsection 2.4, is to show that these sufficient conditions
are verified in practice to give some identifiability results on the DFT, DCT and DST matri-
ces. In subsection 2.3, we show some sufficient conditions for identifiability in exact matrix
decomposition with fixed supports, as a complement of some necessary conditions given in
the companion paper [14], which were based on an analysis of identifiability of the right fac-
tor when the left one is fixed. We also derive a new algorithm based on rank-one matrix
completion for the exact recovery of the two sparse factors, in the case of the fixed-support
constraint.

2.3. Sufficient conditions for fixed support identifiability. The sufficient condition for
fixed-support identifiability in EMD given in this section is based on a notion of closability in
some bipartite graphs associated to “observable entries” in rank-one supports.

2.3.1. Observable vs missing entries, bipartite graphs, and matrix completion. Given
an r-tuple S of rank-one supports and C ∈ ΓS , for any i ∈ JrK, an entry is said to be missing
in Ci if its index (k, l) belongs to the intersection Si ∩ Sj for another j 6= i; otherwise, it
is said to be observable. The intuition behind these notions is that each observable entry is
equal to the corresponding entry of the factorized matrix

∑
i C

i, while missing entries need to
be deduced, if possible, from observable ones using the low-rank constraints.
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Low-rank matrix completion problems without sparsity constraints are naturally associ-
ated to properties of certain bipartite graphs [7, Proposition 2.15]. This fact was exploited
to prove fixed-support identifiability of certain factorizations of the DFT [10, Chapter 7] us-
ing completion operations inside each of the rank-one contributions. More precisely, it was
established that when all the missing values inside each contribution can be completed with-
out ambiguity from the observable ones using the rank-one constraint, the considered tuple of
rank-one contributions is identifiable for the EMD with fixed support. We extend these results
by showing a more refined sufficient condition for C ∈ U(ΓS): all the missing entries in the
contributions {Ci}ri=1 can be recovered through iterative and partial completion operations
based on the rank-one constraint, starting only from the knowledge of the observable entries.
These completion operations include completion inside each contribution, as well completion
across the contributions.

Notations for graphs. A graph G is defined by a set of vertices V and a set of edges
E ⊆ V 2, and is denoted G(V,E). The set of vertices and the set of edges in a given graph
G are denoted respectively V (G) and E(G). The complement of a graph G(V,E) is the
graph G = G(V, V 2\E). In a bipartite graph G, the set of vertices is partitioned into two
sets of vertices V1 and V2, and its set of edges satisfies E ⊆ V1 × V2. This will be denoted
G(V1, V2, E). By convention, the elements in the first group of vertices V1 will be called red
vertices, while the elements in the second group of vertices V2 will be called blue vertices.
Then, the set of red vertices and the set of blue vertices for a given bipartite graph G are
denoted by V1(G) and V2(G) respectively. A bipartite graph G(V1, V2, E) with V1 ⊆ JmK,
V2 ⊆ JnK is a representation of a matrix support S of size n ×m, where the nonzero entries
corresponds to the set E. In other words, S is the adjacency matrix of G. This justifies
why we use bold notation for a graph, even though it is not a matrix. The complete bipartite
graph G(V1, V2, V1 × V2) is denoted KV1,V2 . Given a bipartite graph G, we denote KG the
corresponding completed bipartite graph defined as KG := KV1(G),V2(G). An r-tuple of graphs

is denoted G := (G1, . . . ,Gr). In the following, we consider only undirected graphs.
We define bipartite graphs whose adjacency matrices correspond to observable entries.

Definition 2.7 (Observable supports, observable bipartite graphs). Consider an r-tuple of
rank-one supports S = (S1, . . . ,Sr). Viewing each Si as an index set, the observable supports
are the subsets:

(2.11) obsi(S) := Si\
(⋃
j 6=i

Sj
)
, 1 ≤ i ≤ r.

Viewing each Si as a binary matrix of rank one, the i-th observable bipartite graph of S
(1 ≤ i ≤ r) is the bipartite graph Gi(S) := (rowsupp(Si), colsupp(Si), obsi(S)). The r-tuple
of observable bipartite graphs Gi(S), 1 ≤ i ≤ r, associated to S is denoted G(S).

This is illustrated on an example in Figure 1.
The role of bipartite graphs in characterizing fixed-support identifiability in EMD will be-

come apparent once we recall an existing result in low-rank matrix completion. For any matrix
support S ∈ Bm×n interpreted as a binary mask, and any observed submatrix (Zk,l)(k,l)∈S ,
define the rank-one matrix completion problem as:

(2.12) find, if possible, M of rank at most one such that (Mij)(i,j)∈S = (Zk,l)(k,l)∈S .
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Figure 1: Illustration of the observable bipartite graphs of S := (S1,S2,S3) where S1 =
{2, 3, 4} × {1, 2} (orange), S2 = {1, 2, 3} × {2, 3} (blue) and S3 = {3, 4} × {2, 3, 4} (green).
The indices marked with “∗” are those which belong to only one rank-one support (observable
supports). The indices marked with “?” are those which belong to at least two different rank-
one supports.

The next proposition from [7], illustrated by Figure 2, characterizes uniqueness in rank-one
matrix completion.

1
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3

1

2

3

(a) Connected bipartite graph.

1

2

3

1

2

3

(b) Not connected bipartite graph.

Figure 2: Illustration of Proposition 2.8: on the left, it is possible to complete the missing
values denoted by “?” from the nonzero observed values “∗” in the mask, because the bipartite
graph associated to this mask is connected. On the right, this condition is not verified.

Proposition 2.8 (Adapted from [7, Proposition 2.15]). A rank-one matrix A of size m× n
which has no zero entry is the unique solution of the completion problem (2.12) for the observed
submatrix (Ak,l)(k,l)∈S on the mask S if, and only if, the bipartite graph G(JmK, JnK,S) is
connected.

2.3.2. Completion operations for tuples of bipartite graphs. The sufficient conditions
for fixed-support identifiability that we will express rely on two completion operations in the
observable bipartite graphs G(S) that we now define. These operations are illustrated in
Figure 3 for the tuple of graphs introduced in Figure 1.

The first completion operation is directly inspired from Proposition 2.8 and [10, Chapter
7]. It corresponds to the completion of all missing edges in all connected subgraphs in each
bipartite graph. In terms of completion of missing values in rank-one matrices, it corresponds
to solving successively trivial linear systems with one variable. For instance, knowing that(
a x

)T
and

(
b c

)
are collinear, x can be deduced from the values of a, b, and c, as long as

b is nonzero.
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The second completion operation involves all the bipartite graphs in the tuple. In terms
of completion of missing values in rank-one contributions, it corresponds to the fact that, for
a given index pair (k, l), when all the entries Cjk,l (j ∈ JrK) are known except for j = i, the
entry Cik,l is easily deduced from the knowledge of Zk,l :=

∑r
j=1 C

j
k,l.

2

3

1

2

4

1

2

3

2

3 3

2

3

4 4

(a) Completion inside each graph. We look for all the subgraphs isomorphic to K−
2,2 (circled by dashed

lines), and we complete the edge that is missing in each of these subgraphs.

2

3

1

2

4

1

2

3

2

3 3

2

3

4 4

(b) Completion across graphs. The edge (2, 2) belongs to the complete bipartite graphs KG1 and KG2 ,
and it is missing in G1 but not in G2, so this edge is added to G1 by the completion operation across
graphs. Similarly, the edge (3, 3) is added to G2.

Figure 3: Illustration of completion operations defined by Definition 2.9. The tuple of bipartite
graphs before completion (G1,G2,G3), already introduced in Figure 1, is represented by full
lines. Dashed lines represent edges that are added after the completion operation.

Definition 2.9 (Completion operations). Let G := (Gi)ri=1 be an r-tuple of bipartite graphs.
Denote K−2,2 the complete bipartite graph KJ2K,J2K minus one edge.

• Completion inside each graph: For each i ∈ JrK, define G′i as the bipartite graph
which is obtained from Gi by completing all the missing edges in each subgraph of Gi
that is isomorphic to K−2,2, and denote a(G) := (G′i)ri=1.

• Completion across graphs: If a given edge e is missing only in the graph Gi but
not in the other graphs Gj for j 6= i, we complete this missing edge in Gi. Formally,
for each i ∈ JrK, define G′′i as the bipartite graph which is obtained from Gi by adding

all the edges in the set

{
e ∈ E(KGi) | e /∈ E(Gi) and e ∈

⋂
j 6=i

e∈E(KGj )

E(Gj)
}
.
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Remark 2.10. In the spirit of Proposition 2.8, the completion operation inside each graph
can be defined equivalently in the following way: “For each i ∈ JrK, define G′i as the bipar-
tite graph which is obtained from Gi by completing all the missing edges in each connected
subgraph of Gi.”

The so-called closure cl (G) is then obtained by completing iteratively the missing edges
in G through the completion operations a and b of Definition 2.9, until no more edges can be
added. This process indeed reaches a fixed point after a finite number of steps.

Lemma 2.11. Let G be an r-tuple of bipartite graphs. There is a positive integer N such
that (b ◦ a)(N+1)(G) = (b ◦ a)(N)(G), where a and b are the completion operations introduced
in Definition 2.9.

The proof exploits a partial order between bipartite graphs sharing the same red and blue
vertices, that will also be used in the proof of Theorem 2.15 below.

Definition 2.12. For any bipartite graphs G,H for which (V1(G), V2(G)) = (V1(H), V2(H)),
we write G �H if E(G) ⊆ E(H). We extend this notation to r-tuples of bipartite graphs G,
H:

G � H ⇐⇒ ∀i ∈ JrK, Gi �Hi.

One verifies that this partial order is indeed reflexive, anti-symmetric and transitive.

Proof of Lemma 2.11. First, we remark that G � a(G) � (b ◦ a)(G). Secondly, for any
bipartite graph H with red vertices V1 and blue vertices V2, H � KV1,V2 . But the number of
edges in the complete bipartite graph KV1,V2 is finite. In conclusion, we obtain the claimed
result by applying the monotone convergence theorem.

Definition 2.13 (Closure of a tuple of bipartite graphs). The closure of an r-tuple of bipartite
graphs G is the r-tuple of bipartite graphs cl (G) := (b ◦ a)(N(G))(G) where

(2.13) N(G) := min {N ∈ N | (b ◦ a)(N+1)(G) = (b ◦ a)(N)(G)}.

2.3.3. Sufficient condition for identifiability with fixed support. We can now formulate
our sufficient condition for identifiability with fixed support of C ∈ U(ΓS).

Definition 2.14 (Closable tuple of rank-one supports). We say that the r-tuple of rank-one
supports S is closable if the closure of its observable bipartite graphs, cl (G(S)), is the r-tuple
of complete bipartite graphs (KGi(S))

r
i=1.

Theorem 2.15. Suppose that S is a closable r-tuple of rank-one supports. Denote the set
of r-tuples of rank-one matrices with a support exactly equal to S as:

(2.14) Γ
(=)
S :=

{
C ∈ ΓS | ∀i ∈ JrK, supp(Ci) = Si

}
.

Any C ∈ Γ
(=)
S is the P-unique EMD of Z := A(C) in Γ

(=)
S . In other words, Γ

(=)
S ⊆ U(ΓS).

The proof is deferred to Appendix A.
It can be shown [10, Chapter 7, Corollary 1] that any r-tuple of rank-one supports S such

that Si ∩ Si′ = ∅ for all i 6= i′ is closable. As an immediate corollary we obtain P-uniqueness
of the corresponding rank-one factors.
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Corollary 2.16. Suppose that S is such that Si∩Si′ = ∅ for all i 6= i′. Then Γ
(=)
S ⊆ U(ΓS).

As a matter of fact, the companion paper [14] showed that, in the case where the rank-one
supports in S are disjoint, uniform P-uniqueness of the EMD in ΓS holds, which is a stronger
result than the previous corollary.

Proposition 2.17. Let S be an r-tuple of rank-one supports. Then, uniform P-uniqueness of
EMD in ΓS holds, i.e. U(ΓS) = ΓS , if, and only if, one of the following equivalent assertions
holds:

(i) The linear application A : C 7→
∑r

i=1 C
i restricted to ΓS is injective.

(ii) The rank-one supports {Si}ri=1 are pairwise disjoint.

Consequently, when a pair of supports S := (SL,SR) is such that ϕ(S) has disjoint rank-
one supports, almost every pair of factors (X,Y ) is identifiable for the EMF of Z = XY ᵀ

in ΣS. In fact, a stronger identifiability than PS-uniqueness is verified in this case, which is
identifiability up to scaling ambiguities only.

Definition 2.18 (S-uniqueness in the EMF). For any set Σ of pairs of factors, the pair
(X,Y ) ∈ Σ is the S-unique EMF of Z := XY ᵀ in Σ, if any solution (X′,Y ′) to (EMF) of
Z in Σ is equivalent to (X,Y ) up to scaling ambiguities only, written (X′,Y ′) ∼s (X,Y )

The set of all pairs (X,Y ) ∈ Σ such that (X,Y ) is the S-unique EMF of Z := XY ᵀ in Σ
is denoted Us(Σ).

Corollary 2.19. Suppose that S := (SL,SR) is such that ϕ(S) has disjoint rank-one sup-
ports. Then:

Us(ΣS) = ICS ∩ MCS,

where ICS and MCS are the specialization of ICΩ and MCΩ defined by (2.5) and (2.6) to the case
where Ω is reduced to a singleton S:

ICS := {(X,Y ) ∈ ΣS | colsupp(X) = colsupp(Y )},(2.15)

MCS := {(X,Y ) ∈ ΣS | colsupp(X) = colsupp(SL), colsupp(Y ) = colsupp(SR)}.(2.16)

However, a closable r-tuple of rank-one supports S does not have necessarily pairwise
disjoint rank-one supports. Consider for instance the tuple S of Figure 1. Even though its
rank-one supports are not pairwise disjoint, S will also be shown to be closable (see discussion
around Figure 4). The following example illustrates an application of Theorem 2.15 for a
given C ∈ ΓS .

Example 2.20. Denote S := (S1,S2,S3) as the tuple of supports of size 4 × 4 defined in
Figure 1, where S1 = {2, 3, 4} × {1, 2}, S2 = {1, 2, 3} × {2, 3}, and S3 = {3, 4} × {2, 3, 4}.
Define also:

Z =


0 1 2 0
1 2 2 0
2 6 5 6
3 5 2 4

 .
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Then, by Theorem 2.15, the matrix Z admits a P-unique EMD in ΓS , because any C ∈ ΓS
such that A(C) = Z belongs to Γ

(=)
S , and S is closable.

2.3.4. Algorithm based on rank-one matrix completion. The closability condition of the
previous section suggests an algorithm based on rank-one matrix completion to decompose, if
possible, an observed matrix Z into a sum of rank-one matrices Ci (1 ≤ i ≤ r) satisfying the
rank-one sparsity constraints associated to S. By design, Algorithm 2.1 greedily completes
missing values only if the completion is non ambiguous. One the one hand, in the case when
there exist some ambiguities during the completion, the algorithm returns a tuple of rank-
one contributions with remaining missing values. On the other hand, the absence of missing
values of the output indicates that the input Z admits a P-unique EMD with fixed supports
constraint S.

Proposition 2.21. Let us run Algorithm 2.1 with a given r-tuple of rank-one supports S
and a given observed matrix Z as inputs. The following assertions hold:

(i) If the algorithm breaks the loop because of incompatibility at Line 15, then Z /∈ A(ΓS).
(ii) If the algorithm does not break the loop because of incompatibility, and outputs C

without missing values “?”, then Z = A(C). Moreover, C is the unique solution to
A(C′) = Z such that C′ ∈ ΓS . A fortiori, C ∈ U(ΓS).

Proof. To prove the first assertion, one can assume by contradiction that the algorithms
breaks the loop because of incompatibility, with Z ∈ A(ΓS). Fix C ∈ ΓS such that A(C) = Z.
Then, we would have Cik,l = Zk,l for all i ∈ JrK, (k, l) ∈ obsi(S). Following the completion
algorithm, since the algorithm breaks the loop because of incompatibility, there exists an index
(k, l) such that

∑
i C

i
k,l 6= Zk,l. This is a contradiction.

For the second assertion, one verifies that, at initialization, for each index (k, l), whenever
all entries Cik,l, 1 ≤ i ≤ r, are not missing, the sum

∑
i C

i
k,l is equal to Zk,l. This property is

preserved at the end of each loop of the algorithm, as by assumption, the algorithm did not
break the loop because of incompatibility. Since there is no missing values in the output of the
algorithm, we obtain A(C) = Z. Uniqueness comes simply from the fact that each completed
value in the algorithm is unique.

In other words, when Algorithm 2.1, run with Z and S as inputs, returns an output
C without remaining missing values, C is guaranteed to be the P-unique EMD of Z in ΓS .
Moreover in this case the PS-unique EMF of Z in S can be constructed from C, where S is the
unique pair of supports such that ϕ(S) = S. Indeed, one easily constructs (X,Y ) ∈ ICS such
that XiYi

ᵀ = Ci. We illustrate an application of this algorithm to the supports of Figure 1 /
Example 2.20 in Figure 4.

From Theorem 2.15, we can deduce that one way to guarantee that Algorithm 2.1 returns
an output without remaining missing values is to enforce closability on the input tuple of
rank-one supports S.

Lemma 2.22. Suppose that S is closable. Then, for any Z ∈ A(Γ
(=)
S ), the output of Al-

gorithm 2.1 with inputs S and Z is an r-tuple of rank-one contributions without remaining
missing values.

Proof. This is in essence a corollary of Theorem 2.15.
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(a) Initialization.

(b) Filling values in observable supports.

(c) Completion operation inside each bipartite graph.

(d) Completion operation across bipartite graphs.

(e) Completion operation inside each bipartite graph.

(f) Completion operation across bipartite graphs and output.

Figure 4: Application of Algorithm 2.1 on the supports of Figure 1 / Example 2.20. We
represent each contribution Ci at several steps of the completion algorithm. The output does
not have remaining values, so by Proposition 2.21, the obtained tuple of rank-one contributions
is identifiable in the EMD with fixed support.
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Algorithm 2.1 Fixed-support exact matrix decomposition algorithm

Require: Observed matrix Z ∈ Cm×n, r-tuple of rank-one matrices S = (Si)ri=1

Ensure: Rank-one contributions C, with possible missing values “?”

1: For 1 ≤ i ≤ r, set Cik,l =


Zk,l if (k, l) ∈ obsi(S)

0 if (k, l) /∈ Si

“?” otherwise
2: while completion of “?” in C is still possible do
3: for i = 1 to r do /∗ Completion inside each bipartite graph ∗/
4: for each submatrix

[
a1 a2
a4 a3

]
in Ci do

5: if there exist three non missing entries and one missing entry ai = “?” then
6: i′ ← (i+ 2) mod 4
7: if ai′ 6= 0 then
8: ai ← ak×aj

ai′
with {k, j} the remaining indices in J4K\{i, i′}

9: end if
10: end if
11: end for
12: end for
13: for (k, l) ∈ JmK× JnK do /∗ Checking compatibility of the completion ∗/
14: if Cik,l 6= “?” for each i ∈ JrK and Zk,l 6=

∑
i C

i
k,l then

15: return break the “while” loop because of incompatibility
16: end if
17: end for
18: for (k, l) ∈ JmK× JnK do /∗ Completion accross bipartite graphs ∗/
19: if there exists i such that Cik,l = “?” and Cjk,l 6= “?” for all j 6= i then
20: Cik,l ← Zk,l −

∑
j 6=i C

j
k,l

21: end if
22: end for
23: end while
24: return Rank-one contributions C

We also mention that, Algorithm 2.1 will be used in section 3 in a hierarchical factorization
method, to successively recover the multiple sparse factors XL, . . . ,X1 from Z = XL . . .X1,
when considering some well-chosen sparsity constraints on the factors.

2.4. Application for the DFT, DST and DCT matrices. The DFT matrix, DCT matrix
(type II) and DST matrix (type II) of size N are defined by:

DFTN := (ωN
(k−1)(l−1))k,l∈JNK, where ωN := e−i

2π
N ,(2.17)

DCTN :=

(
cos

[
π

N

(
l − 1

2

)
(k − 1)

])
k,l∈JNK

,(2.18)

DSTN :=

(
sin

[
π

N

(
l − 1

2

)
k

])
k,l∈JNK

.(2.19)
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We start by showing that the sufficient conditions given by Proposition 2.6 to identify the
rank-one supports constraint among a specific family of sparsity patterns are verified for the
exact matrix decomposition of the DFT, DCT and DST matrix.

Proposition 2.23. Let N = 2L (L ≥ 2). Using the notations introduced in (2.3), define

Ω := Λ
N/2
col × Λ2

col the family of pairs of left and right supports of size N × N which are
respectively N/2-sparse by column and 2-sparse by column. Let Z be either DFTN, DCTN,
or DSTN, and C ∈ ΓΩ such that Z = A(C). Then, the sufficient conditions of Proposition 2.6
on C and Ω are verified.

Remark 2.24. We conjecture that similar results for the DCT and DST of type I and III
can be established, but not for type IV. For the sake of conciseness, we only give in this paper
identifiability results for the DCT-II and DST-II matrices with their formal proof, as type II
is the most common type for DCT and DST. The extension for DCT and DST matrices of
type I and III is therefore left as future work.

Informal proof. Let us start by giving an informal proof for the case Z = DFT4, as it
illustrates concretely the assumptions of Proposition 2.6. The only partition of supp(DFT4)
into four rank-one supports (S1, . . . ,S4), which have at most 2 nonzero rows and 2 nonzero
columns, and such that the submatrix of DFT4 restricted to Si (1 ≤ i ≤ 4) is of rank one, is
the following one: 

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

 ,

where the entries of the same rank-one supports Si are represented by the same color. Here,
S1 = {1, 3} × {1, 3}, S2 = {2, 4} × {1, 3}, S3 = {1, 3} × {2, 4}, S4 = {2, 4} × {2, 4}.

The proof for Z = DFTN is provided in [10, Chapter 7, Section 7.4]. The proof for Z =
DCTN or Z = DSTN is deferred to Appendix B. The main idea of the proof for Z = DCTN

or Z = DSTN is that for any C ∈ ΓΩ such that DCTN = A(C) or DSTN = A(C), each
rank-one support supp(Ci), 1 ≤ i ≤ N , corresponds to a set of N/2 rows with indices of the

same parity, and of two columns with indices {l(i)1 , l
(i)
2 } such that (l

(i)
1 + l

(i)
2 − 1) = N . An

illustration of these supports is shown in Figure 5.
We are now able to show that the DFT, DCT and DST admit a unique factorization in

the family Ω := Λ
N/2
col ×Λ2

col. Hence, our work generalizes the arguments used in [10, Chapter
7] to prove that the sparse factorization of DFT matrix into two factors is identifiable.

Theorem 2.25. Denote Z as either the DFT matrix, the DCT matrix (type II), or the DST

matrix (type II) of size N = 2L (L ≥ 2). Then, Z has a PS-unique EMF in Ω := Λ
N/2
col ×Λ2

col,
which is the family of left and right supports of size N × N which are respectively N

2 -sparse
by column and 2-sparse by column. Moreover, DFTN also admits a PS-unique EMF in

Λ2
col × Λ

N/2
col .

Remark 2.26. DFTN also admits a PS-unique EMF in Λ2
col × Λ

N/2
col because DFTN

ᵀ =
DFTN by its definition in (2.17).
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Figure 5: Illustration of the supports {supp(Ci)}Ni=1, where C is an EMD of DCTN or DSTN

in ΓΩ, with Ω := Λ
N/2
col × Λ2

col, where Λkcol has been defined in (2.3). Each support supp(Ci),
i ∈ JNK, is associated to a distinct color and all indices belonging to this support bear this
color.

Proof. Suppose there exists (X,Y ) ∈ ΣΩ such that Z = XY ᵀ. Then, denoting C :=
ϕ(X,Y ), C ∈ ΓΩ, with naturally Z = A(C). Then, by Proposition 2.23, the sufficient
conditions of Proposition 2.6 are satisfied, so the supports

{
supp(Ci)

}r
i=1

are pairwise disjoint,
and are identifiable in the sense of condition (i) in Proposition 2.5. We now show that
condition (ii) of Proposition 2.5, i.e. fixed-support identifiability, is verified. Let S ∈ ϕ(Ω)
such that C ∈ ΓS . As the cardinal of supp(Ci) is equal to N for all i ∈ JrK (because otherwise,

‖A(C)‖0 < ‖Z‖0 ), C ∈ Γ
(=)
S . A fortiori, the supports {Si}ri=1 are pairwise disjoint, so S

is closable by Definition 2.14. By Theorem 2.15, C ∈ U(ΓS). Hence, by Proposition 2.5,
C ∈ U(ΓΩ). It remains to show (X,Y ) ∈ ICΩ ∩ MCΩ. If (X,Y ) /∈ ICΩ, there would exist i
such that Ci = 0, which is a contradiction. We now show (X,Y ) ∈ MCΩ. Let S ∈ Ω such
that (X,Y ) ∈ ΣS, and denote S := ϕ(S). Then, C ∈ ΓS , but we previously showed that this

implies C ∈ Γ
(=)
S . This yields colsupp(X) = colsupp(SL) and colsupp(Y ) = colsupp(SR). By

Theorem 2.4, we conclude that (X,Y ) ∈ U(ΣΩ).

We also show a negative result of identifiability for the sparse matrix factorization into

two factors of the Hadamard matrix in ΣΩ, with Ω := Λ
N/2
col × Λ2

col, which is reminiscent of
some negative examples showing that the sparse factors of the Hadamard matrix cannot be
uniquely recovered with a hierarchical factorization method, given the sparsity constraint Ω
[8].

Proposition 2.27. Define the Hadamard matrix H2L (L ≥ 2) as:

(2.20) H2L :=

(
H2L−1 H2L−1

H2L−1 −H2L−1

)
∈ B2L×2L

where H1 :=
(
1
)
. Then, the Hadamard matrix HN with N = 2L for L ≥ 2 does not admit a

unique sparse matrix factorization in Ω := Λ
N/2
col × Λ2

col.

Proof. This is simply because for each C′ ∈ ΓΩ such that A(C′) = Z, the supports
{supp(C′i)}ri=1 are pairwise disjoint (see Lemma B.1), and there exists several distinct parti-
tions {Si}ri=1 of supp(HN) with S ∈ ϕcp(Ω) such that for all i ∈ JrK, (Zk,l)(k,l)∈Si is of rank at
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most one. Therefore, we can easily find C, C′ ∈ ΓΩ such that C 6∼ C′, but A(C) = HN = A(C′).
This means that HN does not admit a P-unique EMD in ΓΩ. By Theorem 2.4, we conclude
that HN does not admit a PS-unique EMF in ΣΩ.

3. Identifiability in multilayer sparse matrix factorization. The analysis with two-factors
presented in the companion paper [14], and illustrated in the previous section for the DFT,
DCT and DST matrices, can provide tools for analyzing identifiability in exact sparse matrix
factorization with L > 2 factors. This extension is based on a hierarchical factorization method
[11, 10] that will be detailed below. In this section, we establish some identifiability results in
the multilayer case in a specific setting where the enforced sparsity constraints on the factors
to recover are the so-called butterfly supports (see Definition 3.4 below). Let us highlight here
that, in contrary to our analysis with two factors where sparsity constraints on the factors
where encoded by a family of sparsity patterns, the study in the multilayer case proposed in
this paper is limited to the case where this family is reduced to a singleton. In other words, we
study identifiability in the multilayer case with fixed-support sparsity constraint. The possible
extension of the proposed analysis to a family of sparsity patterns with its difficulties will be
discussed at the end of the section.

The butterfly supports are defined from the supports of the butterfly factors of the DFT
matrix [12, 5]. Let us introduce the multilayer exact matrix factorization (MEMF) problem,
which generalizes the problem (EMF) with two factors. Given a number of layers L > 2, a
matrix Z ∈ CNL×N0 , and a feasible set of L-tuples of factors Σ ⊆ CNL×NL−1 × . . .× CN1×N0

for some integers N1, . . . , NL−1, the MEMF problem for Z in Σ is the following multilinear
inverse problem:

(MEMF) find, if possible, (XL, . . . ,X1) ∈ Σ such that Z = XLXL−1 . . .X1.

We only provide an analysis of identifiability in the MEMF for a feasible set Σ encoding fixed
supports constraints on the factors. For any L-tuple of supports S := (SL, . . . ,S1), define:

(3.1) ΣS := ΣSL × . . .× ΣS1 .

The notion of PS-uniqueness of an EMF (with two factors) has been introduced in order
to take into account both of permutation and scaling ambiguities. It is therefore possible to
generalize this definition to the multilayer case. However, when fixing the butterfly supports
as the sparsity constraints, we can show a stronger property than PS-uniqueness, which is
identifiability up to scaling ambiguities only. This is due to the fact that the structure of the
butterfly supports removes any kind of permutation ambiguities at each factor, as it will be
shown in the next subsections.

Definition 3.1 (S-uniqueness in MEMF). For any feasible set Σ of L-tuples of factors, the
tuple (XL, . . . ,X1) is the S-unique MEMF of Z := XLXL−1 . . .X1 in Σ, if any solution
(X′L, . . . ,X

′
1) to (MEMF) of Z in Σ is equivalent to (XL, . . . ,X1), written (XL, . . . ,X1) ∼s

(X′L, . . . ,X
′
1), in the sense that there exist diagonal matrices with nonzero diagonal entries

D1 ∈ DN1, D2 ∈ DN2, . . . , DL−1 ∈ DNL−1
such that for all ` ∈ JLK, we have X′` =

D`
−1X`D`−1, with the convention DL = INL and D0 = IN0.
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Remark 3.2. The formal definition of PS-uniqueness of an MEMF is analogue to the one
above, with permutation and scaling equivalence relation ∼ instead of ∼s, and generalized
permutations instead of diagonal matrices with nonzero diagonal entries.

In the following, when dealing with block diagonal matrices, we write “0” to specify that
other entries than the ones in the blocks are zero.

3.1. Butterfly factorization of the DFT matrix. Recall that the DFT matrix of size
N ×N with N = 2L is denoted as DFTN, and has been introduced in (2.17). The butterfly
factorization of DFTN [5] relies on the recursive relation:

(3.2) DFTN = BN

(
DFTN/2 0

0 DFTN/2

)
PN ,

where PN ∈ BN×N is the permutation matrix which sorts the odd indices, then the even
indices (e.g., for N = 4, it permutes [1, 2, 3, 4] to [1, 3, 2, 4]), and

(3.3) BN :=

(
IN/2 AN/2

IN/2 −AN/2

)
,

with AN/2 the diagonal matrix of size N
2 ×

N
2 with diagonal entries 1, ωN , ω

2
N , . . . , ωN

N
2
−1.

Applying recursively (3.2) to the block DFTN/2, we obtain the butterfly factorization of
DFTN written as:

(3.4) DFTN = BN

(
BN/2 0

0 BN/2

)
. . .

B4 0
. . .

0 B4



B2

B2 0
. . .

0 B2

B2

RN

where RN ∈ BN×N is the so-called bit-reversal permutation matrix, defined by:

(3.5) RN = Q1Q2 . . .QL, where Q` := IN/2` ⊗ P2` =

P2` 0
. . .

0 P2`

 , ∀1 ≤ ` ≤ L.

Definition 3.3 (Butterfly factors of the DFT matrix). We define the butterfly factors (F`)
L
`=1

of size N = 2L of the DFT matrix DFTN as the factors:

FL := BN , FL−1 :=

(
BN/2 0

0 BN/2

)
, . . . , F2 :=

B4 0
. . .

0 B4

 ,

F1 :=


B2

B2 0
. . .

0 B2

B2

 ,

in such a way that DFTN = FLFL−1 . . .F1RN .
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Definition 3.4 (Butterfly supports). The butterfly supports of size N = 2L are defined
as the L-tuple of supports S := (SL, . . . ,S1) where S` := supp(F`) for 1 ≤ ` ≤ L, and
(FL, . . . ,F1) are the butterfly factors.

3.2. Some properties of the butterfly supports. Figure 6 is an illustration of the butterfly
supports. They are 2-regular [9], i.e. they have at most 2 nonzero entries per row and per
column, but they are also block diagonal (except the leftmost butterfly support which has a
single block that covers the matrix entirely).

(a) S4 (b) S3 (c) S2 (d) S1

Figure 6: Butterfly supports of size N = 16. Nonzero entries are in color, and zero entries are
in white.

Consequently, given (XL, . . . ,X1) ∈ ΣS where S is the tuple of butterfly supports, the
partial product of any consecutive factors Xq . . .Xp (1 ≤ p ≤ q ≤ L) has a very precise
structure as detailed in the following lemma. Figure 7 illustrates this structure on some
examples of partial products for the case of the butterfly supports of size N = 16.

Lemma 3.5. Let S := (SL, . . . ,S1) be the butterfly supports of size N = 2L. Then, for any
tuple (XL, . . . ,X1) ∈ ΣS, we have supp(Xq . . .Xp) ⊆W [q;p] for any 1 ≤ p ≤ q ≤ L, where:

W [q;p] := IN/2q ⊗ V q,p =

V q,p 0
. . .

0 V q,p

 ∈ BN×N , and(3.6)

V q,p := U2q−p+1 ⊗ I2p−1 =

I2p−1 . . . I2p−1

...
...

I2p−1 . . . I2p−1

 ∈ B2q×2q ,(3.7)

denoting Un ∈ Bn×n as the binary matrix full of ones for any n. Moreover, if we supppose
in addition supp(X`) = S` for all 1 ≤ ` ≤ L, then supp(Xq . . .Xp) = W [q;p] for any
1 ≤ p ≤ q ≤ L.

Proof. We start by the case where q = L. Let us show by backward induction that
supp(XL . . .X`) ⊆ V L,` for any 1 ≤ ` ≤ L. This is true for ` = L, because by definition,
supp(XL) ⊆ SL = V L,L. Let 2 ≤ ` ≤ L, and suppose that supp(XL . . .X`) ⊆ V L,`, which
is the matrix full of blocks I2`−1 . Since S`−1 is block diagonal with blocks of size 2`−1 × 2`−1
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(a) W [4;2] (b) W [4;3] (c) W [3;2] (d) W [2;1]

Figure 7: Examples of supports W [q;p] (1 ≤ p ≤ q ≤ 4) of size N ×N with N = 16. Nonzero
entries are in color, and zero entries are in white.

equal to U2⊗I2`−2 =
(

I
2`−2 I

2`−2

I
2`−2 I

2`−2

)
, the product V L,`S`−1 is equal to V L,`−1. Consequently,

because of the block diagonal structure of S`−1, we have supp(XL . . .X`X`−1) ⊆ V L,`S`−1 =
V L,`−1. This ends the proof by induction.

Now, in the case where q < L, the butterfly support Sq of size N ×N is block diagonal,
where each block is simply the leftmost butterfly support of size 2q×2q. Applying the previous
case on each of these blocks of size 2q × 2q yields the claimed result, i.e. supp(Xq . . .Xp) ⊆
W [q;p] for any 1 ≤ p ≤ q ≤ L. In the case where supp(X`) = S` for all 1 ≤ ` ≤ L, we
repeat the proof, by first starting to prove inductively that supp(XL . . .X`) = V L,` for any
1 ≤ ` ≤ L, and then generalizing the result to q < L.

This sparsity structure of partial products will be exploited to establish identifiability for
the EMF of Z[q;p] := (Xq . . .X`+1)(X` . . .Xp) into two factors, when fixing the supports
W [q;`+1] and W [`;p] as the respective sparsity constraint for the left and right factor (1 ≤
p ≤ ` < q ≤ L).

Lemma 3.6. The N -tuple of rank-one supports ϕ
(
W [q;`+1],W [`;p]

)
has disjoint rank-one

supports, for any 1 ≤ p ≤ ` < q ≤ L. Consequently:

Us
(

Σ(W [q;`+1],W [`;p])

)
= IC(W [q;`+1],W [`;p]) ∩ MC(W [q;`+1],W [`;p]).

Remark 3.7. Since the matrix W [`;p] is symmetric, we write W [`;p] instead of (W [`;p])
ᵀ
.

Proof. Denote S := ϕ
(
W [q;`+1],W [`;p]

)
. We also write Ik := {(k− 1)2` + 1, . . . , k2`− 1}

for k ∈ JN
2`

K. One the one hand, the right support W [`;p] is block diagonal, with blocks V `,p

of size 2` × 2`. This means that for i ∈ Ik and j ∈ Ik′ with k, k′ ∈ JN
2`

K, k 6= k′, the rank-one

supports Si and Sj are disjoint. On the other hand, viewing column supports as subsets
of indices, the columns of the left support W [q;`+1] restricted to Ik are pairwise disjoint,
by definition of W [q;`+1]. This means that for i, j ∈ Ik (k ∈ JN

2`
K), the rank-one supports

Si and Sj are also disjoint, when i 6= j. Hence, we obtain the claimed result by applying
Corollary 2.19.
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3.3. Hierarchical factorization method. The hierarchical matrix factorization [11] is a
method to recover the sparse factors XL, . . . ,X1 from the product Z = XL . . .X1, by succes-
sively recovering the factors through several hierarchical levels. At the first level, the factors
XL and HL−1 := XL−1 . . .X1 are recovered from Z. At the second level, the factors XL−1

and HL−2 := XL−2 . . .X1 are recovered from HL−1. The process is repeated recursively,
until all the sparse factors have been recovered. Note that at each hierarchical factorization,
adequate support constraints are enforced on the factors: they should correspond to sparsity
patterns obtained from the partial product of several sparse factors.

When the sparse factorization at each hierarchical level is unique up to scaling ambiguities
for these adequate support constraints, the recovered factors XL, . . . ,X1 are shown to be the
S-unique MEMF of Z for the considered constraints. In our case, we enforce the butterfly
support structure on the factors. Based on the previous lemmas and on this hierarchical
factorization method, we obtain the main result of this section.

Theorem 3.8. Let S := (SL, . . . ,S1) be the butterfly supports of size N = 2L. Then, for
any (XL,XL−1, . . . ,X1) ∈ ΣS such that supp(X`) = S` for all 1 ≤ ` ≤ L, the factors
XL, . . . ,X1 are the S-unique MEMF of Z := XL . . .X1 in ΣS. Moreover, these factors can
be recovered from Z, up to scaling ambiguities, through a hierarchical factorization method
detailed in Algorithm 3.1, where Z and any partitioning binary tree T of {1, . . . , L} (see
Definition 3.10 below) are given as the inputs of the algorithm.

This theorem generalizes a result suggested in [10, Chapter 7] but not proven formally.

Corollary 3.9. The factors (FL,FL−1, . . . ,F1RN ) defined in Definition 3.3 are the S-
unique MEMF of the DFT matrix of size N = 2L in Σ(SL,...,S2,S1RN ), where the L-tuple

of butterfly supports of size N is denoted by S := (SL, . . . ,S2,S1).

Before stating Algorithm 3.1, let us mention that, in the specific case of the butterfly sup-
port constraint, the hierarchical factorization method previously described can be generalized
to any kind of binary tree structure. For instance, in the case of four factors X4, . . . ,X1 of
size 16×16, one can perform hierarchical factorization in an alternative fashion, by factorizing
Z := X4X3X2X1 into X4X3 and X2X1 at the first layer, then X4X3 into X4 and X3,
and finally X2X1 into X2 and X1. Let us give a formal definition for such a binary tree
structure that defines the factorization order in the hierarchical factorization method.

Definition 3.10 (Partitioning binary tree). A partitioning binary tree of a set of indices
{1, . . . , L} is a binary tree, where nodes are non empty subsets of {1, . . . , L}, which satisfies
the following axioms:

(i) Each node is a subset of consecutive indices.
(ii) The root is the set {1, . . . , L}.

(iii) A node is a singleton if, and only if, it is a leaf.
(iv) For a node which is not a leaf, the left and right children form a partition of their

parent, in a such way that the indices of the left child are larger than those in the right
child.

Remark 3.11. This notion is somehow reminiscent of dimension partition tree [6] used to
define tree tensor networks.
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Figure 8: Three possible partitioning binary trees of {1, 2, 3, 4}. Any of these trees given as
input of Algorithm 3.1 yields the exact recovery of the sparse factors X4, . . . ,X1 in Z :=
X4 . . .X1, when supp(X`) are exactly the butterfly supports. Let us highlight here that this
result is true for any number of layers L, and is not limited to the case L = 4.

Examples of partitioning binary trees are illustrated in Figure 8. We are now able to
describe Algorithm 3.1, and give a proof for Theorem 3.8. The key of the proof is the S-
uniqueness of the factorization at each hierarchical level, up to rescaling of columns and rows

of the factors: more precisely, at line 8 of Algorithm 3.1, (H2,H1) ∈ Us
(

Σ(W [q;`+1],W [`;p])

)
by Lemma 3.6. Formally, we rely on the following lemma.

Algorithm 3.1 Hierarchical factorization method for exact sparse matrix factorization, con-
strained by the butterfly supports (SL, . . . ,S1) of size N = 2L.

Require: Matrix Z := Xq . . .Xp with supp(X`) = S` for all 1 ≤ p ≤ ` ≤ q ≤ L, and a
partitioning binary tree T of {p, . . . , q}.

Ensure: factors X′q, . . . ,X
′
p such that (X′q, . . . ,X

′
p) ∼s (Xq, . . . ,Xp)

1: if root of T is a leaf then
2: return Z /∗ Case where q = p, Z = Xp = Xq ∗/
3: end if
4: (T2, T1)← left and right subtrees of the root of T /∗ Case where q > p ∗/
5: `← maximum value in the root of T1

6: S ← ϕ
(
W [q;`+1],W [`;p]

)
7: for i = 1 to N do
8: Ci ← (Zj,k)(j,k)∈Si , where the support Si is viewed as a subset of indices
9: end for

10: set (H2,H1) as a pair of factors in ϕ−1 ({C}) ∩ IC(W [q;`+1],W [`;p])
11: (X′q, . . . ,X

′
`+1)← result of Algorithm 3.1 with inputs H2 and T2

12: (X′`, . . . ,X
′
p)← result of Algorithm 3.1 with inputs H1 and T1

13: return (X′q, . . . ,X
′
`+1,X

′
`, . . . ,X

′
p)

Lemma 3.12. Let S := (SL, . . . ,S1) be the butterfly supports of size N = 2L, and let
(XL, . . . ,X1) ∈ ΣS with supp(X`) = S`, 1 ≤ ` ≤ L. Then, for any 1 ≤ p ≤ ` < q ≤ L,
for any diagonal matrices Dq,Dp ∈ Dr, the matrix Dq

−1Xq . . .X`+1X` . . .XpDp admits
an S-unique EMF in Σ(W [q;`+1],W [`;p]), which is

([
Dq
−1Xq . . .X`+1

]
, [X` . . .XpDp]ᵀ

)
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Proof. Denote H2 := Xq . . .X`+1, and H1
ᵀ := X` . . .Xp. By Lemma 3.5, supp(H2) =

W [q;`+1], and supp(H1) = W [`;p]. The multiplication of a matrix by Dq or Dp does not
change its support, so supp(Dq

−1H2) = supp(H2) and supp(HT
1 Dp) = supp(HT

1 ). In
particular, colsupp(Dq

−1H2) = colsupp(DpH1) = JNK, so by Lemma 3.6, we obtain:

(Dq
−1H2,DpH1) ∈ IC(W [q;`+1],W [`;p]) ∩ MC(W [q;`+1],W [`;p]) = Us(Σ(W [q;`+1],W [`;p])).

Proof of Theorem 3.8. We introduce the following notations. For each node n in the
partitioning binary tree T , we write qn and pn respectively the maximum and minimum index
of the corresponding subset of node n. When n has children, we write `n the “splitting” index
of node n, which corresponds to the maximum value of the subset corresponding to its right
child.

Let (XL, . . . ,X1), (X′L, . . . ,X
′
1) ∈ ΣS such that X′L . . .X

′
1 = Z := XL . . .X1, and sup-

pose that (supp(X`))
L
`=1 are exactly the butterfly supports. For any 1 ≤ p < q ≤ L, denote

H [q;p] = Xq . . .Xp, and H ′[q;p] = X′q . . .X
′
p. Consider the sequence of nodes (n1, n2, . . . , nw)

in T that are obtained after a breadth-first search of the binary tree, where w is the total
number of nodes in T . Then, consider the subsequence of (n1, n2, . . . , nw) where we keep
only nodes that are not leaves, and denote them nγ(1), . . . , nγ(v), with v the total number
of nodes in T that are not leaves. To simplify the notations, we denote, for 1 ≤ u ≤ v,
`γ(u) := `nγ(u) , qγ(u) := qnγ(u) , and pγ(u) := pnγ(u) . For 1 ≤ u ≤ v, denote Pu the asser-
tion: “there exists diagonal matrices D`γ(1) , . . . ,D`γ(u) ∈ Dr with nonzero diagonal entries

such that, for each 1 ≤ η ≤ u, we have H ′[qγ(η);`γ(η)+1] = Dqγ(η)
−1H [qγ(η);`γ(η)+1]D`γ(η)

and
(
H ′[`γ(η);pγ(η)]

)ᵀ
= D`γ(η)

−1
(
H [`γ(η);pγ(η)]

)ᵀ
Dpγ(η) ”, with the convention DL = I2L .

Then, by applying Lemma 3.12, we show inductively that Pu is true for all 1 ≤ u ≤ v. In
particular, Pv yields the claim of Theorem 3.8.

Remark 3.13. In the case where the observed matrix Z is noisy, one can adapt Line 8
of Algorithm 3.1 and set Ci as the best rank-one approximation of (Zk,l)(k,l)∈Si , via singular
value decomposition for instance.

4. Conclusion. This paper proposed an illustration of the application of the general frame-
work introduced in the companion paper [14] to show some identifiability results on some well-
known matrices, like the DFT, DST and DCT matrices. We also proposed an extension of
our analysis with two factors to the multilayer case via a hierarchical method. In complement
to the discussions at the end of the companion paper [14], we present some other perspectives
for future work.

Hierarchical factorization method. An extension of this work is to relax the sparsity con-
straints in the multilayer case to a family of sparsity patterns, instead of fixed-support sparsity
constraints.

Algorithm. From the algorithmic point of view, one approach to solve sparse matrix factor-
ization is to minimize the approximation error between the observed matrix and the product
of the sparse factors under sparsity constraints [11, 5]. An alternative approach suggested by
our analysis is to rely on low-rank matrix completion operations with sparsity constraints, in
the spirit of Algorithm 2.1. This kind of approach based on the lifting procedure has been
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considered in algorithms for blind deconvolution [1] or signal recovery from magnitude mea-
surements [2]. However, it still remains to explore such an approach when considering sparsity
constraints.

Stability. One can study the stability of Algorithm 3.1 under the noisy measurement case.
Also, the application of Algorithm 2.1 under the noisy case might suffer from instability issues,
as the propagation scheme to complete missing entries with the rank-one constraint is unstable
[4], so it is necessary to adapt Algorithm 2.1 in order to allow for stable recovery of exact
matrix decomposition with fixed-support.
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S is closable, all the rank-one supports Si (1 ≤ i ≤ r) are different, so Gi is not the empty
graph for any i ∈ JrK. The complete graph KGi is denoted Ki for simplicity (1 ≤ i ≤ r). For

any integer n, denote Gn := (b ◦a)(n)(G), where a and b are the completion operations defined
in Definition 2.9, and Hn = a(Gn).

For n ∈ JNK, denote Pn the assertion: “for all i ∈ JrK, for all (k, l) ∈ E
(
Gin
)
, (Ci)k,l =

(C′i)k,l”. Let us prove by induction that Pn is true for all n ∈ JNK. Since N = N(G),
GN = cl (G), and by assumption, cl (G) = (Ki)

r
i=1. Therefore, proving PN would yield C = C′

and end the proof.
Initialization. Fix i ∈ JrK, and (k, l) ∈ E(Gi0). By definition, E(Gi0) = obsi(S) =

Si\
(⋃

j 6=i S
j
)

, so for j 6= i, (Cj)k,l = 0 = (C′j)k,l. Therefore, (Ci)k,l = Zk,l = (C′i)k,l,
which shows P0.

Inductive step. Let n ∈ JN−1K, and suppose that Pn is verified. Denote H := a(G). Recall
that Gn � Hn � Gn+1.

• For any i, for any (k, l) ∈ E(Gin), (Ci)k,l = (C′i)k,l by assumption Hn.

• Let i ∈ JrK and (k, l) ∈ E(Hi
n)\E(Gin). Then, (k, l) corresponds to a missing edge

in a subgraph of Gin isomorph to K−2,2. For any (k′, l′) of this subgraph, (k′, l′) ∈
E(Gin) by definition of the completion operation a, so (Ci)k′,l′ = (C′i)k′,l′ . Then,

by Proposition 2.8, we obtain (Ci)k,l = (C′i)k,l. This is true for any i ∈ JrK and

(k, l) ∈ E(Hi
n).

• Finally, let (k, l) ∈ E(Hi
n+1)\E(Hi

n). Then, by definition of the completion operation

b, (k, l) ∈ E(Hj
n) for all j 6= i such that (k, l) ∈ Kj . This means that (Cj)k,l = (C′j)k,l

for such j. For j 6= i such that (k, l) /∈ Kj , we simply have (Cj)k,l = 0 = (C′j)k,l.
Therefore, we obtain (Ci)k,l = Zk,l −

∑
j 6=i (Cj)k,l = Zk,l −

∑
j 6=i (C′j)k,l = (C′i)k,l,

which shows Pn+1 and ends the inductive step.

Appendix B. Proof of Proposition 2.23.
Let us reuse some lemmas from [10, Chapter 7].

Lemma B.1 ([10, Lemma 4, Chapter 7]). For any r-tuple of rank-one contributions C, if∑r
i=1 ‖C

i‖0 = ‖A(C)‖0, then the supports {supp(Ci)}ri=1 are pairwise disjoint.

Corollary B.2 ([10, Corollary 2, Chapter 7]). Suppose there exists an integer M such that
for all S ∈ ϕ(Ω), ‖Si‖0 ≤M for each i ∈ JrK. Let C ∈ ΓΩ such that the cardinal of supp(A(C))
is rM . Then, the supports {supp(Ci)}ri=1 are pairwise disjoint.

Proof. We have rM = card(supp(A(C))) ≤
∑r

i=1 ‖C
i‖0 ≤

∑r
i=1 ‖S

i‖0 ≤ rM , so all the
terms of the sum are equal and we conclude by Lemma B.1.

Proof of Proposition 2.23. By construction, ‖Si‖0 ≤ N
2 × 2 = N for all i ∈ JrK, S ∈ ϕ(Ω),

and since ‖Z‖ = N2, the first condition of Proposition 2.6 is verified, by direct application of
Corollary B.2. We now focus on the second condition. Let S ∈ ϕcp(Ω) such that {Si}Ni=1 is
a partition of supp(Z), and that the rank of (Zk,l)(k,l)∈Si (1 ≤ i ≤ r) is at most one. Then,

necessarily, the cardinal of each support Si (1 ≤ i ≤ r) is at least N , so Si has exactly N
2

nonzero rows and 2 nonzero columns. For each i, we write Si := {k(i)
1 , . . . , k

(i)
N
2

} × {l(i)1 , l
(i)
2 }
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the indices of the rank-one support Si. The objective of the proof is to show that all the row

indices k
(i)
α (α ∈ JN2 K) have the same parity, and that l

(i)
1 + l

(i)
2 − 1 = N .

B.1. Case of the DCT matrix. In this paragraph, we denote Z = DCTN defined by
(2.18). For each i, the submatrix (Zk,l)(k,l)∈Si is of rank one, so there exists a scalar λ(i) such
that:

(B.1) cos

[
π

N

(
l
(i)
1 −

1

2

)
(k(i)
α − 1)

]
= λ(i) cos

[
π

N

(
l
(i)
2 −

1

2

)
(k(i)
α − 1)

]
, ∀α ∈ J

N

2
K.

Fix i ∈ JNK. For simplicity, we omit the subscript (i) for the rest of the proof.

B.1.1. Case 1: odd row indices. Suppose that there exists α such that kα = 1. Let us
show that kα is odd for all α ∈ JN2 K, and l1 + l2 − 1 = N . Indeed, evaluating (B.1) at kα = 1
yields λ = 1. Thus, for each α ∈ JN2 K:

π

N

(
l1 −

1

2

)
(kα − 1) ≡ π

N

(
l2 −

1

2

)
(kα − 1) mod 2π

or
π

N

(
l1 −

1

2

)
(kα − 1) ≡ − π

N

(
l2 −

1

2

)
(kα − 1) mod 2π,

which is equivalent to:

(B.2) (l1 − l2) (kα − 1) ≡ 0 mod 2N or (l1 + l2 − 1) (kα − 1) ≡ 0 mod 2N.

Suppose by contradiction that there exists α such that kα is even. Then, (kα − 1) is odd, so
by (B.2) and Euclid’s lemma, 2N divides either (l1 − l2) or (l1 + l2 − 1), because 2N is even.
But both cases are not possible, because (l1 − l2) ∈ {−N + 1, . . . ,−1} ∪ {1, . . . , N − 1}, and
(l1 + l2− 1) ∈ {1, . . . , 2N − 1}. Therefore, all the indices kα (α ∈ JN2 K) are odd. Suppose now
by contradiction that l1 + l2 − 1 6= N . Then, evaluating (B.2) for kα = 3, N divides either
(l1−l2) or (l1+l2−1). Again, this is not possible, which shows that necessarily, l1+l2−1 = N .

B.1.2. Case 2: even row indices. Suppose now there does not exist α such that kα = 1.
Then, by the previous case, all the column indices kα (α ∈ JN2 K) are odd, because the supports

{Si′}ri′=1 are pairwise disjoint. Let us show that l1 + l2 − 1 = N . Evaluating (B.1) at kα = 2
yields:

λ =
cos
[
π
N

(
l1 − 1

2

)]
cos
[
π
N

(
l2 − 1

2

)] .
Then, evaluating (B.1) at kα = N :

cos(aN − a) cos(b) = cos(a) cos(bN − b)

where we denoted a = π
N

(
l1 − 1

2

)
and b = π

N

(
l2 − 1

2

)
. This is equivalent to:

(B.3) cos(aN − a− b) + cos(aN − a+ b) = cos(a− bN + b) + cos(a+ bN − b).



26 L. ZHENG, R. GRIBONVAL, AND E. RICCIETTI

We compute:

cos(aN − a− b) =

{
sin
[
π
N (l1 + l2 − 1)

]
if l1 is odd

− sin
[
π
N (l1 + l2 − 1)

]
otherwise

,

cos(aN − a+ b) =

{
sin
[
π
N (l2 − l1)

]
if l1 is odd

− sin
[
π
N (l2 − l1)

]
otherwise

,

cos(a− bN + b) =

{
sin
[
π
N (l1 + l2 − 1)

]
if l2 is odd

− sin
[
π
N (l1 + l2 − 1)

]
otherwise

,

cos(a+ bN − b) =

{
sin
[
π
N (l1 − l2)

]
if l2 is odd

− sin
[
π
N (l1 − l2)

]
otherwise

.

(B.4)

Suppose by contradiction that l1 and l2 have the same parity. Then (B.3) combined with
(B.4) yields sin

[
π
N (l2 − l1)

]
= 0, which means that N divides l1 − l2. This is impossible as

(l1 − l2) ∈ {−N + 1, . . . ,−1} ∪ {1, . . . , N − 1}. Therefore, l1 and l2 do not have the same
parity, and (B.3) combined with (B.4) yields sin

[
π
N (l1 + l2 − 1)

]
= 0. Therefore, N divides

(l1 + l2 − 1), and since (l1 + l2 − 1) ∈ {1, . . . , 2N − 1}, we obtain l1 + l2 − 1 = N .

B.2. Case of the DST matrix. In this paragraph, we denote Z = DSTN defined by
(2.19). For each i, the submatrix (Zk,l)(k,l)∈Si is of rank one, so there exists a scalar λ(i) such
that:

(B.5) sin

[
π

N

(
l
(i)
1 −

1

2

)
k(i)
α

]
= λ(i) sin

[
π

N

(
l
(i)
2 −

1

2

)
k(i)
α

]
, ∀α ∈ J

N

2
K.

Fix i ∈ JNK. For simplicity, we omit the subscript (i) for the rest of the proof.

B.2.1. Case 1: even row indices. Suppose that there exists α such that kα = N . Let us
show that kα is even for all α ∈ JN2 K, and l1 + l2− 1 = N . Indeed, evaluating (B.5) at kα = N
yields:

cos(πl1) = λ cos(πl2).

When l1 and l2 have the same parity. In this case, λ = 1, and (B.5) yields for all α ∈ JN2 K:

π

N

(
l1 −

1

2

)
kα ≡

π

N

(
l2 −

1

2

)
kα mod 2π,

or
π

N

(
l1 −

1

2

)
kα ≡ π −

π

N

(
l2 −

1

2

)
kα mod 2π,

which simplifies into:

(B.6) (l1 − l2)kα ≡ 0 mod 2N or (l1 + l2 − 1)kα ≡ N mod 2N, ∀α ∈ J
N

2
K.

Suppose by contradiction that there exists α such that kα is odd. Since (l1 − l2) ∈ {−N +
1, . . . ,−1} ∪ {1, . . . , N − 1}, 2N does not divide (l1 − l2). Consequently, 2N cannot divide
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(l1 − l2)kα, because 2N and kα do not have the same parity. Therefore, by (B.6), 2N divides
necessarily (l1 + l2−1)kα−N . But l1 and l2 have the same parity, so (l1 + l2−1) is odd. As kα
is odd and N is even, the number (l1 + l2− 1)kα−N is odd, which is not possible. Therefore,
we conclude that kα is even for all α ∈ JN2 K. Suppose now that by contradiction l1+l2−1 6= N .
By evaluating (B.6) at kα = 2, we obtain (l1 − l2) ≡ 0 mod N or (l1 + l2 − 1) ≡ N

2 mod N .
The former is not possible, because (l1 − l2) ∈ {−N + 1, . . .− 1} ∪ {1, . . . , N − 1}. The latter
is also not possible, because (l1 + l2 − 1) is odd, N

2 is even, and N is even. In conclusion,
l1 + l2 − 1 = N .

When l1 and l2 do not have the same parity. In this case, λ = −1, and (B.5) yields for all
α ∈ JN2 K:

π

N

(
l1 −

1

2

)
kα ≡ −

π

N

(
l2 −

1

2

)
kα mod 2π,

or
π

N

(
l1 −

1

2

)
kα ≡ π +

π

N

(
l2 −

1

2

)
kα mod 2π,

which simplifies into:

(B.7) (l1 + l2 − 1)kα ≡ 0 mod 2N or (l1 − l2)kα ≡ N mod 2N, ∀α ∈ J
N

2
K.

Suppose by contradiction that there exists α such that kα is odd. Since (l1 + l2 − 1) ∈
{1, . . . , 2N − 1}, 2N does not divide (l1 + l2 − 1). Hence, 2N cannot divide (l1 − l2)kα,
because 2N and kα do not have the same parity. Therefore, by (B.6), 2N divides necessarily
(l1− l2)kα−N . But l1 and l2 do not have the same parity, so (l1− l2) is odd. As kα is odd and
N is even, the number (l1 − l2)kα −N is odd, which is not possible. Therefore, we conclude
that kα are even for all α ∈ JN2 K. Suppose now that by contradiction l1 + l2 − 1 6= N . By
evaluating (B.6) at kα = 2, we obtain (l1 + l2 − 1) ≡ 0 mod N or (l1 − l2) ≡ N

2 mod N .
The former is not possible, because (l1 + l2 − 1) ∈ {1, . . . N − 1} ∪ {N + 1, . . . , 2N − 1}. The
latter is also not possible, because (l1 − l2) is odd, N

2 is even, and N is even. In conclusion,
l1 + l2 − 1 = N .

B.2.2. Case 2: even row indices. Suppose now that there does not exist α such that
kα = N . Then, by the previous case, all the column indices kα (α ∈ JN2 K) are even, because

the supports {Si′}ri′=1 are pairwise disjoint. Let us show that l1 + l2 − 1 = N . Evaluating
(B.5) at kα = 0 yields:

λ =
sin
[
π
N

(
l1 − 1

2

)]
sin
[
π
N

(
l2 − 1

2

)] .
Then, evaluating (B.5) at kα = N − 2:

sin(aN − a) sin(b) = sin(a) sin(bN − b)

where we denoted a = π
N

(
l1 − 1

2

)
and b = π

N

(
l2 − 1

2

)
. This is equivalent to:

(B.8) cos(aN − a− b)− cos(aN − a+ b) = cos(a− bN + b)− cos(a+ bN − b).
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Suppose by contradiction that l1 and l2 have the same parity. Then (B.8) combined with
(B.4) yields sin

[
π
N (l2 − l1)

]
= 0, which means that N divides l1 − l2. This is impossible as

(l1 − l2) ∈ {−N + 1, . . . ,−1} ∪ {1, . . . , N − 1}. Therefore, l1 and l2 do not have the same
parity, and (B.8) combined with (B.4) yields sin

[
π
N (l1 + l2 − 1)

]
= 0. Therefore, N divides

(l1 + l2 − 1), and since (l1 + l2 − 1) ∈ {1, . . . , 2N − 1}, we obtain l1 + l2 − 1 = N .
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