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#### Abstract

A standard assumption in the design of ultra-reliable low-latency communication systems is that the duration between message arrivals is larger than the number of channel uses before the decoding deadline. Nevertheless, this assumption fails when messages rapidly arrive and reliability constraints require that the number of channel uses exceeds the time between arrivals. In this paper, we study channel coding in this setting by jointly encoding messages as they arrive while decoding the messages separately, allowing for heterogeneous decoding deadlines. For a scheme based on power sharing, we analyze the probability of error in the finite blocklength regime. We show that significant performance improvements can be obtained for short packets by using our scheme instead of standard approaches based on time sharing.
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Résumé : Une hypothèse standard dans la conception de systèmes de communication ultrafiables et de latence ultra-faible est que la durée entre les arrivées de messages est plus grande que le nombre d'utilisations de canaux avant la date limite de décodage. Néanmoins, cette hypothèse échoue lorsque les messages arrivent rapidement et que les contraintes de fiabilité nécessitent que le nombre d'utilisations du canal dépasse le temps entre les arrivées. Dans cet article, nous étudions le codage de canal dans ce contexte en codant conjointement les messages à mesure qu'ils arrivent tout en décodant les messages séparément, ce qui permet des délais de décodage hétérogènes. Pour un schéma basé sur le partage de puissance, nous analysons la probabilité d'erreur dans le régime de longueur de bloc finie. Nous montrons que des améliorations significatives des performances peuvent être obtenues pour les paquets courts en utilisant notre schéma au lieu d'approches standard basées sur le partage du temps.

Mots-clés : URLLC, Régime de longueur de bloc fini, Date limite de décodage hétérogène

## Contents

1 Introduction 4
2 Problem Setup and Proposed Coding Scheme 4
3 Error Probability Analysis 6
3.1 Gaussian Interference Approximation. . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Isotropic Interference on the Power Shell . . . . . . . . . . . . . . . . . . . . . . . 9

4 Numerical Results 9
5 Conclusions 11
6 Acknowledgment 11

B Proof of Theorem $\mid 2$

## 1 Introduction

One of the pillars of 5G is ultra-reliable low latency communications (URLLC), where the goal is to transmit typically small quantities of data with a very low probability of error and strict decoding deadlines. With applications ranging from autonomous driving to remote surgery, a number of channel coding schemes have been proposed including short LDPC and polar codes [1-4]. At the same time, new characterizations of fundamental tradeoffs between the size of the message set, the probability of error, and the length of the code have been obtained via achievability and converse bounds building on the work in [5].

A key assumption in existing coding schemes for URLLC and their analysis is that message arrivals and the decoding deadlines of preceeding messages are sufficiently separated. As a consequence, each packet can be encoded and decoded separately. Unfortunately, this assumption is not guaranteed to hold, particularly in industrial process control applications [1].

To give a concrete example, consider control of a conveyor belt. A key component of this system is sensor data, which is communicated to a controller. In normal operation, the sensor may send regularly timed updates of its speed, which is used in model predictive control algorithms in order to optimize actuation in order to yield a desired speed. On the other hand, when the speed requirements are varied (e.g., at start up), it may be desirable to send speed observations from the sensor more often.

In order to ensure reliability of the sensor observations, the channel uses allocated to each observation of the speed may partially overlap. It is therefore desirable to consider joint encoding of multiple sensor observations, albeit with heterogeneous decoding deadlines. That is, if the channel uses for two separate observations overlap, it is not possible to wait until the entire transmission for both sensor observations to be received before decoding.

The problem of heterogeneous decoding delays has seen limited attention. The main work in this direction is in the context of broadcast communications, Shulman and Feder studied static broadcasting in [6] and [7], deriving a coding theorem for the rate region. In this model, a sender transmits a single message and multiple receivers attempt reliable decoding. Crucially, each receiver has a different decoding deadline.

Recently in [8], Langberg and Effros have also considered a variant on the network communication problem in [6]. In particular, networks consisting of multiple transmitters and receivers were studied where each receiver has different decoding deadlines for its messages of interest. A generalization of the rate region, known as the time-rate region, was introduced and an inner bound derived, which is known to not be tight.

In this paper, we derive tradeoffs between error probability, message set size, and the (finite) number of channel uses for joint channel coding of two consecutive messages with heterogeneous decoding deadlines. In contrast to the works in [6] and [8], where the messages are available at the transmitters before the any transmission begins, we assume that messages arrive at different times. We focus on point-to-point Gaussian noise channels with signals subject to an average power constraint. We propose a scheme based on power sharing and analyze the probability of error. We establish a significant performance improvement of our scheme over time sharing in the finite blocklength regime for a sufficiently large transmit power.

## 2 Problem Setup and Proposed Coding Scheme

Consider a sensor that sends two packets, where each packet corresponds to a message in the set $\{1, \ldots, M\}$. At time $t=a_{1}$, transmission commences of the first packet corresponding to the message $m_{1} \in\{1, \ldots, M\}$. At time $t=a_{2}$, transmission commences of the second packet
corresponding to the message $m_{2} \in\{1, \ldots, M\}$. The two messages $m_{1}, m_{2}$ are assumed to be drawn independently with each element in $\{1, \ldots, M\}$ occuring with probability $\frac{1}{M}$.

Each message is subject to different decoding delay constraints. In particular, after $d_{1}$ channel uses, the receiver attempts to reconstruct the message $m_{1}$. Similarly, after $d_{2}>d_{1}$ channel uses, the receiver attempts to reconstruct the message $m_{2}$.

Given the times of arrival and decoding delay constraints, the encoder is constructed as follows. Denote the transmission window of the first and second messages by $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$, respectively, where

$$
\begin{equation*}
\mathcal{W}_{1} \triangleq\left\{a_{1}, \ldots, d_{1}\right\}, \quad \mathcal{W}_{2} \triangleq\left\{a_{2}, \ldots, d_{2}\right\} . \tag{1}
\end{equation*}
$$

Under the assumption $\mathcal{W}_{1} \cap \mathcal{W}_{2} \neq \emptyset$, the encoder outputs symbols at time $t \in\left\{a_{1}, \ldots, d_{2}\right\}$ given by

$$
X_{t}= \begin{cases}f_{t}\left(m_{1}\right), & t \in\left\{a_{1}, \ldots, a_{2}-1\right\}  \tag{2}\\ \psi_{t}\left(m_{1}, m_{2}\right), & t \in\left\{a_{2}, \ldots, d_{1}\right\} \\ \phi_{t}\left(m_{2}\right), & t \in\left\{d_{1}+1, \ldots, d_{2}\right\}\end{cases}
$$

where $f, \psi, \phi$ are the encoding functions corresponding to the channel uses where only message $m_{1}$ is arrived but not $m_{2}$, where both $m_{1}, m_{2}$ are present, and after $m_{1}$ has been decoded, respectively. We highlight that $m_{2}$ is not known before time $t=a_{2}$; i.e., encoding is causal.

For simplicity, define

$$
\begin{equation*}
n_{1} \triangleq a_{2}-a_{1}, \quad n_{2} \triangleq d_{1}-a_{2}, \quad \text { and } \quad n_{3}=d_{2}-d_{1} \tag{3}
\end{equation*}
$$

Given the structure of the encoding functions, receiver observations can be viewed as arising from three parallel channels: over the first channel of $n_{1}$ blocks only $m_{1}$ is transmitted; over the second channel of $n_{2}$ blocks $m_{1}$ and $m_{2}$ are jointly transmitted; and over the third channel of $n_{3}$ blocks only $m_{2}$ is transmitted. Our goal is to establish bounds on the probabilities of error, $\epsilon_{1}, \epsilon_{2}$.

Define the following channel input vectors

$$
\begin{align*}
& \mathbf{X}_{1} \triangleq\left\{X_{a_{1}}, \ldots, X_{a_{2}-1}\right\},  \tag{4a}\\
& \mathbf{X}_{2} \triangleq\left\{X_{a_{2}}, \ldots, X_{d_{1}}\right\},  \tag{4b}\\
& \mathbf{X}_{3} \triangleq\left\{X_{d_{1}+1}, \ldots, X_{d_{2}}\right\} . \tag{4c}
\end{align*}
$$

For the $i$-th channel with $i \in\{1,2,3\}$, the encoding functions satisfy the average block power constraint

$$
\begin{equation*}
\frac{1}{n_{i}}\left\|\boldsymbol{X}_{i}\right\|^{2} \leq P_{i} \tag{5}
\end{equation*}
$$

almost surely.
Since the messages $m_{1}$ and $m_{2}$ are jointly transmitted over the second channel, the transmit power $P_{2}$ is divided into two parts $\beta P_{2}$ and $(1-\beta) P_{2}$ for $\beta \in[0,1]$. The portion $\beta P_{2}$ is assigned to the transmission of $m_{1}$ and the portion $(1-\beta) P_{2}$ is assigned to the transmission of $m_{2}$. Thus

$$
\begin{equation*}
\boldsymbol{X}_{2}=\boldsymbol{X}_{2}^{(1)}+\boldsymbol{X}_{2}^{(2)} \tag{6}
\end{equation*}
$$

where $\left\|\boldsymbol{X}_{2}^{(1)}\right\|^{2}=n_{2} \beta P_{2}$ and $\left\|\boldsymbol{X}_{2}^{(2)}\right\|^{2}=n_{2}(1-\beta) P_{2}$. The corresponding outputs at the receiver similarly denoted by

$$
\begin{equation*}
\mathbf{Y}_{1} \triangleq\left\{Y_{a_{1}}, \ldots, Y_{a_{2}-1}\right\} \tag{7a}
\end{equation*}
$$



Figure 1: System model.

$$
\begin{align*}
& \mathbf{Y}_{2} \triangleq\left\{Y_{a_{2}}, \ldots, Y_{d_{1}}\right\}  \tag{7b}\\
& \mathbf{Y}_{3} \triangleq\left\{Y_{d_{1}+1}, \ldots, Y_{d_{2}}\right\} \tag{7c}
\end{align*}
$$

Moreover, we denote the resulting three channels by $P_{\mathbf{Y}_{1} \mid \mathbf{X}_{1}}, P_{\mathbf{Y}_{2} \mid \mathbf{X}_{2}}$ and $P_{\mathbf{Y}_{3} \mid \mathbf{X}_{3}}$, respectively. We assume that each channel is additive, memoryless, stationary, and Gaussian with variance $\sigma_{i}^{2}$ with $i \in\{1,2,3\}$. The resulting system model is illustrated in Figure 1 .

At the receiver, the decoder attempts to reconstruct the two messages $m_{1}, m_{2}$ based on the channel outputs via the decoding functions $g_{1}, g_{2}$ defined as

$$
\begin{align*}
& \hat{m}_{1}=g_{1}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)  \tag{8}\\
& \hat{m}_{2}=g_{2}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}, \mathbf{Y}_{3}\right) \tag{9}
\end{align*}
$$

The average probability of error for each of the messages is then given by

$$
\begin{equation*}
\epsilon_{1}=\mathbb{P}\left(\hat{m}_{1} \neq m_{1}\right), \quad \epsilon_{2}=\mathbb{P}\left(\hat{m}_{2} \neq m_{2}\right) \tag{10}
\end{equation*}
$$

The focus of this paper is to characterize the tradeoff between the size of the message set $M$, the error probabilities $\epsilon_{1}, \epsilon_{2}$, and the decoding deadlines $d_{1}, d_{2}$. Formally, we study the achievable region defined as follows.

Definition 1 Given the power constraints $P_{1}, P_{2}$ and $P_{3}$, a tuple $\left(a_{1}, a_{2}, d_{1}, d_{2}, M, \epsilon_{1}, \epsilon_{2}\right)$ is achievable if messages $m_{1}, m_{2}$ of cardinality $M$ arriving at the $a_{1}$-th and $a_{2}$-th channel uses can be decoded by the $d_{1}$-th and $d_{2}$-th channel uses with an average probability of error not exceeding $\epsilon_{1}, \epsilon_{2}$, respectively.

## 3 Error Probability Analysis

In this section, we study the error probabilities of joint encoding schemes for packets with heterogeneous decoding delays. As detailed in the previous section, we consider an encoder structure which superimposes symbols corresponding to each message. As a consequence, symbols from one packet act as interference for the other.

To characterize the error probability for an optimal code, it is therefore necessary to specify the code structure. Unfortunately, the optimal code structure is not currently known. As a
consequence, we first study the error probability under the assumption the codeword for the second message is modeled as Gaussian when decoding $m_{1}$, called the Gaussian interference approximation. In order to verify that the Gaussian approximation is reasonable, we then consider a non-Gaussian model for the codeword of the second message, where the codeword is isotropic on the power shell.

### 3.1 Gaussian Interference Approximation

Given the set of channel uses $\left\{n_{i}\right\}_{i=1}^{3}$ and transmit powers $\left\{P_{i}\right\}_{i=1}^{3}$, and the parameter $\beta \in[0,1]$, define

$$
\begin{align*}
& \Omega_{1}=\frac{P_{1}}{\sigma_{1}^{2}}, \quad \Omega_{2}=\frac{\beta P_{2}}{(1-\beta) P_{2}+\sigma_{2}^{2}}  \tag{11}\\
& \Omega_{3}=\frac{(1-\beta) P_{2}}{\sigma_{2}^{2}} \quad \text { and } \quad \Omega_{4}=\frac{P_{3}}{\sigma_{3}^{2}} \tag{12}
\end{align*}
$$

Also define

$$
\begin{array}{lll}
u_{1} \sim \mathcal{X}^{2}\left(n_{1}, n_{1} \frac{1+\Omega_{1}}{\Omega_{1}}\right), & v_{1} \sim \mathcal{X}^{2}\left(n_{1}, n_{1} \frac{1}{\Omega_{1}}\right) \\
u_{2} \sim \mathcal{X}^{2}\left(n_{2}, n_{2} \frac{1+\Omega_{2}}{\Omega_{2}}\right), & v_{2} \sim \mathcal{X}^{2}\left(n_{2}, n_{2} \frac{1}{\Omega_{2}}\right) \\
u_{3} \sim \mathcal{X}^{2}\left(n_{2}, n_{2} \frac{1+\Omega_{3}}{\Omega_{3}}\right), & v_{3} \sim \mathcal{X}^{2}\left(n_{2}, n_{2} \frac{1}{\Omega_{3}}\right) \\
u_{4} \sim \mathcal{X}^{2}\left(n_{3}, n_{3} \frac{1+\Omega_{4}}{\Omega_{4}}\right), & v_{4} \sim \mathcal{X}^{2}\left(n_{3}, n_{3} \frac{1}{\Omega_{4}}\right), \tag{16}
\end{array}
$$

where $\mathcal{X}^{2}(n, s)$ denotes a non-central chi-squared random variable of order $n$ and parameter $s$. Furthermore, define

$$
\begin{array}{ll}
Q_{1} \triangleq \frac{v_{1} \Omega_{1}}{1+\Omega_{1}}+\frac{v_{2} \Omega_{2}}{1+\Omega_{2}}, & Q_{2} \triangleq \frac{v_{3} \Omega_{3}}{1+\Omega_{3}}+\frac{v_{4} \Omega_{4}}{1+\Omega_{4}} \\
Q_{3} \triangleq \Omega_{1} u_{1}+\Omega_{2} u_{2}, & Q_{4} \triangleq \Omega_{3} u_{3}+\Omega_{4} u_{4} \tag{18}
\end{array}
$$

and for each $i \in\{1, \ldots, 4\}$, define $F_{Q_{i}}$ as the cumulative distribution function (CDF) of the variable $Q_{i}$.

We first establish lower bounds for $\epsilon_{1}, \epsilon_{2}$.
Theorem 1 (Converse Bound) Under the Gaussian interference approximation, for fixed transmission rates $R_{1}=\log M /\left(n_{1}+n_{2}\right)$ and $R_{2}=\log M /\left(n_{2}+n_{3}\right)$ corresponding to message $m_{1}$ and $m_{2}$, respectively, the error probabilities $\epsilon_{1}$ and $\epsilon_{2}$ are lower bounded by

$$
\begin{align*}
& \epsilon_{1} \geq \mathbb{P}\left[Q_{1}>\lambda_{1}\right]=1-F_{Q_{1}}\left(\lambda_{1}\right)  \tag{19}\\
& \epsilon_{2} \geq \mathbb{P}\left[Q_{2}>\lambda_{2}\right]=1-F_{Q_{2}}\left(\lambda_{2}\right) \tag{20}
\end{align*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ satisfy the constraints

$$
\begin{align*}
& F_{Q_{3}}\left(\lambda_{1}\right)=2^{-\left(n_{1}+n_{2}\right) R_{1}}  \tag{21}\\
& F_{Q_{4}}\left(\lambda_{2}\right)=2^{-\left(n_{2}+n_{3}\right) R_{2}} \tag{22}
\end{align*}
$$

Proof: The proof follows closely the arguments in [10] and [11. See Appendix A. Upper bounds on the error probabilities $\epsilon_{1}, \epsilon_{2}$ are given in the following theorem.

Theorem 2 (Achievability bound) Under the Gaussian interference approximation, for a fixed message set size $M$, the error probabilities $\epsilon_{1}$ and $\epsilon_{2}$ are upper bounded by

$$
\begin{align*}
& \epsilon_{1} \leq 1-F_{Q_{1}}\left(\Delta_{1}\right)+\zeta_{1}+G_{1}\left(1-\zeta_{1}\right),  \tag{23}\\
& \epsilon_{2} \leq 1-F_{Q_{2}}\left(\Delta_{2}\right)+\zeta_{2}+G_{2}\left(1-\zeta_{2}\right) \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
& \Delta_{1} \triangleq-2 \ln \left(M G_{1} J_{1} J_{2}\right)+\frac{1}{n_{1}} \ln \left(1+\Omega_{1}\right) \\
& \quad+\frac{1}{n_{2}} \ln \left(1+\Omega_{2}\right)+n_{1}+\beta n_{2}, \\
& \Delta_{2} \triangleq-2 \ln \left(M G_{2} \tilde{J}_{1} \tilde{J}_{2}\right)+\frac{1}{n_{2}} \ln \left(1+\Omega_{3}\right) \\
& \quad+\frac{1}{n_{3}} \ln \left(1+\Omega_{4}\right)+n_{3}+(1-\beta) n_{2}, \\
& \zeta_{1} \triangleq e^{-\kappa_{1} n_{1}^{1 / 3}}+e^{-\kappa_{2} n_{2}^{1 / 3}}-e^{-\left(\kappa_{1} n_{1}^{1 / 3}+\kappa_{2} n_{2}^{1 / 3}\right)}, \\
& \zeta_{2} \triangleq e^{-\tilde{\kappa}_{1} n_{2}^{1 / 3}}+e^{-\tilde{\kappa}_{2} n_{3}^{1 / 3}-e^{-\left(\tilde{\kappa}_{1} n_{2}^{1 / 3}+\tilde{\kappa}_{2} n_{3}^{1 / 3}\right)},} \\
& G_{1} \triangleq \frac{1}{1-e^{-\eta}} \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\left.\sqrt{n_{2} \beta P_{2} s_{2}}, \frac{L\left(P_{1}, s_{1}\right) \eta}{\sqrt{n_{1} P_{1} s_{1}}}\right\},}\right. \\
& G_{2} \triangleq \frac{1}{1-e^{-\eta}} \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2}(1-\beta) P_{2} s_{2}}}, \frac{L\left(P_{3}, s_{3}\right) \eta}{\sqrt{n_{3} P_{3} s_{3}}}\right\}, \\
& s_{1} \triangleq \frac{1}{n_{1}}\left\|\boldsymbol{y}_{1}\right\|_{2}^{2}, \quad s_{2} \triangleq \frac{1}{n_{2}}\left\|\boldsymbol{y}_{2}\right\|_{2}^{2}, \quad s_{3} \triangleq \frac{1}{n_{3}}\left\|\boldsymbol{y}_{3}\right\|_{2}^{2}, \\
& L(P, s) \triangleq \frac{(2 P s)^{2}}{\sqrt{2 \pi}} \cdot \sqrt{\frac{1+4 P s-\sqrt{1+4 P s}}{(\sqrt{1+4 P s}-1)^{5}}},
\end{aligned}
$$

and $\eta, J_{1}, J_{2}, \tilde{J}_{1}, \tilde{J}_{2}, \kappa_{1}, \kappa_{2}, \tilde{\kappa}_{1}$ and $\tilde{\kappa}_{2}$ are constants.
Proof: See Appendix B.
Under the Gaussian interference assumption, the converse and achievability bounds in Theorems 1 and 2 are in agreement. This was observed for encoding of a single packet in [12] and is generalized for joint encoding with decoding delay constraints in the following corollary.

Corollary 3 By choosing the constants $\eta, J_{1}, J_{2}, \tilde{J}_{1}, \tilde{J}_{2}, \kappa_{1}, \kappa_{2}, \tilde{\kappa}_{1}$ and $\tilde{\kappa}_{2}$ satisfying the following conditions:

$$
\begin{align*}
& F_{Q_{1}}\left(\Delta_{1}\right)-F_{Q_{1}}\left(\lambda_{1}\right)=\zeta_{1}+G_{1}\left(1-\zeta_{1}\right),  \tag{26a}\\
& F_{Q_{2}}\left(\Delta_{2}\right)-F_{Q_{2}}\left(\lambda_{2}\right)=\zeta_{2}+G_{2}\left(1-\zeta_{2}\right), \tag{26b}
\end{align*}
$$

then, under the Gaussian interference approximation, the converse and the achievability bounds on the error probabilities $\epsilon_{1}$ and $\epsilon_{2}$ in Theorems 1 and 2 coincide.

Note that the ranges of the constants in Corollary 3 allow for choices such that the conditions (26a) and 26b can be satisfied. See Appendices A and B for the detailed definitions of these constants.

### 3.2 Isotropic Interference on the Power Shell

The analysis of the probability of error in Sec. 3.1 relied on the assumption that when decoding $m_{1}$, the interference arising from the second message in the second channel is Gaussian. More precisely, it was assumed that $\boldsymbol{X}_{2}^{(2)} \sim \mathcal{N}\left(0, I_{n_{2}}(1-\beta) P_{2}\right)$ when decoding $m_{1}$. On the other hand, it is clear that for an optimal coding scheme, this assumption will not hold. Indeed, we expect that $\boldsymbol{X}_{2}^{(2)}$ should lie on a power shell.

In this section, we relax the Gaussian assumption on $\boldsymbol{X}_{2}^{(2)}$ in decoding $m_{1}$ such that it is isotropic on the power shell; i.e., $\left\|\boldsymbol{X}_{2}^{(2)}\right\|^{2}=n_{2}(1-\beta) P_{2}$. A natural question is whether the resulting error probability significantly changes under this different assumption on the statistics of $\boldsymbol{X}_{2}^{(2)}$ ? In order to answer this question, we derive a lower bound on the probability of error and compare it to the lower bound in the previous section.

Let $Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$ be the channel arising when $\boldsymbol{X}_{2}^{(2)}$ is isotropic on the power shell (i.e., $\left\|\boldsymbol{X}_{2}^{(2)}\right\|^{2}=$ $n_{2}(1-\beta) P_{2}$ ) and $P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$ be the channel studied in the previous section. A lower bound on the error probability under the channel $Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$ can be obtained via the meta-converse argument [5].

Consider the binary hypothesis test between two distributions $P$ and $Q$. Let $Z=1$ when $P$ is selected and $Z=0$ when $Q$ is selected. By the Neyman-Pearson theorem, the optimal probability of detection under a false alarm constraint $1-\alpha$ is given by

$$
\begin{equation*}
\mathcal{L}_{\alpha}(P, Q)=\inf _{Z: P[Z=1] \geq \alpha} Q[Z=1] \tag{27}
\end{equation*}
$$

Let $\epsilon$ be the average error probability for the channel $P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$ and $\epsilon^{\prime}$ the average error probability for the channel $Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$. Then, the meta-converse theorem [5. Theorem 26] states

$$
\begin{equation*}
\mathcal{L}_{1-\epsilon}\left(P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}, Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\right) \leq 1-\epsilon^{\prime} . \tag{28}
\end{equation*}
$$

As a consequence, the average error probability $\epsilon^{\prime}$ can be estimated from $\epsilon$ via Monte Carlo simulation. Indeed, $\epsilon^{\prime}$ can be estimated by sampling from $Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$ and applying the decision rule

$$
\begin{equation*}
Z=\mathbb{1}\left\{\ln \left(\frac{P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)}{Q_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)}\right)<\left(n_{1}+n_{2}\right) \lambda\right\} \tag{29}
\end{equation*}
$$

where $\mathbb{1}\{\cdot\}$ is the indicator function and $\lambda$ is chosen such that the probability of false alarm constraint holds.

## 4 Numerical Results

In this section, we provide numerical analysis of the bounds in Theorems 1 and 2 and the performance differences between our proposed power sharing scheme and the time sharing scheme. In Fig. 2 we evaluate the bounds on the $\epsilon_{1}$ and $\epsilon_{2}$, as a function of the transmit power for different values of the parameter $\beta$. We assume equal transmit power over the all three channels with $n_{1}=n_{2}=n_{3}=10$ and the Gaussian interference approximation holds. Note that utilizing Corollary 3, the upper and lower bounds are in agreement.

In the second channel recall that $\beta P_{2}$ is the power assigned to transmit $m_{1}$ and $(1-\beta) P_{2}$ is the power assigned to transmit $m_{2}$. Observe that as the power sharing parameter $\beta$ increases, the error probability $\epsilon_{1}$ decreases and $\epsilon_{2}$ increases, as expected. When $\beta=0.5$, i.e., when the transmit power $P_{2}$ is assigned equally to the transmission of each message, $\epsilon_{2}$ is lower than $\epsilon_{1}$.


Figure 2: Average error probabilities $\epsilon_{1}$ and $\epsilon_{2}$ vs the transmit power $P_{1}=P_{2}=P_{3}$ for different values of $\beta$. Here, $n_{1}=10, n_{2}=10, n_{3}=10$ and $\log M=10$.


Figure 3: Average error probabilities $\epsilon_{1}$ and $\epsilon_{2}$ vs the transmit power $P_{1}=P_{2}=P_{3}$. Here, $n_{1}=20, n_{2}=20, n_{3}=20$ and $\log M=10$.


Figure 4: Converse bounds on $\epsilon_{1}$ under Gaussian interference approximation and isotropic interference on the power shell assumptions. Here, $\lambda_{1}=0.01\left(n_{1}+n_{2}\right), P_{1}=P_{2}=2, \beta=0.5$ and $\log M=10$.

This is due to the fact that when decoding the first message, the transmission of the second message is considered as interference. On the other hand, when decoding the second message, the first message is already decoded.

Fig. 3 plots the error probabilities $\epsilon_{1}, \epsilon_{2}$ for varying power levels. The solid lines correspond to the error probabilities under our power sharing scheme and the dashed line to time sharing, where each message is allocated the same number of channel uses. Observe that for our power sharing scheme, when $n_{1}=n_{2}=n_{3}=20$ and $\log M=10$, by setting $\beta$ equal to 0.65 , it can be seen that $\epsilon_{1}$ and $\epsilon_{2}$ are close. Moreover, when the transmit power is small, i.e., when $P_{i}<3$ with $i \in\{1,2,3\}$, the error probabilities obtained under the time-sharing scheme are slightly lower than the power sharing scheme. At medium and high transmit powers, however, the power sharing scheme outperform significantly the time-sharing scheme one.

Figure 4 shows the impact of relaxing the Gaussian interference approximation and assuming that the interference in the second channel when decoding $m_{1}$ is isotropic on the power shell. In particular, the lower bound on $\epsilon_{1}$ is plotted for both the Gaussian interference approximation (using Theorem 1) and interference on the power shell (using the method in Sec. 3.2). Observe that when $P_{1}=P_{2}=2$ and the number of channel uses $n_{1}$ and $n_{2}$ are varied, the gap between the lower bounds is small. This suggests that using the Gaussian interference approximation does not significantly affect the conclusions drawn from the analysis in Theorems 1 and 2 .

## 5 Conclusions

We derived tradeoffs between error probability, message set size, and the (finite) number of channel uses for joint channel coding of two consecutive messages with heterogeneous decoding deadlines. We considered a point-to-point communication where messages arrive at different times and are subject to heterogeneous decoding delay constraints. We proposed a joint coding scheme accounting for overlapping transmission windows in a scenario with two messages. We analyzed the probability of error in the finite block length regime and identified significant potential performance improvements over standard time sharing schemes.

## 6 Acknowledgment

This work was funded by INRIA Nokia Bell Labs ADR "Network Information Theory" and by the French National Agency for Research (ANR) under grant ANR-16-CE25-0001 - ARBURST.

## A Proof of Theorem 1

We start by calculating the bound on $\epsilon_{1}$ in 19 . In the first channel we have the following channel outputs

$$
\begin{equation*}
\boldsymbol{Y}_{1}=\boldsymbol{X}_{1}+\boldsymbol{Z}_{1}, \quad \boldsymbol{Z}_{1} \sim \mathcal{N}\left(0, I_{n_{1}} \sigma_{1}^{2}\right) \tag{30}
\end{equation*}
$$

and thus the transition probability density function is

$$
\begin{equation*}
P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}_{1}\right)=\prod_{t=1}^{n_{1}} \frac{1}{\sqrt{2 \pi \sigma_{1}^{2}}} \exp \left(-\frac{1}{2} \frac{\left(y_{1, t}-x_{1, t}\right)^{2}}{\sigma_{1}^{2}}\right) \tag{31}
\end{equation*}
$$

Also, as we are using the meta-converse argument introduced in [5], we assume that $\boldsymbol{X}_{1} \sim$ $\mathcal{N}\left(0, I_{n_{1}} P_{1}\right)$ and thus

$$
\begin{equation*}
P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right)=\prod_{t=1}^{n_{1}} \frac{1}{\sqrt{2 \pi \sigma_{1}^{2}\left(1+\Omega_{1}\right)}} \exp \left(-\frac{1}{2} \frac{\left(y_{1, t}\right)^{2}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)}\right) . \tag{32}
\end{equation*}
$$

For a given $\beta \in[0,1], \boldsymbol{X}_{2}^{(1)} \sim \mathcal{N}\left(0, I_{n_{2}} \beta P_{2}\right)$ and $\boldsymbol{X}_{2}^{(2)} \sim \mathcal{N}\left(0, I_{n_{2}}(1-\beta) P_{2}\right)$, then the transition probability density of the the second channel is

$$
\begin{align*}
& P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right) \\
& =\prod_{t=1}^{n_{2}} \frac{1}{\sqrt{2 \pi \sigma_{2}^{2}\left(1+\Omega_{3}\right)}} \exp \left(-\frac{1}{2} \frac{\left(y_{2, t}-x_{2, t}^{(1)}\right)^{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)}\right) \tag{33}
\end{align*}
$$

and similarly

$$
\begin{equation*}
P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)=\prod_{t=1}^{n_{2}} \frac{1}{\sqrt{2 \pi\left(\sigma_{2}^{2}+P_{2}\right)}} \exp \left(-\frac{1}{2} \frac{\left(y_{2, t}\right)^{2}}{\sigma_{2}^{2}+P_{2}}\right) \tag{34}
\end{equation*}
$$

The log-likelihood ratio over the first and the second channels thus is

$$
\begin{equation*}
\Lambda\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}\right)=\ln \left(\frac{P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}_{1}\right) \times P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)}{P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right) \times P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)}\right) . \tag{35}
\end{equation*}
$$

According to the meta-converse bound presented in [5], $\epsilon_{1}$ is lower bounded by

$$
\begin{equation*}
\epsilon_{1} \geq \mathbb{P}\left[\Lambda\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}\right)<\left(n_{1}+n_{2}\right) \lambda\right], \tag{36}
\end{equation*}
$$

with $\boldsymbol{y}_{1} \sim P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}$ and $\boldsymbol{y}_{2} \sim P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}$. For a fixed rate $R_{1}=1 /\left(n_{1}+n_{2}\right) \log M$, the parameter $\lambda$ is set by the constraint

$$
\begin{equation*}
\mathbb{P}\left[\Lambda\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}\right) \geq\left(n_{1}+n_{2}\right) \lambda\right]=2^{-\left(n_{1}+n_{2}\right) R_{1}} \tag{37}
\end{equation*}
$$

In the following, we start by calculating the following probability

$$
\left.\begin{array}{l}
\mathbb{P}\left[\Lambda\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}\right)<\left(n_{1}+n_{2}\right) \lambda\right] \\
=\mathbb{P}\left[\ln \left(\frac{P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}_{1}\right)}{P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right)}\right)+\ln \left(\frac{P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)}{P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)}\right)<\left(n_{1}+n_{2}\right) \lambda\right] \\
=\mathbb{P}\left[\operatorname { l n } \left(\frac{\frac{1}{\left(\sqrt{\left.2 \pi \sigma_{1}^{2}\right)^{n_{1}}}\right.} \exp \left(-\frac{\left\|\boldsymbol{y}_{1}-\boldsymbol{x}_{1}\right\|^{2}}{2 \sigma_{1}^{2}}\right)}{\frac{1}{\left(\sqrt{2 \pi\left(\sigma_{1}^{2}+P_{1}\right)}\right)^{n_{1}}}} \exp \left(-\frac{\left\|\boldsymbol{y}_{1}\right\|^{2}}{2\left(\sigma_{1}^{2}+P_{1}\right)}\right)\right.\right.
\end{array}\right) .
$$

$$
\begin{gather*}
\left.+\ln \left(\frac{\frac{1}{\left(\sqrt{\left.2 \pi\left(\sigma_{2}^{2}+(1-\beta) P_{2}\right)\right)^{n}}\right.} \exp \left(-\frac{\left\|\boldsymbol{y}_{2}-\boldsymbol{x}_{1}^{(1)}\right\|^{2}}{2\left(\sigma_{1}^{2}+(1-\beta) P_{2}\right)}\right)}{\frac{1}{\left(\sqrt{\left.2 \pi\left(\sigma_{2}^{2}+P_{2}\right)\right)^{2}}\right.} \exp \left(-\frac{\left\|\boldsymbol{y}_{2}\right\|^{2}}{2\left(\sigma_{2}^{2}+P_{2}\right)}\right)}\right)<\left(n_{1}+n_{2}\right) \lambda\right] \\
=\mathbb{P}\left[\frac{1}{2 n_{1}} \ln \left(1+\frac{P_{1}}{\sigma_{1}^{2}}\right)-\frac{1}{2}\left(\frac{\left\|\boldsymbol{y}_{1}-\boldsymbol{x}_{1}\right\|^{2}}{\sigma_{1}^{2}}-\frac{\left\|\boldsymbol{y}_{1}\right\|^{2}}{\sigma_{1}^{2}\left(1+\frac{P_{1}}{\sigma_{1}^{2}}\right)}\right)\right. \\
-\frac{1}{2}\left(\frac{\left\|\boldsymbol{y}_{2}-\boldsymbol{x}_{2}^{(1)}\right\|^{2}}{\sigma_{2}^{2}+(1-\beta) P_{2}}-\frac{\left\|\boldsymbol{y}_{2}\right\|^{2}}{\left(\sigma_{2}^{2}+(1-\beta) P_{2}\right)\left(1+\frac{\beta P_{2}}{\sigma_{2}^{2}+(1-\beta) P_{2}}\right)}\right) \\
\left.+\frac{1}{2 n_{2}} \ln \left(1+\frac{\beta P_{2}}{\sigma_{2}^{2}+(1-\beta) P_{2}}\right)<\left(n_{1}+n_{2}\right) \lambda\right]  \tag{38}\\
=\mathbb{P}\left[-\frac{1}{2}\left(\frac{\left\|\boldsymbol{y}_{1}-\boldsymbol{x}_{1}\right\|^{2}}{\sigma_{1}^{2}}-\frac{\left\|\boldsymbol{y}_{1}\right\|^{2}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)}+\frac{\left\|\boldsymbol{y}_{2}-\boldsymbol{x}_{2}^{(1)}\right\|^{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)}-\frac{\left\|\boldsymbol{y}_{2}\right\|^{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)}\right)\right. \\
\left.<\left(n_{1}+n_{2}\right) \lambda-\frac{1}{2 n_{1}} \ln \left(1+\Omega_{1}\right)-\frac{1}{2 n_{2}} \ln \left(1+\Omega_{2}\right)\right] \tag{3}
\end{gather*}
$$

Define

$$
\begin{equation*}
\tilde{\lambda} \triangleq-2\left(n_{1}+n_{2}\right) \lambda+\frac{1}{n_{1}} \ln \left(1+\Omega_{1}\right)+\frac{1}{n_{2}} \ln \left(1+\Omega_{2}\right) . \tag{40}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \mathbb{P} {\left[\Lambda(\boldsymbol{y}, \boldsymbol{x})<\left(n_{1}+n_{2}\right) \lambda\right] }  \tag{41}\\
&= \mathbb{P}\left[\frac{\left\|\boldsymbol{y}_{1}-\boldsymbol{x}_{1}\right\|^{2}}{\sigma_{1}^{2}}-\frac{\left\|\boldsymbol{y}_{1}\right\|^{2}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)}+\frac{\left\|\boldsymbol{y}_{2}-\boldsymbol{x}_{2}^{(1)}\right\|^{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)}-\frac{\left\|\boldsymbol{y}_{2}\right\|^{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)}>\tilde{\lambda}\right]  \tag{42}\\
&= \mathbb{P}\left[\frac{1}{\sigma_{1}^{2}} \sum_{t=1}^{n_{1}}\left(\left(y_{1, t}-x_{1, t}\right)^{2}-\frac{y_{1, t}^{2}}{1+\Omega_{1}}\right)+\frac{1}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)} \sum_{t=1}^{n_{2}}\left(\left(y_{2, t}-x_{2, t}^{(1)}\right)^{2}-\frac{y_{2, t}^{2}}{1+\Omega_{2}}\right)>\tilde{\lambda}\right]  \tag{43}\\
&=\mathbb{P}\left[\frac{\Omega_{1}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)} \sum_{t=1}^{n_{1}}\left(y_{1, t}^{2}+\frac{\left(1+\Omega_{1}\right)}{\Omega_{1}} x_{1, t}^{2}-2 y_{1, t} x_{1, t} \frac{\left(1+\Omega_{1}\right)}{\Omega_{1}}\right)\right. \\
& \quad+\frac{\Omega_{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)} \sum_{t=1}^{n_{2}}\left(y_{2, t}^{2}+\frac{\left(1+\Omega_{2}\right)}{\Omega_{2}}\left(x_{2, t}^{(1)}\right)^{2}-2 y_{2, t}\left(x_{2, t}^{(1)} \frac{\left(1+\Omega_{2}\right)}{\Omega_{2}}\right)>\tilde{\lambda}\right]  \tag{44}\\
&=\mathbb{P}\left[\frac{\Omega_{1}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)} \sum_{t=1}^{n_{1}}\left(\left(y_{1, t}-\frac{\left(1+\Omega_{1}\right)}{\Omega_{1}} x_{1, t}\right)^{2}+\frac{\left(1+\Omega_{1}\right)}{\Omega_{1}} x_{1, t}^{2}-\frac{\left(1+\Omega_{1}\right)^{2}}{\Omega_{1}^{2}} x_{1, t}^{2}\right)\right. \\
&\left.+\frac{\Omega_{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)} \sum_{t=1}^{n_{2}}\left(\left(y_{2, t}-\frac{\left(1+\Omega_{2}\right)}{\Omega_{2}} x_{2, t}^{(1)}\right)^{2}+\frac{\left(1+\Omega_{2}\right)}{\Omega_{2}}\left(x_{2, t}^{(1)}\right)^{2}-\frac{\left(1+\Omega_{2}\right)^{2}}{\Omega_{2}^{2}}\left(x_{2, t}^{(1)}\right)^{2}\right)>\tilde{\lambda}\right]  \tag{45}\\
&=\mathbb{P}\left[\frac{\Omega_{1}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)}\left\|\boldsymbol{y}_{1}-\frac{\left(1+\Omega_{1}\right)}{\Omega_{1}} \boldsymbol{x}_{1}\right\|^{2}-\frac{\Omega_{1}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)} \times \frac{1+\Omega_{1}}{\Omega_{1}^{2}} \times\left\|\boldsymbol{x}_{1}\right\|^{2}\right. \\
&\left.+\frac{\Omega_{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)}\left\|\boldsymbol{y}_{2}-\frac{\left(1+\Omega_{2}\right)}{\Omega_{2}} \boldsymbol{x}_{2}^{(1)}\right\|^{2}-\frac{\Omega_{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)} \times \frac{1+\Omega_{2}}{\Omega_{2}^{2}} \times\left\|\boldsymbol{x}_{2}^{(1)}\right\|^{2}>\tilde{\lambda}\right] . \tag{4}
\end{align*}
$$

Note that $\left\|\boldsymbol{x}_{1}\right\|^{2}=n_{1} P_{1}=n_{1} \Omega_{1} \sigma_{1}^{2}$ and $\left\|\boldsymbol{x}_{2}^{(1)}\right\|^{2}=n_{2} \beta P_{2}=n_{2} \Omega_{2}\left(1+\Omega_{3}\right) \sigma_{2}^{2}$. Thus

$$
\begin{equation*}
\mathbb{P}\left[\Lambda(\boldsymbol{y}, \boldsymbol{x})<\left(n_{1}+n_{2}\right) \lambda\right] \tag{47}
\end{equation*}
$$
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$$
\begin{align*}
&= {\left[\begin{array}{l} 
\\
\end{array} \quad \frac{\Omega_{1}}{\sigma_{1}^{2}\left(1+\Omega_{1}\right)}\left\|\boldsymbol{y}_{1}-\frac{\left(1+\Omega_{1}\right)}{\Omega_{1}} \boldsymbol{x}_{1}\right\|^{2}\right.} \\
&\left.\quad+\frac{\Omega_{2}}{\sigma_{2}^{2}\left(1+\Omega_{3}\right)\left(1+\Omega_{2}\right)}\left\|\boldsymbol{y}_{2}-\frac{\left(1+\Omega_{2}\right)}{\Omega_{2}} \boldsymbol{x}_{2}^{(1)}\right\|^{2}>\tilde{\lambda}+n_{1}+\beta n_{2}\right]  \tag{48}\\
&=\mathbb{P}\left[\frac{\Omega_{1}}{\left(1+\Omega_{1}\right)}\left\|\frac{\boldsymbol{y}_{1}}{\sigma_{1}}-\frac{\left(1+\Omega_{1}\right)}{\sigma_{1} \Omega_{1}} \boldsymbol{x}_{1}\right\|^{2}\right. \\
&\left.\quad+\frac{\Omega_{2}}{\left(1+\Omega_{2}\right)}\left\|\frac{\boldsymbol{y}_{2}}{\sqrt{\left(1+\Omega_{3}\right)} \sigma_{2}}-\frac{\left(1+\Omega_{2}\right)}{\sigma_{2} \Omega_{2} \sqrt{\left(1+\Omega_{3}\right)}} \boldsymbol{x}_{2}^{(1)}\right\|^{2}>\tilde{\lambda}_{1}+n_{1}+\beta n_{2}\right] . \tag{49}
\end{align*}
$$

Note that $\boldsymbol{y}_{1} \sim \mathcal{N}\left(\boldsymbol{x}_{1}, I_{n_{1}} \sigma_{1}^{2}\right)$ and $\boldsymbol{y}_{2} \sim \mathcal{N}\left(\boldsymbol{x}_{2}^{(1)}, I_{n_{2}} \sigma_{2}^{2}\left(1+\Omega_{3}\right)\right)$. Define

$$
\begin{equation*}
\left\|\boldsymbol{b}_{1}\right\|^{2} \triangleq\left\|\frac{\boldsymbol{y}_{1}}{\sigma_{1}}-\frac{1+\Omega_{1}}{\sigma_{1} \Omega_{1}} \boldsymbol{x}_{1}\right\|^{2} \tag{50}
\end{equation*}
$$

and thus $\boldsymbol{b}_{1} \sim \mathcal{N}\left(-\boldsymbol{x}_{1} /\left(\sigma_{1} \Omega_{1}\right), I_{n_{1}}\right)$. Similarly, define

$$
\begin{equation*}
\left\|\boldsymbol{b}_{2}\right\|^{2} \triangleq\left\|\frac{\boldsymbol{y}_{2}}{\sigma_{2} \sqrt{\left(1+\Omega_{3}\right)}}-\frac{\left(1+\Omega_{2}\right)}{\Omega_{2} \sigma_{2} \sqrt{1+\Omega_{3}}} \boldsymbol{x}_{2}^{(1)}\right\|^{2} \tag{51}
\end{equation*}
$$

and thus $\boldsymbol{b}_{2} \sim \mathcal{N}\left(-\boldsymbol{x}_{2}^{(1)} /\left(\Omega_{2} \sigma_{2} \sqrt{1+\Omega_{3}}\right), I_{n_{2}}\right)$.
Definition 2 (The non-central chi-square distribution) Let $a_{1}, a_{2}, \ldots, a_{n}$ be independent random variables and $a_{j} \sim \mathcal{N}\left(\eta_{j}, \sigma^{2}\right)$, for $j=1, \ldots, n$. The distribution of the random variable $L=\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right) / \sigma^{2}$ is called the non-central chi-square with degree of $n$ and the non-central parameter $\ell=\left(\eta_{1}^{2}+\ldots+\eta_{n}^{2}\right) / \sigma^{2}$.

As a result of the above definition, we have

$$
\begin{align*}
& v_{1} \triangleq\left\|\boldsymbol{b}_{1}\right\|^{2}=\sum_{t=1}^{n_{1}} b_{1, t}^{2}, v_{1} \sim \mathcal{X}^{2}\left(n_{1}, \ell_{1}\right)  \tag{52}\\
& v_{2} \triangleq\left\|\boldsymbol{b}_{2}\right\|^{2}=\sum_{t=1}^{n_{2}} b_{2, t}^{2}, v_{1} \sim \mathcal{X}^{2}\left(n_{2}, \ell_{2}\right) \tag{53}
\end{align*}
$$

where

$$
\begin{align*}
\ell_{1} & =\frac{\left\|\boldsymbol{x}_{1}\right\|^{2}}{\sigma_{1}^{2} \Omega_{1}^{2}}=\frac{\Omega_{1} \sigma_{1}^{2} n_{1}}{\sigma_{1}^{2} \Omega_{1}^{2}}=\frac{n_{1}}{\Omega_{1}}  \tag{54}\\
\ell_{2} & =\frac{\left\|\boldsymbol{x}_{2}^{(1)}\right\|^{2}}{\Omega_{2}^{2} \sigma_{2}^{2}\left(1+\Omega_{3}\right)}=\frac{n_{2} \Omega_{2}\left(1+\Omega_{3}\right) \sigma_{2}^{2}}{\Omega_{2}^{2} \sigma_{2}^{2}\left(1+\Omega_{3}\right)}=\frac{n_{2}}{\Omega_{2}} \tag{55}
\end{align*}
$$

Thus

$$
\begin{equation*}
\mathbb{P}\left[\Lambda\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}\right)<\left(n_{1}+n_{2}\right) \lambda\right]=\mathbb{P}\left[\frac{\Omega_{1}}{1+\Omega_{1}} v_{1}+\frac{\Omega_{2}}{1+\Omega_{2}} v_{2}>\lambda_{1}\right] \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{1} \sim \mathcal{X}^{2}\left(n_{1}, \frac{n_{1}}{\Omega_{1}}\right), \quad v_{2} \sim \mathcal{X}^{2}\left(n_{2}, \frac{n_{2}}{\Omega_{2}}\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1}=-2\left(n_{1}+n_{2}\right) \lambda+\frac{1}{n_{1}} \ln \left(1+\Omega_{1}\right)+\frac{1}{n_{2}} \ln \left(1+\Omega_{2}\right)+n_{1}+\beta n_{2} . \tag{58}
\end{equation*}
$$

To calculate the above probability, we use the following theorem.
Theorem 4 Let $u_{1}, \ldots, u_{n}$ be independent random variables and $u_{i} \sim \mathcal{X}^{2}\left(s_{i}, \ell_{i}\right)$, then the random variable

$$
\begin{equation*}
Q=\sum_{i=1}^{n} \Omega_{i} u_{i} \tag{59}
\end{equation*}
$$

has the following cumulative distribution function (CDF):

$$
\begin{align*}
& \mathbb{P}\{Q \leq y\}=F_{Q}(y) \\
& =\frac{\exp \left(-\frac{y}{2 \rho}\right) y^{s / 2}}{(2 \rho)^{s / 2+1} \Gamma(s / 2+1)} \sum_{k \geq 0} \frac{k!m_{k}}{(s / 2+1)_{k}} \mathcal{L}_{k}^{s / 2}\left(\frac{(s+2) y}{4 \rho \eta_{0}}\right), \tag{60}
\end{align*}
$$

where $\mathcal{L}_{k}^{\alpha}(\cdot)$ is the $k$-th generalized Laguerre polynomial and $\Gamma(\cdot)$ is the Gamma function. Here, $\eta_{0}>0, \rho>0, s=\sum_{i=1}^{n} s_{i}$,

$$
\begin{align*}
m_{k}= & \frac{1}{k} \sum_{j=0}^{k-1} m_{j} d_{k-j}, \quad k \geq 1  \tag{61}\\
m_{0}= & 2\left(\frac{s}{2}+1\right)^{s / 2+1} \exp \left(-\frac{1}{2} \sum_{i=1}^{n} \frac{\ell_{i} \Omega_{i}\left(s / 2+1-\eta_{0}\right)}{\rho \eta_{0}+\Omega_{i}\left(s / 2+1-\eta_{0}\right)}\right) \\
& \times \frac{\rho^{s / 2+1}}{s / 2+1-\eta_{0}} \prod_{i=1}^{n}\left(\rho \eta_{0}+\Omega_{i}\left(s / 2+1-\eta_{0}\right)\right)^{-s_{i} / 2}  \tag{62}\\
d_{j}= & -\frac{j \rho(s / 2+1)}{2 \eta_{0}} \sum_{i=1}^{n} \ell_{i} \Omega_{i}\left(\rho-\Omega_{i}\right)^{j-1}\left(\frac{\eta_{0}}{\rho \eta_{0}+\Omega_{i}\left(s / 2+1-\eta_{0}\right)}\right)^{j+1} \\
& +\left(\frac{-\eta_{0}}{s / 2+1-\eta_{0}}\right)^{j}+\sum_{i=1}^{n} \frac{s_{i}}{2}\left(\frac{\eta_{0}\left(\rho-\Omega_{i}\right)}{\rho \eta_{0}+\Omega_{i}\left(s / 2+1-\eta_{0}\right)}\right)^{j} \tag{63}
\end{align*}
$$

and

$$
(c)_{k}= \begin{cases}1, & \text { if } k=0  \tag{64}\\ c(c+1) \ldots(c+k-1), & O . W\end{cases}
$$

Proof: See 13.
By defining $Q_{1}$ as in 17 , the bound in $\sqrt{19}$ is proved. The bound in 20 is proved similarly.

## B Proof of Theorem 2

For a given $\beta \in[0,1]$, define the following random coding distributions:

$$
\begin{align*}
& P_{\boldsymbol{X}_{1}}(\boldsymbol{x}) \triangleq \frac{\delta\left(\left\|\boldsymbol{x}_{1}\right\|_{2}^{2}-n_{1} P_{1}\right)}{S_{n_{1}}\left(\sqrt{n_{1} P_{1}}\right)}  \tag{65}\\
& P_{\boldsymbol{X}_{2}}^{(1)}(\boldsymbol{x}) \triangleq \frac{\delta\left(\left\|\boldsymbol{x}_{2}^{(1)}\right\|_{2}^{2}-n_{2} \beta P_{2}\right)}{S_{n_{2}}\left(\sqrt{n_{2} \beta P_{2}}\right)} \tag{66}
\end{align*}
$$
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$$
\begin{align*}
& P_{\boldsymbol{X}_{2}}^{(2)}(\boldsymbol{x}) \triangleq \frac{\delta\left(\left\|\boldsymbol{x}_{2}^{(2)}\right\|_{2}^{2}-n_{2}(1-\beta) P_{2}\right)}{S_{n_{2}}\left(\sqrt{n_{2}(1-\beta) P_{2}}\right)},  \tag{67}\\
& P_{\boldsymbol{X}_{3}}(\boldsymbol{x}) \triangleq \frac{\delta\left(\left\|\boldsymbol{x}_{3}\right\|_{2}^{2}-n_{3} P_{3}\right)}{S_{n_{3}}\left(\sqrt{n_{3} P_{3}}\right)}, \tag{68}
\end{align*}
$$

where $\delta(\cdot)$ is the Dirac delta and

$$
\begin{equation*}
S_{n}(r)=\frac{2 \pi^{n / 2}}{\gamma(\sqrt{n / 2})} r^{n-1} \tag{69}
\end{equation*}
$$

is the surface area of a radius- $r$ sphere in $\mathbb{R}^{n}$. Over the first and second channels, we sample $M$ length- $n_{1}+n_{2}$ codewords independently from $P_{\boldsymbol{X}_{1}}(\boldsymbol{x}) \times P_{\boldsymbol{X}_{2}}^{(1)}(\boldsymbol{x})$ to encode $m_{1}$. Over the second and third channels, we sample $M$ length $-n_{2}+n_{3}$ codewords independently from $P_{\boldsymbol{X}_{2}}^{(2)}(\boldsymbol{x}) \times P_{\boldsymbol{X}_{3}}(\boldsymbol{x})$ to encode $m_{2}$.

We start by upper bounding $\epsilon_{1}$. Given $\boldsymbol{Y}_{1}$ and $\boldsymbol{Y}_{2}$, the decoder selects the message $m_{1}$ satisfying

$$
\begin{equation*}
q\left(\boldsymbol{x}\left(m_{1}\right), \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)>\max _{\tilde{m} \in\{1, \ldots, M\} \backslash m_{1}} q\left(\boldsymbol{x}(\tilde{m}), \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
q\left(\boldsymbol{x}\left(m_{1}\right), \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) \triangleq \ln \left(\frac{P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}_{1}\right) \times P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)}{P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right) \times P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)}\right) \tag{71}
\end{equation*}
$$

Theorem 5 (Random coding union bound) There exists an $\left(n_{1}+n_{2}, M, \epsilon_{1}, P_{1}, P_{2}\right)$-code satisfying

$$
\epsilon_{1} \leq \mathbb{E}\left[\min \left\{1, M \mathbb{P}\left(q\left(\overline{\boldsymbol{X}} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \mid \boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)\right\}\right]
$$

where the random variables $\left(\overline{\boldsymbol{X}}, \boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)$ are distributed as $P_{\boldsymbol{X}_{1}}(\overline{\boldsymbol{x}}) \times P_{\boldsymbol{X}_{2}^{(1)}}(\overline{\boldsymbol{x}}) \times P_{\boldsymbol{X}_{1}}(\boldsymbol{x}) \times$ $P_{\boldsymbol{X}_{2}^{(1)}}(\boldsymbol{x}) \times P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}_{1}\right) \times P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}_{2}^{(1)}\right)$.

To ease the calculation of the above expectation, we first bound the probability $\mathbb{P}\left(q\left(\overline{\boldsymbol{X}}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq\right.$ $\left.t \mid \boldsymbol{Y}_{1}=\boldsymbol{y}_{1}, \boldsymbol{Y}_{2}=\boldsymbol{y}_{2}\right)$ for a constant $t \in \mathbb{R}$. For simplicity, define

$$
\begin{equation*}
g\left(t, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) \triangleq \mathbb{P}\left(q\left(\overline{\boldsymbol{X}}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq t \mid \mathcal{E}_{1}\right) \tag{72}
\end{equation*}
$$

where $\mathcal{E}_{1} \triangleq\left\{\boldsymbol{Y}_{1}=\boldsymbol{y}_{1}, \boldsymbol{Y}_{2}=\boldsymbol{y}_{2}\right\}$. By Bayes rule, we have $P_{\boldsymbol{X}_{1} \mid \boldsymbol{Y}_{1}}\left(\boldsymbol{x} \mid \boldsymbol{y}_{1}\right) \times P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right)=P_{\boldsymbol{X}_{1}}(\boldsymbol{x}) \times$ $P_{\boldsymbol{Y}_{1} \mid \boldsymbol{X}_{1}}\left(\boldsymbol{y}_{1} \mid \boldsymbol{x}\right)$ and $P_{\boldsymbol{X}_{2}^{(1)} \mid \boldsymbol{Y}_{2}}\left(\boldsymbol{x} \mid \boldsymbol{y}_{2}\right) \times P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)=P_{\boldsymbol{X}_{2}^{(1)}}(\boldsymbol{x}) \times P_{\boldsymbol{Y}_{2} \mid \boldsymbol{X}_{2}^{(1)}}\left(\boldsymbol{y}_{2} \mid \boldsymbol{x}\right)$ and as a result:

$$
\begin{equation*}
P_{\boldsymbol{X}_{1}}(\overline{\boldsymbol{x}}) P_{\boldsymbol{X}_{2}^{(1)}}(\overline{\boldsymbol{x}})=P_{\boldsymbol{X}_{1} \mid \boldsymbol{Y}_{1}}\left(\overline{\boldsymbol{x}} \mid \boldsymbol{y}_{1}\right) P_{\boldsymbol{X}_{2}^{(1)} \mid \boldsymbol{Y}_{2}}\left(\overline{\boldsymbol{x}} \mid \boldsymbol{y}_{2}\right) \exp \left(-q\left(\overline{\boldsymbol{x}}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)\right) . \tag{73}
\end{equation*}
$$

Thus

$$
\begin{align*}
g\left(t, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) & =\int_{\overline{\boldsymbol{x}}} \mathbb{1}\left\{q\left(\overline{\boldsymbol{x}}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) \geq t\right\} P_{\boldsymbol{X}_{1}}(\overline{\boldsymbol{x}}) P_{\boldsymbol{X}_{2}^{(1)}}(\boldsymbol{x}) d \overline{\boldsymbol{x}} \\
& =\mathbb{E}\left[\exp \left(-q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)\right) \mathbb{1}\left\{q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq t\right\} \mid \mathcal{E}_{1}\right] \tag{74}
\end{align*}
$$

To calculate the above expectation, we first calculate the probability that for given positive parameters $a \in \mathbb{R}$ and $\eta>0$, the probability that the metric $q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)$ belongs to the interval $[a, a+\eta]$. We then use this probability to bound the probability in 72$]$. To this end, define

$$
h\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; a, \eta\right)
$$

$$
\begin{align*}
& \triangleq \mathbb{P}\left(q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \in[a, a+\eta] \mid \mathcal{E}_{1}\right)  \tag{75}\\
& =\mathbb{P}\left(\left(\left\langle\boldsymbol{X}_{1}, \boldsymbol{Y}_{1}\right\rangle+\left\langle\boldsymbol{X}_{2}^{(1)}, \boldsymbol{Y}_{2}\right\rangle\right) \in\left[a^{\prime}, a^{\prime}+\eta\right] \mid \mathcal{E}_{1}\right) \tag{76}
\end{align*}
$$

where $a^{\prime}$ is a constant and where (76) follows because $\boldsymbol{Y}_{1}$ is fixed to some constant vector $\boldsymbol{y}_{1}$ and $\boldsymbol{Y}_{2}$ is fixed to some vector $\boldsymbol{y}_{2}$, and $\left\|\boldsymbol{X}_{1}\right\|_{2}^{2}$ and $\left\|\boldsymbol{X}_{2}^{(1)}\right\|_{2}^{2}$ are also constant.

Define

$$
\begin{equation*}
s_{1}=\frac{1}{n_{1}}\left\|\boldsymbol{y}_{1}\right\|_{2}^{2} \quad \text { and } \quad s_{2}=\frac{1}{n_{2}}\left\|\boldsymbol{y}_{2}\right\|_{2}^{2} \tag{77}
\end{equation*}
$$

then since $h\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; a, \eta\right)$ depends on $\boldsymbol{y}_{1}$ and $\boldsymbol{y}_{2}$ through their norms, so we can define

$$
\begin{equation*}
h\left(s_{1}, s_{2} ; a, \eta\right) \triangleq h\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; a, \eta\right) \tag{78}
\end{equation*}
$$

Consider the following sets of "typical" channel outputs:

$$
\begin{aligned}
& \mathcal{F}_{1} \triangleq\left\{\boldsymbol{y}_{1} \in \mathbb{R}^{n_{1}}: \frac{1}{n_{1}}\left\|\boldsymbol{y}_{1}\right\|_{2}^{2} \in\left[P_{1}+\sigma_{1}^{2}-\delta_{1}, P_{1}+\sigma_{1}^{2}+\delta_{1}\right]\right\} \\
& \mathcal{F}_{2} \triangleq\left\{\boldsymbol{y}_{2} \in \mathbb{R}^{n_{2}}: \frac{1}{n_{2}}\left\|\boldsymbol{y}_{2}\right\|_{2}^{2} \in\left[P_{2}+\sigma_{2}^{2}-\delta_{2}, P_{2}+\sigma_{2}^{2}+\delta_{2}\right]\right\}
\end{aligned}
$$

Assume that $\boldsymbol{y}_{1} \in \mathcal{F}_{1}$ and $\boldsymbol{y}_{2} \in \mathcal{F}_{2}$. By introducing the Gaussian random vectors $\boldsymbol{Z}_{1} \sim$ $\mathcal{N}\left(0, I_{n_{1}} \sigma_{1}^{2}\right)$ and $\boldsymbol{Z}_{2} \sim \mathcal{N}\left(0, I_{n_{2}} \sigma_{2}^{2}\right)$, we have

$$
h\left(s_{1}, s_{2} ; a, \eta\right)=\mathbb{P}\left(\left(\left\langle\boldsymbol{X}_{1}, \boldsymbol{X}_{1}+\boldsymbol{Z}_{1}\right\rangle+\left\langle\boldsymbol{X}_{2}^{(1)}, \boldsymbol{X}_{2}+\boldsymbol{Z}_{2}\right\rangle\right) \in\left[a^{\prime}, a^{\prime}+\eta\right] \mid \overline{\mathcal{E}}_{1}\right)
$$

where $\overline{\mathcal{E}}_{1} \triangleq\left\{\left\|\boldsymbol{X}_{1}+\boldsymbol{Z}_{1}\right\|_{2}^{2}=n_{1} s_{1},\left\|\boldsymbol{X}_{2}+\boldsymbol{Z}_{2}\right\|_{2}^{2}=n_{2} s_{2}\right\}$ Define

$$
\begin{align*}
& \boldsymbol{x}_{0,1} \triangleq\left(\sqrt{n_{1} P_{1}}, 0, \ldots, 0\right)  \tag{79a}\\
& \boldsymbol{x}_{0,2} \triangleq\left(\sqrt{n_{2} P_{2}}, 0, \ldots, 0\right)  \tag{79b}\\
& \boldsymbol{x}_{0,3} \triangleq\left(\sqrt{n_{2} \beta P_{2}}, 0, \ldots, 0\right) . \tag{79c}
\end{align*}
$$

to be as fixed vectors on the two spheres. By spherical symmetry, we pick $\boldsymbol{X}_{1}=\boldsymbol{x}_{0,1}, \boldsymbol{X}_{2}=\boldsymbol{x}_{0,2}$, and $\boldsymbol{X}_{2}^{(1)}=\boldsymbol{x}_{0,3}$. Thus we have:

$$
h\left(s_{1}, s_{2} ; a, \eta\right)=\mathbb{P}\left(\left(Z_{1} \sqrt{n_{1} P_{1}}+n_{1} P_{1}+Z_{2} \sqrt{n_{2} \beta P_{2}}+\sqrt{\beta} n_{2} P_{2}\right) \in\left[a^{\prime}, a^{\prime}+\eta\right] \mid \tilde{\mathcal{E}}_{1}\right)
$$

where

$$
\begin{equation*}
\tilde{\mathcal{E}}_{1} \triangleq\left\{\left\|\boldsymbol{x}_{0,1}+\boldsymbol{Z}_{1}\right\|_{2}^{2}=n_{1} s_{1} \text { and }\left\|\boldsymbol{x}_{0,2}+\boldsymbol{Z}_{2}\right\|_{2}^{2}=n_{2} s_{2}\right\} \tag{80}
\end{equation*}
$$

Define

$$
\begin{equation*}
U_{1}=\frac{Z_{1}+\sqrt{n_{1} P_{1}}}{\sqrt{n_{1} s_{1}}} \quad \text { and } \quad U_{2}=\frac{Z_{2}+\sqrt{n_{2} P_{2}}}{\sqrt{n_{2} s_{2}}} \tag{81}
\end{equation*}
$$

Thus

$$
h\left(s_{1}, s_{2} ; a, \eta\right)=\mathbb{P}\left(\left(n_{1} \sqrt{P_{1} s_{1}} U_{1}+n_{2} \sqrt{\beta P_{2} s_{2}} U_{2}\right) \in\left[a^{\prime}, a^{\prime}+\eta\right] \mid \tilde{\mathcal{E}}_{1}\right) .
$$

Since $U_{i}$ for $i \in\{1,2\}$ takes values in [ $-1,1$ ], and according to 12 , the conditional density of $U_{1}$ and $U_{2}$ given $\tilde{\mathcal{E}}_{1}$ are

$$
\begin{equation*}
f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right)=\frac{1}{F_{n_{1}}}\left(1-u_{1}^{2}\right)^{\left(n_{1}-3\right) / 2} \exp \left(n_{1} \sqrt{P_{1} s_{1}} u_{1}\right) \mathbb{1}\left\{u_{1} \in[-1,1]\right\} \tag{82}
\end{equation*}
$$
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$$
\begin{equation*}
f_{U_{2} \mid \tilde{\mathcal{E}}_{1}}\left(u_{2}\right)=\frac{1}{F_{n_{2}}}\left(1-u_{2}^{2}\right)^{\left(n_{2}-3\right) / 2} \exp \left(n_{2} \sqrt{P_{2} s_{2}} u_{2}\right) \mathbb{1}\left\{u_{2} \in[-1,1]\right\} \tag{83}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{n_{1}} \triangleq \int_{-1}^{1}\left(1-u_{1}^{2}\right)^{\left(n_{1}-3\right) / 2} \exp \left(n_{1} \sqrt{P_{1} s_{1}} u_{1}\right) d u_{1}  \tag{84}\\
& F_{n_{2}} \triangleq \int_{-1}^{1}\left(1-u_{2}^{2}\right)^{\left(n_{2}-3\right) / 2} \exp \left(n_{2} \sqrt{P_{2} s_{2}} u_{2}\right) d u_{2} \tag{85}
\end{align*}
$$

With the following lemma, we can bound the conditional density of $U_{1}$ and $U_{2}$ given that $\mathcal{E}$.
Lemma 6 Define the function

$$
\begin{equation*}
L(P, s) \triangleq \frac{(2 P s)^{2}}{\sqrt{2 \pi}} \cdot \sqrt{\frac{1+4 P s-\sqrt{1+4 P s}}{(\sqrt{1+4 P s}-1)^{5}}} \tag{86}
\end{equation*}
$$

the following bound holds:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{\sqrt{n}} \sup _{u \in[-1,1]} f_{U \mid \tilde{\mathcal{E}}_{1}}(u) \leq L(P, s) \tag{87}
\end{equation*}
$$

Proof: See [12, Appendix B].
Now with the above lemma, we have

$$
\begin{align*}
& h\left(s_{1}, s_{2} ; a, \eta\right)  \tag{88}\\
& =\int_{-1}^{1} \mathbb{P}\left(\left(n_{1} \sqrt{P_{1} s_{1}} U_{1}+n_{2} \sqrt{\beta P_{2} s_{2}} U_{2}\right) \in[a, a+\eta] \mid U_{1}=u_{1}, \tilde{\mathcal{E}}_{1}\right) f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right) d u_{1} \\
& =\int_{-1}^{1} \mathbb{P}\left(n_{2} \sqrt{\beta P_{2} s_{2}} U_{2} \in\left[a_{3}+n_{1} \sqrt{P_{1} s_{1}} u_{1}, a+n_{1} \sqrt{P_{1} s_{1}} u_{1}+\eta\right] \mid U_{1}=u_{1}, \tilde{\mathcal{E}}_{1}\right) f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right) d u_{1} \\
& =\int_{-1}^{1} \int_{\left(a+n_{1} \sqrt{P_{1} s_{1}} u_{1}\right) / n_{2} \sqrt{\beta P_{2} s_{2}}}^{\left(a_{3}+n_{1} \sqrt{P_{1} s_{1}} u_{1}+\eta\right) / n_{2} \sqrt{\beta P_{2} s_{2}}} f_{U_{2} \mid \mathcal{E}}\left(u_{2}\right) d u_{2} f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right) d u_{1} \\
& \leq \int_{-1}^{1} \int_{\left(a+n_{1} \sqrt{P_{1} s_{1}} u_{1}\right) / n_{2} \sqrt{\beta P_{2} s_{2}}}^{\left(a+n_{1} \sqrt{P_{1} s_{1}} u_{1}+\eta\right) / n_{2} \sqrt{\beta P_{2} s_{2}}} L\left(\beta P_{2}, s_{2}\right) \sqrt{n_{2}} d u_{2} f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right) d u_{1} \\
& =\int_{-1}^{1} \frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}} f_{U_{1} \mid \tilde{\mathcal{E}}_{1}}\left(u_{1}\right) d u_{1} \\
& =\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}} .
\end{align*}
$$

By repeating similar steps with the assumption that $U_{2}=u_{2}$, one can conclude that

$$
\begin{equation*}
h\left(s_{1}, s_{2} ; a, \eta\right) \leq \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}}, \frac{L\left(P_{1}, s_{1}\right) \eta}{\sqrt{n_{1} P_{1} s_{1}}}\right\} \tag{89}
\end{equation*}
$$

Now to find the probability in $(72)$, we slice the interval $[t,+\infty)$ into non-overlapping segments

$$
\begin{equation*}
\{[t=l \eta, t+(l+1) \eta): l \in \mathbb{N} \cup\{0\}\} \tag{90}
\end{equation*}
$$

where $\eta>0$ is a constant. Thus

$$
\begin{equation*}
\mathbb{P}\left(q\left(\overline{\boldsymbol{X}} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq t \mid \boldsymbol{Y}_{1}=\mathcal{E}_{1}\right) \tag{91}
\end{equation*}
$$

$$
\begin{align*}
& =\mathbb{E}\left[\exp \left(-q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)\right) \mathbb{1}\left\{q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq t\right\} \mid \mathcal{E}_{1}\right]  \tag{92}\\
& \leq \sum_{l=0}^{\infty} e^{-t-l \eta} \mathbb{P}\left(t+l \eta \leq q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)<t+(l+1) \eta \mid \mathcal{E}_{1}\right)  \tag{93}\\
& \leq \sum_{l=0}^{\infty} e^{-t-l \eta} \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}}, \frac{L\left(P_{1}, s_{1}\right) \eta}{\sqrt{n_{1} P_{1} s_{1}}}\right\}  \tag{94}\\
& =\frac{\exp (-t)}{1-\exp (-\eta)} \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}}, \frac{L\left(P_{1}, s_{1}\right) \eta}{\sqrt{n_{1} P_{1} s_{1}}}\right\} . \tag{95}
\end{align*}
$$

As a result,

$$
\begin{equation*}
g\left(t, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)=\mathbb{P}\left(q\left(\overline{\boldsymbol{X}} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \geq t \mid \mathcal{E}_{1}\right) \leq G_{1} \cdot e^{-t} \tag{96}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{1} \triangleq \frac{1}{1-\exp (-\eta)} \min \left\{\frac{L\left(P_{2}, s_{2}\right) \eta}{\sqrt{n_{2} \beta P_{2} s_{2}}}, \frac{L\left(P_{1}, s_{1}\right) \eta}{\sqrt{n_{1} P_{1} s_{1}}}\right\} \tag{97}
\end{equation*}
$$

Define

$$
\begin{equation*}
\mathcal{E}_{2} \triangleq\left\{\boldsymbol{Y}_{1} \in \mathcal{F}_{1}, \boldsymbol{Y}_{2} \in \mathcal{F}_{2}\right\} \tag{98}
\end{equation*}
$$

then we can rewrite the RCU bound in $(72)$ as:

$$
\begin{align*}
\epsilon_{1} & \leq \mathbb{E}\left[\min \left\{1, M g\left(q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right), \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)\right\}\right]  \tag{99}\\
& \leq \mathbb{P}\left\{\mathcal{E}_{2}^{c}\right\}+\mathbb{E}\left[\min \left\{1, M g\left(q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right), \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)\right\} \mid \mathcal{E}_{2}\right] \mathbb{P}\left\{\mathcal{E}_{2}\right\} \\
& =\mathbb{P}\left\{\mathcal{E}_{2}^{c}\right\}+\mathbb{E}\left[\min \left\{1, M G_{1} e^{-q\left(\boldsymbol{X} ; \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)}\right\} \mid \mathcal{E}_{2}\right] \mathbb{P}\left\{\mathcal{E}_{2}\right\} \\
& \leq \mathbb{P}\left\{\mathcal{E}_{2}^{c}\right\}+\mathbb{P}\left\{\mathcal{E}_{2}\right\}\left(\mathbb{P}\left(q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \leq \ln \left(M G_{1}\right) \mid \mathcal{E}_{2}\right)\right. \\
& \left.+M G_{1} \mathbb{E}\left[\mathbb{1}\left\{q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)>\ln \left(M G_{1}\right)\right\} e^{-q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right)} \mid \mathcal{E}_{2}\right]\right) \\
& \leq \mathbb{P}\left\{\mathcal{E}_{2}^{c}\right\}+\mathbb{P}\left\{\mathcal{E}_{2}\right\}\left(\mathbb{P}\left(q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \leq \ln \left(M G_{1}\right) \mid \mathcal{E}_{2}\right)+G_{1}\right) . \tag{100}
\end{align*}
$$

To calculate the following probability

$$
\begin{equation*}
\mathbb{P}\left(q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \leq \ln \left(M G_{1}\right) \mid \mathcal{E}_{2}\right) \tag{101}
\end{equation*}
$$

let $P_{Y_{1}}^{*}\left(y_{1}\right)=\mathcal{N}\left(y_{1} ; 0, P_{1}+\sigma_{1}^{2}\right)$ and $P_{Y_{2}}^{*}\left(y_{2}\right)=\mathcal{N}\left(y_{2} ; 0, P_{2}+\sigma_{2}^{2}\right)$ be the capacity-achieving output distributions over the first block and the second block, respectively. Then as shown in 5 Lemma $6]$, given that $\boldsymbol{y}_{1} \in \mathcal{F}_{1}$ and $\boldsymbol{y}_{2} \in \mathcal{F}_{2}$, we have

$$
\begin{equation*}
\sup _{\boldsymbol{y}_{1} \in \mathcal{F}_{1}} \frac{P_{\boldsymbol{Y}_{1}}\left(\boldsymbol{y}_{1}\right)}{P_{\boldsymbol{Y}_{1}}^{*}\left(\boldsymbol{y}_{1}\right)} \leq J_{1} \quad \text { and } \quad \sup _{\boldsymbol{y}_{2} \in \mathcal{F}_{2}} \frac{P_{\boldsymbol{Y}_{2}}\left(\boldsymbol{y}_{2}\right)}{P_{\boldsymbol{Y}_{2}}^{*}\left(\boldsymbol{y}_{2}\right)} \leq J_{2}, \tag{102}
\end{equation*}
$$

where $J_{1}$ and $J_{2}$ are finite constants. Thus

$$
\begin{aligned}
& \mathbb{P}\left(q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right) \leq \ln \left(M G_{1}\right) \mid \mathcal{E}_{2}\right) \mathbb{P}\left\{\mathcal{E}_{2}\right\} \\
& \leq \mathbb{P}\left(q\left(\boldsymbol{X}, \boldsymbol{Y}_{1}^{*}, \boldsymbol{Y}_{2}^{*}\right) \leq \ln \left(M G_{1} J_{1} J_{2}\right)\right) \\
& \quad=\mathbb{P}\left[\frac{\Omega_{1}}{\left(1+\Omega_{1}\right)}\left\|\frac{\boldsymbol{y}_{1}^{*}}{\sigma_{1}}-\frac{\left(1+\Omega_{1}\right)}{\sigma_{1} \Omega_{1}} \boldsymbol{x}_{1}\right\|^{2}\right.
\end{aligned}
$$
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$$
\begin{align*}
& \left.+\frac{\Omega_{2}}{\left(1+\Omega_{2}\right)}\left\|\frac{\boldsymbol{y}_{2}^{*}}{\sqrt{\left(1+\Omega_{3}\right)} \sigma_{2}}-\frac{\left(1+\Omega_{2}\right)}{\sigma_{2} \Omega_{2} \sqrt{\left(1+\Omega_{3}\right)}} \boldsymbol{x}_{2}^{(1)}\right\|^{2}>\Delta_{1}\right] \\
& \stackrel{(a)}{=} \mathbb{P}\left[\frac{\Omega_{1}}{1+\Omega_{1}} v_{1}+\frac{\Omega_{2}}{1+\Omega_{2}} v_{2}>\Delta_{1}\right] \\
& \stackrel{(b)}{=} 1-F_{Q_{1}}\left(\Delta_{1}\right), \tag{103}
\end{align*}
$$

where in (a),

$$
\begin{equation*}
\Delta_{1} \triangleq-2 \ln \left(M G_{1} J_{1} J_{2}\right)+\frac{1}{n_{1}} \ln \left(1+\Omega_{1}\right)+\frac{1}{n_{2}} \ln \left(1+\Omega_{2}\right)+n_{1}+\beta n_{2} . \tag{104}
\end{equation*}
$$

and

$$
\begin{align*}
& v_{1} \triangleq\left\|\frac{\boldsymbol{y}_{1}}{\sigma_{1}}-\frac{1+\Omega_{1}}{\sigma_{1} \Omega_{1}} \boldsymbol{x}_{1}\right\|^{2}  \tag{105}\\
& v_{2} \triangleq\left\|\frac{\boldsymbol{y}_{2}}{\sigma_{2} \sqrt{\left(1+\Omega_{3}\right)}}-\frac{\left(1+\Omega_{2}\right)}{\Omega_{2} \sigma_{2} \sqrt{1+\Omega_{3}}} \boldsymbol{x}_{2}^{(1)}\right\|^{2} \tag{106}
\end{align*}
$$

Since $v_{1}$ and $v_{2}$ follow non-central chi-square distributions, i.e., $v_{1} \sim \mathcal{X}^{2}\left(n_{1}, \frac{n_{1}}{\Omega_{1}}\right)$ and $v_{2} \sim$ $\mathcal{X}^{2}\left(n_{2}, \frac{n_{2}}{\Omega_{2}}\right)$, then in step (b) we define

$$
\begin{equation*}
Q_{1} \triangleq \frac{\Omega_{1}}{1+\Omega_{1}} v_{1}+\frac{\Omega_{2}}{1+\Omega_{2}} v_{2} \tag{107}
\end{equation*}
$$

and $F_{Q_{1}}$ as the CDF of $Q_{1}$. To calculate this CDF, we use Theorem 4 ,
Finally, to calculate the probability $\mathbb{P}\left\{\mathcal{E}_{2}\right\}$, we use Cramer's theorem in 9 and obtain

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{E}_{2}\right\} \geq\left(1-\exp \left(-\kappa_{1} n_{1} \delta_{1}^{2}\right)\right)\left(1-\exp \left(-\kappa_{2} n_{2} \delta_{2}^{2}\right)\right) \tag{108}
\end{equation*}
$$

for some constants $\kappa_{1}$ and $\kappa_{2}$. By setting $\delta_{1}=n_{1}^{-1 / 3}$ and $\delta_{2}=n_{2}^{-1 / 3}$, so

$$
\begin{equation*}
\mathbb{P}\left\{\boldsymbol{Y}_{1} \in \mathcal{F}_{1}, \boldsymbol{Y}_{2} \in \mathcal{F}_{2}\right\} \geq 1-\zeta_{1} \tag{109}
\end{equation*}
$$

where by defining $\zeta_{1} \triangleq \exp \left(-\kappa_{1} n_{1}^{1 / 3}\right)+\exp \left(-\kappa_{2} n_{2}^{1 / 3}\right)-\exp \left(-\kappa_{1} n_{1}^{1 / 3}\right) \exp \left(-\kappa_{2} n_{2}^{1 / 3}\right)$, the bound in (23) is proved. Similarly one can prove the bound in (24).
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