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Institut des Maladies Neurodégénératives
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Abstract—Recent progress in AI has expanded the boundaries
of the cognitive functions that can be simulated, but creativity
remains a challenge. Neuroscience sheds light on its mechanisms
and its tight relationship with episodic memory and cognitive
control, while machine learning provides preliminary models
of these mechanisms. We present these lines of research and
explain how they can be exploited in the domain of computational
creativity in order to further expand the capabilities of AI.

Index Terms—creativity, explicit memory, episodic memory,
prospective memory, cognitive control, imagination, computa-
tional cognitive neuroscience, artificial intelligence

I. INTRODUCTION

Creativity is a fundamental feature of human information
processing but a historically challenging task for a machine. It
is generally agreed that it includes two defining characteristics,
namely coming up with a novel idea and verifying that
this idea is appropriate for the task at play [1]. They are
respectively termed divergent and convergent thinking [2].

Despite tremendous progress made with machine learning,
artificial intelligence models suffer from a series of weaknesses
including but not limited to overfitting and poor transferability
[3]. Thinking through analogy and imagination would be
key ingredients for solving these problems. Unfortunately,
such creative functions seem to remain a challenge for the
machine. Yet, it is declared in [4] that “creativity isn’t magical.
It’s an aspect of normal human intelligence”. In accordance
with M. Boden, we argue that creativity results from the
functioning of the human brain and should consequently be
better understood by studying its physical substrate. As a
consequence, we propose to relate computational creativity
(CC) to computational cognitive neuroscience (CCN). It has
already been suggested in [5] that current modeling work in
CCN carried out to remedy current limitations of artificial
intelligence could be directly beneficial to CC by unravelling
the brain mechanisms responsible for divergent and convergent
thinking. Here we propose to extend this view by providing
more details on recent experiments in neuroscience and recent
modeling efforts in that direction. In that perspective, we
briefly sketch the mnemonic architecture of the human brain,
going in more details on mechanisms reported to be involved
in imagination and cognitive control, participating in creativity.

Then we report recent modeling efforts to implement these
mechanisms and discuss how they might be adapted to CC.

II. THE HUMAN MNEMONIC ARCHITECTURE

A. Implicit memory

In cognitive neuroscience, a major distinction is made
between implicit and explicit memory, also called non-
declarative and declarative memory respectively [6]. The for-
mer corresponds to the slow learning of regularities present in
the world. This learning is well captured in current machine
learning models, as they rely on statistical methods. This
is for example the case with the layered architecture of
deep networks [7] that has demonstrated high performance
in pattern identification and is sometimes compared to the
architecture of the sensory cortex. It is also the case with the
most classical approaches of reinforcement learning, the actor-
critic architectures [8], which are today among the best models
for action selection and decision making. These approaches are
paralleled with the loops between the basal ganglia and the
most ancient parts of the frontal cortex, namely the motor and
premotor cortex (standing for the actor) and the orbitofrontal
cortex (standing for the critic). These models perform implicit
learning because they simply learn from a statistical analysis
of trials and errors, regularities in labelled patterns, rewarding
value of states or sensorimotor associations, with no explicit
knowledge of the world structure [3]. After learning, these
values cached in weights are exploited implicitly to respond
to new cases. As it can be seen with the recent success
of machine learning, these approaches are very successful
when large training corpora are available, but they suffer
from several weaknesses, precisely because their learning is
implicit. Two sets of weaknesses have been studied in the
context of two different mechanisms that might remedy them,
both corresponding to building an explicit memory: episodic
learning and cognitive control.

B. Explicit memory: episodic learning

A first set of weaknesses is observed in deep networks,
where learning takes place in a layered architecture with
distributed, integrated and overlapping representations. This is
the reason why these models can generalize, at the price of a



very slow learning. Conversely, they are not good for learning
data without structure nor regularities. They learn slowly, from
global aspects to details, and they forget the individual cases
they have received. They are also sensitive to catastrophic
forgetting: if they first learn to identify a certain pattern and
then learn to identify another one, they will forget the first
kind of identification if they don’t have a regular recall of the
previously learnt association, thus adding to the slowness of
learning.

It is explained in [9] how the hippocampus which imple-
ments episodic learning could complement the cortex in order
for the mammalian brain to remedy that kind of weaknesses.
This cerebral structure in the medial temporal lobe binds
information from most regions of the cortex and is able to learn
the current cortical activation in one shot. Due to mechanisms
of sustained activity in the cortex evoked below, this activation
stands for the current episode processed by the cortex, hence
the term episodic learning. This memory is explicit because,
in contrast to the cortex that evokes relations acquired from
many episodes, this learning manipulates individual episodes
explicitly. This is associated with specific characteristics of
hippocampal information processing: an elaborated function
of pattern separation based on sparse coding [10] to minimize
interference when learning a new episode and a mechanism
of recall enabling the hippocampus to rebuild an originally
stored pattern from a partial cue thanks to its unique recurrent
architecture. Recall is associated with a mechanism called
replay [11] to reactivate a stored episode in the cortex. This
process helps solving the problem of catastrophic interference
because, when you are learning a new ability in the cortex,
it has been shown that during sleep, the hippocampus replays
other kinds of examples to balance learning [11]; and what
is replayed here are explicit and unique episodes and not a
statistical implicit model. This illustrates an interesting duality
in our memories between knowledge (I know that) and skill
(I know how).

C. Explicit memory: cognitive control

Let us now introduce another set of weaknesses associated
with implicit learning. Reinforcement learning models are very
powerful in stable worlds and can assign a value to states
and actions and guide behavior accordingly, with no explicit
knowledge of the rules of the world. This is no longer the
case if the behavior to be learnt is context-dependent, or
in other words when the rules change depending on certain
perceptual cues or on internal information (instructions given
or simply emotions or motivations). An implicit model could
unlearn the old behavior and learn the new one but this would
come at a cost of time. This is not compatible with the
flexibility of human behaviour that can exhibit rapid changes
from one situation to an other. In addition, we can see that
this kind of change is explicit and deliberative. In this case,
the solution would be to not only rely on the default behavior
proposed by the implicit model from external information but
to explicitly identify the context, inhibit the default behavior
and instead promote the appropriate one which has been stored

from previous learning. This is what we call cognitive control:
whereas simple decision making relies on perception to control
actions and promote a certain behavior, cognitive control relies
on external and internal contextual cues to control behavior in
a top-down way.

It has long been known in neuroscience that the prefrontal
cortex (PFC) is the structure responsible for this function
[12]. This structure, particularly developed in humans (30%
of the total surface of the cortex), is characterized by its
ability to show a long-lasting sustained activity, also called
working memory. In certain circumstances, it is able to inhibit
a maladapted default behavior and promote a more appropriate
one for an extended period of time. This is done by biasing
the activity of the cortex, i.e. by artificially imposing an
increased activity to some sensory regions of the cortex
through an attentional process [13]. In this way, a non-
dominant behavior can become eligible and active. When rule
changes, the working memory can be updated to promote
another behavior. Deciding if the rules have changed (from
the monitoring of errors measured between the anticipated
and observed outcomes) and learning what contextual cues to
maintain in working memory are the roles of the medial and
lateral PFC respectively [14]. In these regions, the neuronal
populations are organized according to the nature of the task
[15]. It has been shown that they are organized along several
dimensions on the cortical surface [16]. From rostral to more
caudal portions, more and more abstract rules can be observed.
There is also a dorsal-ventral axis, with rules predominantly
concerned with the semantic meaning of the task on the ventral
side and rules controlling the syntactic organization of the
task on the dorsal side. When errors indicate that the rule
has changed, it is possible to immediately test other rules
which have been proven efficient for this task, else to look
for rules applied in similar (i.e. sharing characteristics) tasks.
Another proposed strategy is to build new rules by mixing old
ones [17]. As discussed below, these are key mechanisms for
creativity.

III. DELIBERATING IN THE FUTURE

A. Prospective memory

We have explained that the hippocampus is able to bind
distributed activities of the cortex to explicitly create a memory
of a specific episode and that the PFC is able to bias the
activity of the cortex to inhibit the default implicit behavior
and explicitly promote a behavior more appropriate in the
current context [18]. What is fundamental to understand here
is that the hippocampus also receives pieces of information
from the PFC and binds them within episodes which are also
sent back to the PFC thus participating to its training and acti-
vation. Reciprocally, the PFC receives contextual information
elaborated in the hippocampus and can bias the activity of the
hippocampus in order to control both the storage and retrieval
of episodes [19]. Furthermore, it is now widely accepted that
memory is a (re)constructive process, and that nearly the same
circuitry is used for not only remembering (or reconstructing)
the past, but also imagining the future [20]. In summary,



the hippocampus and the PFC both form a generative model
by learning an explicit model of the world. By sampling
from various episodes and anticipating the consequences of
one’s actions, they are able to internally simulate and evaluate
candidate strategies. This is what we call imagination and what
is realized in the process of thinking [21].

B. What about creativity ?

Neuroscientific studies about creativity are in accordance
with the general picture given here and provide additional
details. [22] report an interesting fMRI experiment demon-
strating the role of the medial PFC and hippocampus in
reorganizing memory when new information is presented. In
the experiment, a series of narrative videos is shown, including
clues linking some of them and stimulating insight in partic-
ipants (i.e. the sudden discovery of a solution to a problem).
It is observed that these moments are associated with the
emergence of new mnemonic representations while irrelevant
events are pruned out. The paper reports individual events
activating the hippocampus and mismatch response in the
anterior hippocampus being sent to the medial PFC. [23] report
the role of the medial PFC in inhibiting automatic common
ideas through its dorsal part and allowing for flexibility and
original ideas generation through its ventral part. The medial
PFC can detect the co-existence of several solutions including
non-dominant solutions and can switch attention to favor one
of them [24], with the level of originality in creativity rather
linked to broadened and not focused attention [25]. Concerning
divergent thinking, insight is defined as the reinterpretation
of a situation to produce non-dominant interpretation [24]
and characterized by the activation of the medial PFC (for
conflict monitoring) and of the medial temporal lobe including
the hippocampus (associated with semantic integration before
insight). In that paper, the role of mood is also underlined,
associated with the broadening of semantic processing. This
might correspond to the difference between spontaneous cre-
ativity monitored by such bottom-up information, opposed to
deliberate creativity monitored in a top-down way by the PFC
[1]. Concerning convergent thinking, verifying the semantic
and syntactic pertinence of a newly proposed behavior is part
of the top-down control of the PFC observed during creativity,
shown to activate the ventral and dorsal regions respectively
[2]. Interestingly, in prospective memory, this verification can
be done internally using the learnt generative models, with no
need for real action.

IV. COMPUTATIONAL ASPECTS

A. Models of explicit memory

Whereas recent achievements in machine learning are
mainly related to models of implicit memory, more atten-
tion has recently been given to models of explicit memory
in order to provide more realistic and flexible models. In
reinforcement learning, this is for example the case of episodic
and meta reinforcement learning [26], introduced to accelerate
deep reinforcement learning with the same kind of arguments
as provided above. In the case of supervised learning, the

principle of conceptors [27] has also been introduced as an
attentional process by restricting processing to a sub-region
of the data space. Beyond these computational principles,
other models have a deeper biological grounding. Let us
first mention a model of the hippocampus able to store and
recall episodes [28], with the emphasis set on interactions
between various inner mechanisms. Particularly, in addition
to the learning of specific episodes, this model is also able
to discover statistical regularities in the episodes, which is
shown to be a potential substrate for transitive inference (i.e.
the discovery that if A is associated to B and B is associated
to C, then A is associated to C), an important ingredient
of creativity. Other computational studies have extended the
traditional reinforcement learning paradigm to account for
hippocampal sequence generation. For example, a recently
proposed model provides an explanation as to why and how
the hippocampus is capable of not only replaying experienced
sequences of states, but “imagining” unexperienced ones as
well [29]. Concerning cognitive control, [14] implements a
neuronal model based on the principles of predictive coding.
Errors detected between the anticipated and actual outcomes
are mapped and associated with their context to subsequently
trigger a more adapted behavior when the same context is
detected.

B. What about computational creativity ?

To our knowledge, there are presently very few CCN models
dealing explicitly with creativity, with the notable exceptions
of [17] and [30]. The former model mainly focuses on the
action of the medial PFC in creativity. It proposes a biologi-
cally informed computational account of how we can flexibly
switch from one set of rules to another and explains that
we might create a new set of rules from combining existing
ones. In this model using simple symbolic tasks, the role of
the hippocampus is not considered, which leaves considerable
room for improvement. In the latter study, a computational
account of creativity emphasizing the importance of binding
information from multiple sources is given. In our opinion,
what is currently lacking is a computational model of the
interactions between the hippocampus (arbitrary binding and
episodic learning) and the PFC (control of encoding, recall
and imagination) dedicated to creativity. Beyond implementing
controlled episodic memory, we believe that such a model
would shed light on the ability of the “construction system
of the brain” [31] to creatively think about novel situations
and verifying their task relevance (Fig. 1).

V. CONCLUDING REMARKS

In this paper, we attempted to lay down the foundations
for a CCN approach to creativity based on the combination
of cognitive control and episodic learning. We have explained
that several models already propose mechanisms participating
to creative processes in the brain but several characteristics
need to be studied in more depth. For example, the role of
hemispheric differences is often mentioned in neuroscientific
experiments about creativity [24] whereas this concept of



Fig. 1. The proposed framework combines cognitive control and episodic
learning for solving flexible episodic memory and creative planning.

lateralization is mostly absent in models. We believe that an
accurate model of how creativity is implemented in the brain
would explain experimental findings, such as the deactivation
of the lateral PFC and activation of the medial PFC that
have been observed during music improvisation [2]. We can
hypothesize that the medial PFC is responsible for tracking
errors in the improvisation, while the constrained control of
behavior implemented by the lateral PFC is being inhibited.
We also believe that better understanding the computational
mechanisms associated to creativity would greatly augment
machine intelligence considering their role in imagination,
planning, decision-making, navigation, and arguably all other
cognitive abilities. The development of a detailed computa-
tional framework will likely lead to the demystification of
creativity as a unique human capability. Even more striking
is the possibility that creativity might be reduced to certain
aspects of control, memory and decision making.
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