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ABSTRACT

MRI plays a crucial role in multiple sclerosis diagnostic and patient follow-up. In particular, the delineation of T2-FLAIR hyperintense lesions is crucial although mostly performed manually - a tedious task. Many methods have thus been proposed to automate this task. However, sufficiently large datasets with a thorough expert manual segmentation are still lacking to evaluate these methods. We present a unique dataset for MS lesions segmentation evaluation. It consists of 53 patients acquired on 4 different scanners with a harmonized protocol. Hyperintense lesions on FLAIR were manually delineated on each patient by 7 experts with control on T2 sequence, and gathered in a consensus segmentation for evaluation. We provide raw and preprocessed data and a split of the dataset into training and testing data, the latter including data from a scanner not present in the training dataset. We strongly believe that this dataset will become a reference in MS lesions segmentation evaluation, allowing to evaluate many aspects: evaluation of performance on unseen scanner, comparison to individual experts performance, comparison to other challengers who already used this dataset, etc.

1. Introduction

Multiple Sclerosis (MS) is a neuroinflammatory disease of the central nervous system. It affects 2.5 million persons worldwide, particularly in the northern hemisphere or highly developed countries. Its prevalence average rate is around 83 per 100,000, with higher rates in countries of the northern hemisphere. MS affects preferentially women (woman:man ratio of around 2.0) (Pugliatti et al., 2006). The disease is characterized by a widespread inflammation, focal demyelination, and a variable degree of axonal loss both in the brain and spinal cord, and as such has become one of the major causes of acquired handicap.

New disease modifying drugs have recently appeared that are able to slow down the disease evolution (Giovannoni et al., 2010; Hauser et al., 2017; Kappos et al., 2018; Polman et al., 2006). One of the major challenges in treating MS is now to obtain sensitive and specific criteria to obtain an early diagnosis, prognosis and prediction of the pathology status for a patient, earlier at least than classical clinical criteria, such as the expanded disability status scale (EDSS) (Kurtzke, 1983). Magnetic Resonance Imaging (MRI) plays an important role for the diagnosis (Polman et al., 2011; Thompson et al., 2018) and its role for the evaluation of disease evolution is growing. It even allows to provide insights in the highly variable nature of the MS disease course (Leray et al., 2010), thus allowing in the long term to adapt the treatment to each individual.

Among the criteria available from MRI, the number and spread of lesions in the brain, as well as their evolution, have become crucial markers of the patient’s disease status (Polman et al., 2011; Thompson et al., 2018). Counting these lesions and measuring their sizes is however requiring a very tedious and time consuming task for the neuroradiologist i.e. the manual delineation of MS lesions. In addition, manual delineation is also prone to inter-expert variability. This is especially true when comparing radiologists from different centers (as practices towards delineation may vary between centers or formation centers - a problem sometimes referred to as “segmentation schools”) or when analyzing images from different centers where the protocols, scanners...
or field strengths differ (giving rise to different intrinsic MRI quality and signal to noise ratios). Performing manual segmentation on large databases of patients is therefore almost impossible, although required to analyze the disease variants in the population. Automatic segmentation algorithms have therefore become a crucial need for the clinical community to simplify the clinician’s task. A large literature of automatic segmentation methods has been devised (García-Lorenzo et al., 2013; Lladó et al., 2012; Mortazavi et al., 2012) for which a common ground for their evaluation is more and more required.

This evaluation is performed using databases where manual delineation was performed by one or several expert radiologists. A vast majority of the published approaches are however evaluated on in-house datasets with different image characteristics. The results obtained by different methods are then not directly comparable, making it difficult to choose a method adapted to a specific clinical context. This adds up to the fact that inter-expert variability in the manual segmentations used in the validation datasets is poorly known and may bias the results of a given evaluation. To overcome one or both of these issues, competitions (also called challenges) have been organised over the years in the MS lesion segmentation community. The first one was organized at the MICCAI 2008 conference (Styner et al., 2008). It came with a database of 45 patient images (from two different centers: 20 for training and 25 for testing), with a ground truth composed of two expert segmentations for each case. Having only two raters did not allow getting a real idea of inter-expert variability, which was actually potentially high since the protocols were not harmonized between the two sites of acquisition. The second challenge was held at the 2015 IEEE ISBI international conference (Caras et al., 2017). The database was more focused on longitudinal evolution of the lesions and the database was thus composed of five patient images each with an average of 4.4 time points, each time point being manually delineated by two experts. Again, the inter-expert variability could not really be evaluated with only two experts.

There is therefore a crucial need for an evaluation dataset with the following properties: 1- composed of a large number of patient images from different centers to evaluate image quality variability, 2- with as many as possible expert manual segmentations to characterize inter-expert variability, and 3- fully open to the community so that new methods can be evaluated on it and compared to other approaches easily. We propose in this paper such a dataset consisting of 53 patient images with each 7 manual delineations from experts. This database was used for the MICCAI 2016 challenge (Commowick et al., 2018). We present here an extended description and analysis of this database. We also make it available to the community so that validation of new methods may be conducted on the whole dataset, as well as studies on expert manual segmentation variability.

### 2. Materials and methods

To constitute the proposed database, three steps were conducted described in the following sub-sections. We first gathered MS patients data from different centers and scanners. Then MS lesions were manually delineated from the MRI data by seven experts, and an automatic consensus was computed from these segmentations for each patient. Finally, to provide challengers with a common ground to compare their segmentation algorithms, a common preprocessing was designed and applied to the image dataset.

#### 2.1. MS patients database

The database of images acquired is composed of 53 multiple sclerosis patients. Data were generated by participating neurologists in the framework of Observatoire Français de la Scérose en Plaques (OFSEP), the French MS registry (Vukusic et al., 2020). They collect clinical data prospectively in the European Database for Multiple Sclerosis (EDMUS) software (Confavreux et al., 1992). MRI of patients were provided as part of a care protocol and informed consent was provided to OFSEP by patients enrolled. Nominative data are deleted from MRI before transfer and storage on the Shanoir platform (Sharing NeurOImaging Resources).

The patient scans were performed following a harmonized protocol (Brisset et al., 2020; Cotton et al., 2015) applied in France for the constitution of OFSEP. Thanks to this protocol, the evaluation is representative of the current standards in terms of acquisition, especially in France where most centers now follow this protocol for clinical routine. More precisely, the 53 images came from three different sites in France and a total of four different MRI scanners from different manufacturers (Siemens, Philips and GE). MRI scanners included three 3T and one 1.5T magnets. The division of the patients and scanners is displayed in Table 1.

Patients in the study were aged from 24 to 61 years old, with an average age of 45.4 years old (standard deviation: 10.3 years old). The gender ratio was about 2.53 women for one man (a total of 38 women were included and 15 men). Detailed demographic details are provided as supplementary material (https://doi.org/10.5281/zenodo.5189179). No significant difference of age was present between the different centers or scanners. Gender ratio differences vary between centers as it can be seen in Table 1.

Patients in the database were selected to have variable lesion loads both in terms of volume and number. We used images from different centers and scanners to represent the variability that may be encountered across sites and manufacturers, even though a harmonized protocol is used. For each patient, MR images were acquired as detailed in Table 2. Mainly, the following images were acquired: a 3D FLAIR sequence, a 3D T1 weighted sequence pre and post-Gadolinium injection, and an axial dual PD-T2 weighted sequence, all with similar image resolutions.

Finally, to provide training data for machine learning algorithms, patients were split into two groups (see Table 1): a training and a testing datasets. We purposely excluded center 03 from the training dataset to enable the evaluation of the robustness of segmentation algorithms to cases not encountered in the design of the algorithm, and with different acquisition settings. Illustration of the contrast differences between center 03 and center 01 (similar for other centers) are shown in Fig. 1.

<table>
<thead>
<tr>
<th>Center</th>
<th>Scanner model and site</th>
<th>Training cases</th>
<th>Testing cases</th>
<th>Age (y.o.)</th>
<th>Gender ratio W:M</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Siemens Verio 3T</td>
<td>5</td>
<td>10</td>
<td>43.6 ± 12.6</td>
<td>2.75</td>
</tr>
<tr>
<td>03</td>
<td>General Electrics Discovery 3T</td>
<td>0</td>
<td>8</td>
<td>48.9 ± 11.5</td>
<td>7</td>
</tr>
<tr>
<td>07</td>
<td>Siemens Aera 1.5T</td>
<td>5</td>
<td>10</td>
<td>45.3 ± 9.8</td>
<td>4</td>
</tr>
<tr>
<td>08</td>
<td>Philips Ingenia 3T</td>
<td>5</td>
<td>10</td>
<td>45.5 ± 7.8</td>
<td>1.14</td>
</tr>
</tbody>
</table>
2.2. Lesions delineation

The dataset was then manually delineated to get a ground truth of T2/FLAIR hyperintense lesions for each patient. This task is difficult since variability exists between experts, even when they follow a common protocol both for image acquisition and delineation. This variability depends on many factors including image quality, level of expertise, sequences used for segmentation, “school” of segmentation. To obtain a reliable ground truth, we have therefore asked seven trained junior radiologists to delineate lesions in the patient scans. These experts were coming from the acquisition centers: 4 experts from Lyon, 2 experts from Rennes and one expert from Bordeaux.

The manual segmentations were performed on the 3D FLAIR image (in the following, we denote by image a full 3D volume of data) with further control on the T2 weighted image. Each manual segmentation was performed by a junior radiologist, trained under the supervision of senior neuroradiologists with a long experience in MS. More specifically, two meetings between senior radiologists and the 2016 MSSEG challenge organizers took place to determine the segmentation strategy and adopt a common tool (ITK-Snap) to perform manual segmentation. The junior radiologists were then trained by the expert radiologists on selected independent cases. After at least 5 training meetings, and when the senior expert radiologists judged that the quality of the segmentation was sufficient on the selected independent cases, the junior radiologists were allowed to delineate MS lesions on the 53 patient cases.

The following detailed rules were additionally given for segmentation. The manual segmentation had to be performed on the raw FLAIR image (no interpolation or smoothing) with control on the T2 weighted image. The most peripheral region of the lesion had to be delineated rather than an internal border or the “heart” of the lesion. For confluent or touching lesions, lesions had to be delineated by a single contour on each slice. Lesions smaller than a threshold of 3 mm³ were removed as they are not reliable and not included in the diagnostic criteria of the disease (Thompson et al., 2018). Some specific lesions: punctiform lesions and periventricular lesions suggestive of leukoaraiosis, were excluded of the manual segmentation process. Each case was segmented in isolation of the other cases and raters to limit possible bias. An example of the obtained manual segmentations by the individual experts is illustrated for two patients in Fig. 1.

Since even with these common guidelines experts may differ from each other, we have then constructed, from the manual segmentations of each MS patient, a consensus to be used for algorithms evaluation. This was performed using the Logarithmic Opinion Pool Based Simultaneous Truth And Performance Level Estimation (LOP STAPLE) algorithm (Akhondi-Asl et al., 2014). This method computes iteratively, using an Expectation-Maximization algorithm, a consensus segmentation based on penalties for individual deviations from agreement between manual experts segmentations. Such an approach has several advantages: 1- it is robust to differences between manual expert segmentations, and 2- it allows the computation of agreement scores of each ex-
pert with respect to the consensus segmentation considered then as the ground truth.

### 2.3. Image preprocessing

Two versions of the dataset are provided: one with no pre-processing and one with standard pre-processing. The first dataset (raw data) includes the images in NIfii format as they are when converted from Dicom files. While no reference image is set in the raw dataset, it was advised in the 2016 challenge to use FLAIR as the reference frame as the ground truth is provided on this image.

In addition to the raw dataset, a second dataset with standard pre-processing is made available. The goal of this second dataset is to provide images with a standard pre-processing so that challengers wishing to compare only a segmentation method to the literature may do so, without having to perform all the pre-processing part again. In this dataset, several pre-processing steps are performed, illustrated in Fig. 2:

- Each MRI sequence is first denoised using the non-local means algorithm (Coupé et al., 2008) with a local patch neighborhood of 3 pixels.
- Each MRI sequence is then rigidly registered onto the FLAIR image using a block-matching registration approach (Commowick et al., 2012). Resampling to the FLAIR image geometry was performed using sinc interpolation.
- Brain extraction is performed on the T1-w image using the volBrain platform (Manjón and Coupé, 2016). The mask obtained on the T1-w image is then applied to all other modalities registered on the FLAIR image.
- Finally, bias field correction is performed using the N4 algorithm (Tustison et al., 2010) using its ITK implementation with default parameters as implemented in Anima.

All individual tools for generating the preprocessed data apart from volBrain are available in our open-source code Anima\(^1\). The script pre-processing the data is made available in Anima scripts\(^2\) (animaMSExam_PreparationMSSEG2016). All tools, apart from mentioned parameters, were used with default parameters.

### 3. Data availability and access

A total of four datasets are available: pre-processed and raw data for each subset of patients for the training and testing sets used for the MICCAI 2016 challenge. These datasets are available from the Shanoir platform (Barillot et al., 2016). They are made available under a specific license to conform to the European GDPR (General Data Protection Regulation) rules. To follow these rules, we derived a data usage agreement form, to be agreed by the persons interested in downloading the dataset, inspired by the open brain consent article (Bannier et al., 2021). We provide this data usage agreement as a supplementary material and recall here its main points:

- The OFSEP publication chart (OFSEP acknowledgment and citing this data paper plus if necessary the challenge paper (Commowick et al., 2018) in any publication using a part or all of this dataset) should be adhered to
- Downloader agrees to provide their email address and research team information so that OFSEP may keep track of the use of the datasets
- Downloader agrees to make no commercial use, no redistribution of the data, and are informed that they should not use the data more than three years after download without informing OFSEP first

The link to the datasets on Shanoir is the following (Commowick, 2021): https://shanoir.irisa.fr/shanoir-ng/challenge-request. On this website, the downloader will have to read and approve the data usage agreement form and select the MSSEG 2016 study. Download of the datasets is restricted to users agreeing with the aforementioned data usage agreement (DUA) so that the OFSEP can keep track of the use of this data for its future reports.

The datasets are available as two zip files, containing respectively the training and testing patients subsets, split from the overall patients set as shown in Table 1. Each zip file contains the unprocessed and images pre-processed following the pipeline in Fig. 2. Each subset is organized by center first (as in Table 1) and then by patient. For each patient, the unprocessed data are located in the Raw_Data folder, the preprocessed data in Preprocessed_Data, the ground truth, brain mask and individual manual segmentations are located in Masks folder. Files for each patient are named after the MRI sequence of the image, plus a "preprocessed" suffix for data preprocessed. Manual segmentations are named "ManualSegmentation_{1,...,7}". Their numbers are consistent throughout the patients: experts from Lyon correspond to manual segmentations 1, 2, 4, 5; experts from Rennes to segmentations 3 and 6; and the expert from Bordeaux to segmentations 7. The consensus segmentation is provided as a binary mask entitled “Consensus.nii.gz”.

The datasets are provided as is and can be used right away thanks to the presence of raw and pre-processed data for each patient. It was

---


---

FIG. 2. Pipeline for obtaining the pre-processed dataset for each patient.
advised for challengers in 2016 to use only the training data for machine learning algorithms, but this was not mandatory. Apart from one team which used their own training data as well, all challengers have used only the training data provided, so for better comparability it is advised to do so as well. For example of pipelines that have used this data, one may have a look at Anima scripts\(^3\) (segmentation scripts) which contain two challenger pipelines (Beaumont et al., 2016a; 2016b).

4. Dataset validation

The dataset proposed in this paper was quality controlled for the purpose of the MSSEG challenge in 2016. It included visual checking for artifacts and a control of the acquisition parameters so that they fall in the OFSEP protocol. In itself, the fact that this dataset served as a basis for a challenge comparing 13 teams (Commowick et al., 2018) is a form of technical validation of the dataset. In addition, we propose two analyses for 1- providing database characteristics on the MS lesions, and 2- characterizing the experts performance in more depth. We show with these two analyses that the number and volume of lesions is sufficiently variable to represent what can be encountered in real life cases, and that the experts and ground truth may be trusted for evaluation.

4.1. Evaluation of lesions characteristics

To evaluate the representativeness of the database in a lesion delineation task, we computed for each patient the number of lesions and the total lesion load (lesions volume). It is indeed desirable to have a database sufficiently variable as one may want to study his/her algorithm capacity in various disease progression scenarios (many lesions or small total lesion load for example). We also wanted to check how much the training dataset was representative of the cases encountered in the testing dataset. Computing these lesions characteristics was done on the consensus segmentation by first computing connected components from the consensus binary masks using a six connectivity element. These connected components provided then the number of lesions in the patient. The total volume of these lesions (number of voxels in the binary mask multiplied by the voxel volume) provided the total lesion load. From these figures, we have computed distribution plots of the number of lesions and total lesion load, as well as a scatter plot of those two characteristics. We report these plots in Fig. 3.

This study shows that the number of lesions within a patient can be either small or quite large, ranging from 4 to 153 (median: 28). One exception that may be noted is one patient in the testing dataset that has no consensus lesion. This fact may be used, as it was done in the MSSEG 2016 challenge, to see how algorithms behave in such a situation, for which they were not designed. It may be a further important test point for new teams exploiting this dataset. The total lesion load per patient is also quite variable from one patient to another, going from 0.12 to 71.62 cm\(^3\) (median: 9.09). The ages and genders of patients are well spread across datasets, lesion volumes and numbers. Both the training and test datasets have a variety of cases in terms of lesion load and number of lesions. With all this variety, further illustrated in Fig. 3 with respect to age, gender and dataset, a large spectrum of the cases encountered in clinical MS cases may be tested with this database.

4.2. Evaluation of experts segmentation reliability

The second technical validation of the dataset concerns the validity of the experts segmentation. While no ground truth is available, it is important to know how much the experts vary with respect to each other and to the consensus. A too large variability would mean that some expert failed in their segmentation task. To perform this validation, we have computed the Dice segmentation and F1 detection scores as well as the average surface distance, as explained in Commowick et al. (2018), of each expert with respect to the consensus, for each patient case of the dataset. As doing so on the provided consensus from all experts would lead to a circular evaluation where the evaluated segmentation is included in the set used to generate the consensus, we have applied a leave-one-out strategy. We have thus, for each expert and each patient, computed the consensus without the evaluated segmentation and then evaluated the metrics against the obtained consensus. The results are presented as box plots in Fig. 4.

These plots show that experts are indeed variable in their assessments of the ground truth. Their median Dice score varies between 0.66 and 0.76, their detection F1 score between 0.64 and 0.84, and surface distance between 0 and 0.11, which represents good scores and above what the automatic methods achieved in the MICCAI 2016 challenge. While these figures show variations with respect to the consensus, all experts obtain good to very good scores overall. As such, this dataset provides us with ways to characterize differences between experts and could help new users find if some lesions delineated by just one or two experts could not be a miss by the others. In that case, one could further show how automatic methods may also help detect lesions that are not always obvious to the experts.

5. Discussion

The proposed dataset is the most comprehensive dataset for MS lesions segmentation validation at a single timepoint to date. However, the proposed dataset still suffers from several drawbacks. First, the size of the dataset (53 patients) is limited. This comes from the design of the dataset: we have preferred having a rather small dataset but with many manual lesions segmentations for each patient, rather than the reverse. This allows to get a very good idea of the inter-rater variability for segmentation among experts, but at the cost of a very long process to actually perform the manual segmentations. As a drawback from this choice, the dataset power for statistical analysis may be limited: all possible cases of MS lesions cannot be present in this relatively small dataset. That being said, this dataset is still the largest of its kind to date and will be very valuable for algorithms validation and comparison purposes.

Related to this size problem, the training of machine learning algorithms from this dataset, especially deep learning methods, may be limited by the small number of lesions in the training set. However, this is counterbalanced by two points: 1- machine learning algorithms often work on patches of lesions and in that case, the number of patches with lesions is large and represents a good part of patterns encountered in a clinical setting; 2- other datasets can be added to this training set to enrich the learning phase and provide better results: some participants to the MICCAI 2016 challenge actually chose this approach (McKinley et al., 2016) and this appeared to be a good move as their results were better than many other methods.

A limitation of this dataset resides in the level of expertise of the human raters providing the manual segmentations. Due to the difficulty to recruit so many raters with a very high level of expertise, we have preferred designing carefully a training scheme for junior neuroradiologists. Resorting to asking junior neuroradiologists is often done as this task is very time consuming, usually with less well defined segmentation training and guidelines (or not exposed in the data description). Our scheme, as shown in the analysis provided in this article, has proven to reach a good level of agreement between the human raters. Combined with the computation of a robust consensus using LOP-STAPLE, the consensus can be trusted for evaluation and allows even to learn about the inter-rater variability. However, it will never reach the level that could be reached by senior neuroradiologists, especially after consensus meetings. The provided manual segmentations might therefore miss small lesions that are difficult to detect even for the human eye. There is thus

---

\(^3\) Anima-Scripts: Open source scripts using Anima software for medical image processing from the Eimpenn team. [https://anima.irisa.fr](https://anima.irisa.fr) - RRID:SCR_017072
Fig. 3. Scatter plots of the population characteristics: number of lesions, lesional volume (in cm$^3$), ages and genders for the two datasets (training and testing). (a,d) scatter plots of the numbers of lesions with respect to age, (b,e) scatter plots of the total lesion load per patient with respect to age, (c,f) scatter plots of the average lesion volume per patient with respect to age. First line: colors indicate dataset, second line: colors indicate gender. Third line: scatter plots of number of lesions per patient with respect to lesion volume per patient colored by (g): dataset, (h): gender.

Fig. 4. Box plots of the experts Dice lesion segmentation scores (a), F1 lesion detection scores (b), and surface distance scores (c) over the whole MSSEG challenge database. These plots are boxen plots showing the first and second quartiles, the median and individual score points for each expert. Please note that a few values are outside the graph bounds and were kept out of the graph for readability.

While constructed to have a relatively homogeneous age range overall and among centers, we have seen from our analysis that the gender (woman to man) ratio varies between centers and scanners (from 1.14 to 7). Some centers or scanners in the dataset thus do not reflect the world woman to man ratio of the disease prevalence. This drawback was however not seen to have a major impact when running the MICCAI 2016 challenge. Changes in contrasts due to this gender ratio variation are indeed small compared to those due to scanner change. Moreover, the largest gender ratio (7) is seen for the center that is present only in the testing set, thus providing a set that further tests the adaptability of the segmentation approaches. Future work with different databases could however study in depth this gender influence on segmentation to see if it has an impact on segmentation performance.
Finally, we have included with this dataset as much demographic and pathology data as we could include while respecting our constraints and rules from the European GDPR. While this data is already very comprehensive, it would be very good to have more biological and pathophysiological data to potentially see impacts of some lesion types on the ability of automatic algorithms to properly delineate / detect lesions. While beyond reach with this dataset, constructing a new database for studying these aspects would be of great importance to the field.

6. Conclusion

We have presented a detailed description of an open database of 53 MS patients designed for the evaluation of automatic lesion segmentation methods. It is notably comprising segmentations from 7 different experts and data coming from four scanners located in three centers. We make with this paper the whole database available for new challengers to evaluate their methods.

We believe that this database will have a great impact on lesion segmentation evaluation, especially since it as already been used for the MICCAI 2016 challenge where thirteen participants evaluated their methods. Thus newcomers will also be able to compare their results to these methods. Finally, we also believe that this database will have a great interest for the community of label fusion, where the seven different segmentations will allow for the comparison and development of such algorithms.
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