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#### Abstract

We study the modularity of termination for prefix-constrained rewrite systems, and extend the known results of standard and context-sensitive rewriting.


## 1. Introduction

Term rewriting is a rule-based formalism that can be used to study properties of functional programs, security protocols, musical rhythmics. More generally, it provides a finite abstraction of a system whose configurations are represented by terms. In this framework, and also to ensure the termination of rewrite computations, it is often necessary to restrict the possible rewrite positions, using strategies, or by allowing only some redex positions. In context-sensitive rewriting [7], some arguments of a function symbol may be defined as being nonreducible. Prefix-constrained rewriting [6] is an extension of context-sensitive rewriting, where potentially reducible positions are defined by regular string languages that indicate the allowed prefixes.

A modular approach can facilitate the proof of termination of rewrite systems. Termination is modular (under some assumptions) if the termination of rewrite systems $R_{1}, R_{2}$ implies the termination of $R_{1} \cup R_{2}$. Modular termination of standard rewrite systems has been studied in $[11,8,12,9,3,4,2,10]$, and in [5] for context-sensitive rewrite systems. In this paper, we extend the results of [10] and [5] to prefix-constrained rewrite systems. A big difficulty comes from the fact that prefix-constrained rewriting (denoted $\hookrightarrow$ ) is not closed when removing a context, i.e. $C[l] \hookrightarrow_{[l \rightarrow r]} C[r] \nRightarrow l \hookrightarrow r$, whereas it holds for standard and context-sensitive rewriting. Proofs of $[10,5]$ are based on this property.

The term $t=f(g(a, b))$ is reducible at position 1.2 into $f(g(a, c))$ by the prefix-constrained rule $\langle f, 1\rangle .\langle g, 2\rangle: b \rightarrow c$, since the path going from the root of $t$ to $b$ is $\langle f, 1\rangle .\langle g, 2\rangle$, which implies that the prefix-constraint of the rule is satisfied. On the other hand, $t$ cannot be reduced at position 1.1 by the rule $\langle f, 1\rangle .\langle g, 2\rangle$ : $a \rightarrow c$, since the path going from the root of $t$ to $a$ is $\langle f, 1\rangle .\langle g, 1\rangle$. The prefix constraint is a regular string language, expressed by a regular expression.

We get the following results, given at the end of the paper. If $R_{1}$ and $R_{2}$ are totally disjoint, i.e. the rules (including constraints) of $R_{1}$ and $R_{2}$ do
not share function symbols, then termination is automatically modular (Theorem 27). On the other hand, if $R_{1}$ and $R_{2}$ are only weakly disjoint, i.e. the rules (without including constraints) of $R_{1}$ and $R_{2}$ do not share function symbols, then termination is modular under some restrictions (Theorem 28). As in [10], the restrictions use the notions of duplicating rule and collapsing rule. However, the notion of duplicating rule is more sophisticated since it needs to take constraints into account. As for context-sensitive rewriting, a linear rule like $\epsilon: f(x) \rightarrow g(x)$ may be duplicating if for example the position of $x$ in $f(x)$ is not reducible according to the constraints, whereas it is reducible in $g(x)$. However, contrary to the context-sensitive case, this property is not local, i.e. it also depends on the other rules of the rewrite system (Definitions 21 and 22).

Example 1. $R_{1}=\{\langle h, 1\rangle: f(a, b, x) \rightarrow f(x, x, x)\}, R_{2}=\{\langle h, 1\rangle \cdot\langle f, 1\rangle: g(x, y) \rightarrow$ $x,\langle h, 1\rangle \cdot\langle f, 2\rangle: g(x, y) \rightarrow y\}$. In this example inspired from [13], the rule of $R_{1}$ is duplicating and the rules of $R_{2}$ are collapsing. Termination is not modular because $R_{1}$ and $R_{2}$ are terminating whereas $R_{1} \cup R_{2}$ is not : $h(f(a, b, g(a, b))) \hookrightarrow$ $h(f(g(a, b), g(a, b), g(a, b))) \hookrightarrow h(f(a, g(a, b), g(a, b))) \hookrightarrow h(f(a, b, g(a, b))) \hookrightarrow \cdots$

Now let $R_{3}=\{\langle h, 1\rangle: g(x, y) \rightarrow x,\langle h, 1\rangle: g(x, y) \rightarrow y\}$. In $R_{1} \cup R_{3}$, the rule of $R_{1}$ is not duplicating and $h(f(a, b, g(a, b))) \hookrightarrow h(f(g(a, b), g(a, b), g(a, b)))$ stops here. In this case, termination is modular.

Another idea to prove modular termination could consist in transforming the prefix-constrained rewrite systems $R_{1}, R_{2}$ into standard rewrite systems $\mathcal{T}\left(R_{1}\right)$, $\mathcal{T}\left(R_{2}\right)$ [1]. Then one could use the known results about modular termination of standard rewriting [10]. Unfortunately, it does not work since the additional symbols introduced in $\mathcal{T}\left(R_{1}\right), \mathcal{T}\left(R_{2}\right)$ by the transformation should be common, i.e. $\mathcal{T}\left(R_{1}\right)$ and $\mathcal{T}\left(R_{2}\right)$ share some function symbols, and then are not disjoint.

## 2. Preliminaries

Term and Substitution. Consider a finite signature $\Sigma$ and a set of variables $X . T(\Sigma, X)$ denotes the set of terms over $\Sigma \cup X$. For a term $t, \operatorname{Var}(t)$ is the set of variables of $t, \operatorname{Pos}(t)$ is the set of positions of $t, \operatorname{pos} \operatorname{Var}(t)$ is the set of variable positions of $t$, and $\epsilon$ is the root position. For $p \in \operatorname{Pos}(t), t(p)$ is the symbol of $\Sigma \cup X$ occurring at position $p$ in $t$, and $\left.t\right|_{p}$ is the subterm of $t$ at position $p$. For $p, p^{\prime} \in \operatorname{Pos}(t), p \leq p^{\prime}$ means that $p$ is a prefix of $p^{\prime}$, i.e. $p$ occurs above $p^{\prime}$, and $p \| p^{\prime} \Leftrightarrow \neg\left(p \leq p^{\prime} \vee p^{\prime} \leq p\right)$. The term $t\left[t^{\prime}\right]_{p}$ is obtained from $t$ by replacing the subterm at position $p$ by $t^{\prime}$.

Term Rewrite System (TRS). A rewrite rule is an oriented pair of terms, written $l \rightarrow r$ such that $l$ is not a variable, and $\operatorname{Var}(r) \subseteq \operatorname{Var}(l)$. The rule is said collapsing if $r$ is a variable. A rewrite system $R$ is a finite set of rewrite rules. The rewrite relation $\rightarrow_{R}$ is defined as follows: $t \rightarrow_{R} t^{\prime}$ if there exist a non-variable position $p \in \operatorname{Pos}(t)$, a rule $l \rightarrow r \in R$, and a substitution $\sigma$ s.t. $\left.t\right|_{p}=\sigma(l)$ and $t^{\prime}=t[\sigma(r)]_{p}$ (also denoted $\left.t \rightarrow_{[p]} t^{\prime}\right)$.

String Language. The set of all strings over the alphabet $A$ is denoted by $A^{*}$, and $\epsilon$ denotes the empty string. Symbol ' '' denotes the concatenation. In examples, regular string languages will be expressed by regular expressions.

Prefix-Constrained Term Rewrite System (pCTRS) [6]. Consider the set of directions $\operatorname{Dir}(\Sigma)=\{\langle g, i\rangle \mid g \in \Sigma, 1 \leq i \leq \operatorname{ar}(g)\}$ where $\operatorname{ar}(g)$ is the arity of $g$. For a term $t=g\left(t_{1}, \ldots, t_{(\operatorname{ar}(g))}\right) \in T(\Sigma)$ and a position $p$, path $(t, p) \in \operatorname{Dir}(\Sigma)^{*}$ is defined recursively by:

$$
\begin{gathered}
\operatorname{path}\left(g\left(t_{1}, \ldots, t_{(\operatorname{ar}(g))}\right), \epsilon\right)=\epsilon \\
\operatorname{path}\left(g\left(t_{1}, \ldots, t_{(\operatorname{ar}(g))}\right), i . p\right)=\langle g, i\rangle \cdot \operatorname{path}\left(t_{i}, p\right) \text { with } 1 \leq i \leq \operatorname{ar}(g)
\end{gathered}
$$

A prefix-constrained rewrite system is a finite set $R$ of rules of the form $L: l \rightarrow r$ s.t. $L \subseteq \operatorname{Dir}(\Sigma)^{*}$ is a regular string language over $\operatorname{Dir}(\Sigma)$, and $l \rightarrow r$ is a standard rewrite rule. $t$ is reduced into $t^{\prime}$ by a pCTRS $R$, denoted by $t \hookrightarrow_{R} t^{\prime}$, if there exist a rule $L: l \rightarrow r$ in $R$, a position $p \in \operatorname{Pos}(t)$ s.t. path $(t, p) \in L$, and a substitution $\sigma$ s.t. $\left.t\right|_{p}=\sigma(l)$ and $t^{\prime}=t[\sigma(r)]_{p}$ (also denoted $t \hookrightarrow_{[p, L: l \rightarrow r, \sigma]} t^{\prime}$ ).

Example 2. Let $\Sigma=\{f, g, a, b\}$ and $R=\left\{(\langle f, 1\rangle \cdot\langle g, 2\rangle)^{*}: a \rightarrow b\right\}$. Let $t=f(g(a, \boldsymbol{a}), a)$. Note that $t(1.2)=a$ (in bold in $t$ ) and path $(t, 1.2)=$ $\langle f, 1\rangle .\langle g, 2\rangle \in(\langle f, 1\rangle .\langle g, 2\rangle)^{*}$. Then this position can be reduced by prefixconstrained rewriting, i.e. $t=f(g(a, \boldsymbol{a}), a) \hookrightarrow_{R} f(g(a, b), a)$, whereas the other occurrences of $a$ are not reducible.

## 3. Modular Termination of pCTRSs

Definition 3. Let $\operatorname{Sym}(t)$ denote the non-variable symbols of the term $t$, and $\operatorname{root}(t)$ denote its root symbol. The pCTRSs $R_{1}, R_{2}$ are weakly disjoint if there are signatures $\Sigma_{1}, \Sigma_{2}$ s.t. $\Sigma=\Sigma_{1} \cup \Sigma_{2}$ (i.e. $\Sigma_{1} \cap \Sigma_{2}=\emptyset$ ), and for every rule $L_{1}: l_{1} \rightarrow r_{1}$ of $R_{1}, \operatorname{Sym}\left(l_{1}\right) \cup \operatorname{Sym}\left(r_{1}\right) \subseteq \Sigma_{1}$, and for every rule $L_{2}: l_{2} \rightarrow r_{2}$ of $R_{2}, \operatorname{Sym}\left(l_{2}\right) \cup \operatorname{Sym}\left(r_{2}\right) \subseteq \Sigma_{2}$. If in addition $L_{1} \subseteq \operatorname{Dir}\left(\Sigma_{1}\right)^{*}$ and $L_{2} \subseteq \operatorname{Dir}\left(\Sigma_{2}\right)^{*}$, then $R_{1}, R_{2}$ are totally disjoint. In the sequel, their union is denoted by $R_{1} \cup R_{2}$.

In Example 1, $R_{1}, R_{2}$ are weakly disjoint, as well as $R_{1}, R_{3}$.
Roughly speaking, within a term we need to consider homogenous layers. Within a layer, all function symbols belong to the same $\Sigma_{i}$. $t o p(t)$ is the topmost layer of the term $t$, and $\operatorname{rank}(t)$ denotes the number of layers.

Definition 4. [10] Let $\square$ be a special constant symbol. A context $C[, \ldots$,$] is$ a term of $T(\Sigma \cup\{\square\}, X)$. If $C[, \ldots$,$] is a context with n$ occurrences of $\square$ and $t_{1}, \ldots, t_{n}$ are terms, then $C\left[t_{1}, \ldots, t_{n}\right]$ is the result of replacing from left to right the occurrences of $\square$ with $t_{1}, \ldots, t_{n}$. Let $t=C\left[t_{1}, \ldots, t_{n}\right] \in T(\Sigma, X)$ with $C[, \ldots,] \neq \square$. We write $t=C \llbracket t_{1}, \ldots, t_{n} \rrbracket$ if $C[, \ldots,] \in T\left(\Sigma_{\alpha} \cup\{\square\}, X\right)$ and $\operatorname{root}\left(t_{1}\right), \ldots, \operatorname{root}\left(t_{n}\right) \in \Sigma_{\beta}$ for some $\alpha, \beta \in\{1,2\}$ with $\alpha \neq \beta$. The topmost homogeneous part of $t$ and the rank of $t$ are defined by

$$
\begin{gathered}
\operatorname{top}(t)= \begin{cases}t & \text { if } t \in T\left(\Sigma_{1}, X\right) \cup T\left(\Sigma_{2}, X\right) \\
C[, \ldots,] & \text { if } t=C \llbracket t_{1}, \ldots, t_{n} \rrbracket\end{cases} \\
\operatorname{rank}(t)= \begin{cases}1 & \text { if } t \in T\left(\Sigma_{1}, X\right) \cup T\left(\Sigma_{2}, X\right) \\
1+\max \left\{\operatorname{rank}\left(t_{j}\right) \mid 1 \leq j \leq n\right\} & \text { if } t=C \llbracket t_{1}, \ldots, t_{n} \rrbracket\end{cases}
\end{gathered}
$$

Example 5. Let $\Sigma_{1}=\{f, a\}$ and $\Sigma_{2}=\{g, b\}$. Let $t=f(b, f(b, g(a)))$.
Note that $f(\square, f(\square, \square))[b, b, g(a)]=t$. Moreover we have $f(\square, f(\square, \square)) \in$
$T\left(\Sigma_{1} \cup\{\square\}, X\right)$, and $\operatorname{root}(b)=b \in \Sigma_{2}, \operatorname{root}(g(a))=g \in \Sigma_{2}$. Therefore we can write $\mathrm{t}=f(\square, f(\square, \square)) \llbracket b, b, g(a) \rrbracket$. Consequently $\operatorname{top}(t)=f(\square, f(\square, \square))$. $\operatorname{rank}(t)=1+\max (\operatorname{rank}(b), \operatorname{rank}(b), \operatorname{rank}(g(a)))=1+\max (1,1,1+\operatorname{rank}(a))=$ $1+\max (1,1,1+1)=1+2=3$.

Remark 6. If position $q$ is below $p$ in $t$, i.e. $q \geq p$, then $\operatorname{rank}\left(\left.t\right|_{q}\right) \leq \operatorname{rank}\left(\left.t\right|_{p}\right)$.
Definition 7. Let $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$ be a rewrite derivation w.r.t. $R_{1} \cup R_{2}$, and consider the set $\operatorname{Pos}(D)$ of rewrite positions in $D$.
Let $\operatorname{posMin}(D)=\{u \in \operatorname{Pos}(D) \mid \forall p \in \operatorname{Pos}(D), \neg(p<u)\}$. In other words, $\operatorname{posMin}(D)$ is the set of outer positions of $\operatorname{Pos}(D)$.

Remark 8. $\forall u \in \operatorname{posMin}(D), \forall p \in \operatorname{Pos}(D),(p \geq u \vee p \| u)$.
$\forall i, \operatorname{posMin}(D) \subseteq \operatorname{Pos}\left(t_{i}\right)$. Then $\operatorname{posMin}(D)$ is finite (even if $\operatorname{Pos}(D)$ is not).
Definition Let $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$. Thanks to Remark 8, we can define : For each $i$ let $\operatorname{rank}\left(t_{i}, D\right)=\max _{u \in \operatorname{posMin}(D)}\left(\operatorname{rank}\left(\left.t_{i}\right|_{u}\right)\right)$, and $\operatorname{rank}(D)=\operatorname{rank}\left(t_{1}, D\right)$. Let $\left.D\right|_{k}: t_{k} \hookrightarrow t_{k+1} \hookrightarrow \cdots$ denote the sub-derivation of $D$ starting from $t_{k}$.

Example 9. Let $\Sigma_{1}=\{f, g\}, R_{1}=\{\langle f, 2\rangle: g(x) \rightarrow x\}$, and
$\Sigma_{2}=\{a, b, c, d\}, R_{2}=\{\langle f, 1\rangle: a \rightarrow b,\langle f, 1\rangle: b \rightarrow a,\langle f, 2\rangle .\langle g, 1\rangle: c \rightarrow d\}$.
Consider the infinite derivation $D$ w.r.t. $R_{1} \cup R_{2}$ :
$t_{1}=f(a, g(c)) \hookrightarrow_{[2.1]} t_{2}=f(a, g(d)) \hookrightarrow_{[1]} t_{3}=f(b, g(d)) \hookrightarrow_{[2]} t_{4}=f(b, d) \hookrightarrow_{[1]}$
$t_{5}=f(a, d) \hookrightarrow{ }_{[1]} t_{4} \hookrightarrow \cdots$
We have $\operatorname{Pos}(D)=\{2.1,1,2\}$, then $\operatorname{posMin}(D)=\{1,2\}$.
$\operatorname{rank}(D)=\operatorname{rank}\left(t_{1}, D\right)=\max (\operatorname{rank}(a), \operatorname{rank}(g(c)))=\max (1,2)=2$.
$\operatorname{rank}\left(t_{1}, D\right)=\operatorname{rank}\left(t_{2}, D\right)=\operatorname{rank}\left(t_{3}, D\right)=2$, and $\operatorname{rank}\left(t_{4}, D\right)=\operatorname{rank}\left(t_{5}, D\right)=1$.
Lemma 10 Considering the previous definition :

1. $\forall i, \forall u \in \operatorname{posMin}(D), \operatorname{rank}\left(\left.t_{i}\right|_{u}\right) \geq \operatorname{rank}\left(\left.t_{i+1}\right|_{u}\right)$.
2. $\forall i \operatorname{rank}\left(t_{i}, D\right) \geq \operatorname{rank}\left(t_{i+1}, D\right)$, i.e. the rank cannot increase.
3. $\operatorname{rank}\left(\left.D\right|_{k}\right) \leq \operatorname{rank}(D)$ and $\left(\operatorname{rank}\left(t_{k}, D\right)<\operatorname{rank}(D) \Rightarrow \operatorname{rank}\left(\left.D\right|_{k}\right)<\operatorname{rank}(D)\right)$.

Proof. Items 1, 2 come by Definitions 3, 4, 7 and definition before Example 9. About Item 3, note that $\forall v \in \operatorname{posMin}\left(\left.D\right|_{k}\right), \exists u \in \operatorname{posMin}(D), v \geq u$ because $\operatorname{Pos}\left(\left.D\right|_{k}\right) \subseteq \operatorname{Pos}(D)$, and consider Remark 6 .

Definition 11. $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$ is monotonic if $\forall i, \operatorname{rank}\left(t_{i}, D\right)=\operatorname{rank}\left(t_{1}, D\right)$. An infinite derivation is of minimal rank w.r.t. $R_{1} \cup R_{2}$, if any derivation w.r.t. $R_{1} \cup R_{2}$ of smaller rank is finite.

Lemma 12 Every infinite derivation of minimal rank is monotonic.
Proof. If $D$ is not monotonic, $\operatorname{rank}\left(t_{k}, D\right)<\operatorname{rank}\left(t_{1}, D\right)$ for some $k$. Then $\operatorname{rank}\left(\left.D\right|_{k}\right)<\operatorname{rank}(D)$ and $\left.D\right|_{k}$ is infinite, i.e. $D$ is not of minimal rank.

Derivation $D$ of Example 9 is not monotonic, because $\operatorname{rank}\left(t_{4}, D\right)=1$ whereas $\operatorname{rank}\left(t_{1}, D\right)=2$. On the other hand, $\operatorname{posMin}\left(\left.D\right|_{4}\right)=\{1\}$ and $\operatorname{rank}\left(\left.D\right|_{4}\right)=$ $\operatorname{rank}\left(t_{4},\left.D\right|_{4}\right)=\operatorname{rank}(b)=1$. Consequently $D$ is infinite but is not of minimal rank, because $\left.D\right|_{4}$ is also infinite with $\operatorname{rank}\left(\left.D\right|_{4}\right)=1<2=\operatorname{rank}(D)$.

Definition 13. Derivation $D$ is singleton if $\operatorname{posMin}(D)$ has only one element.
Note that if $\operatorname{posMin}(D)=\{u\}$, then $\forall p \in \operatorname{Pos}(D), p \geq u$.
Lemma 14 If $D: t_{1} \hookrightarrow t_{2} \hookrightarrow t_{3} \hookrightarrow \cdots$ is infinite, there exist $u \in \operatorname{posMin}(D)$ and an infinite singleton derivation $D_{u}^{s}: t_{1} \hookrightarrow \cdots$ s.t. $\operatorname{Pos}\left(D_{u}^{s}\right)=\{p \in \operatorname{Pos}(D) \mid$ $p \geq u\}, \operatorname{posMin}\left(D_{u}^{s}\right)=\{u\}$, and $\operatorname{rank}\left(D_{u}^{s}\right) \leq \operatorname{rank}(D)$.

Proof. Let $u \in \operatorname{posMin}(D)$. Let $I_{u}=\left\{i_{1}, i_{2}, \ldots\right\} \subseteq \mathbb{N}$ be such that $i_{1}=1$ (then $t_{i_{1}}=t_{1}$ ), and $t_{i_{2}}, t_{i_{3}}, \ldots$ be the terms of $D$ obtained by a rewrite step at a position below $u$. Thus for each $k, t_{i_{k}} \hookrightarrow_{[p \| u]}^{*} \hookrightarrow_{\left[p_{i_{k}} \geq u\right]} t_{i_{k+1}}$.
Since the rewrite steps at Positions $p \| u$ do not change the prefix of $p_{i_{k}} \geq u$, we get the derivation $D_{u}^{s}: t_{i_{1}}=t_{1} \hookrightarrow_{\left[p_{i_{1}}\right]} t_{1}\left[\left.t_{i_{2}}\right|_{u}\right]_{u} \hookrightarrow_{\left[p_{i_{2}}\right]} t_{1}\left[\left.t_{i_{3}}\right|_{u}\right]_{u} \hookrightarrow \cdots$. Note that $\operatorname{posMin}\left(D_{u}^{s}\right)=\{u\}$.

Let $I=\{1,2, \ldots\}$ be the indices of terms of $D$. We have $\cup_{u \in \operatorname{posMin}(D)} I_{u}=I$. $I$ is infinite since $D$ is infinite, and by Remark $8 \operatorname{posMin}(D)$ is finite, therefore there is one (or several) $u \in \operatorname{posMin}(D)$ such that $I_{u}$ is infinite, i.e. $D_{u}^{s}$ is infinite. $\operatorname{rank}\left(D_{u}^{s}\right)=\operatorname{rank}\left(\left.t_{1}\right|_{u}\right) \leq \max _{v \in \operatorname{posMin}(D)}\left(\operatorname{rank}\left(\left.t_{1}\right|_{v}\right)\right)=\operatorname{rank}\left(t_{1}, D\right)=\operatorname{rank}(D)$.

Example 15. Consider the infinite derivation $D$ of Example 9 again. $D$ is not singleton since $\operatorname{pos} \operatorname{Min}(D)=\{1,2\}$. With $u=1$, we get the infinite singleton derivation $D_{u}^{s}: t_{1}=f(a, g(c)) \hookrightarrow_{[1]} f(b, g(c)) \hookrightarrow_{[1]} f(a, g(c)) \hookrightarrow \hookrightarrow$. Therefore $\operatorname{rank}\left(D_{u}^{s}\right)=\operatorname{rank}\left(t_{1}, D_{u}^{s}\right)=\operatorname{rank}(a)=1<2=\operatorname{rank}(D)$, which shows again that $D$ is not of minimal rank. Moreover $D_{u}^{s}$ is infinite, of minimal rank, and monotonic, since by definition, a rank value is strictly positive.

Definition 16. Let $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$ be a rewrite derivation w.r.t. $R_{1} \cup R_{2}$. The step $t_{i} \hookrightarrow_{[p]} t_{i+1}$ is

- outer if it applies in $\operatorname{top}\left(\left.t_{i}\right|_{u}\right)$ for $u \in \operatorname{posMin}(D)$. Otherwise it is inner.
- destructive at level 1 if $p \in \operatorname{posMin}(D)$, and $\operatorname{root}\left(\left.t_{i}\right|_{p}\right) \in \Sigma_{\alpha}, \operatorname{root}\left(\left.t_{i+1}\right|_{p}\right) \in$ $\Sigma_{\beta}$ with $\alpha, \beta \in\{1,2\}$ and $\alpha \neq \beta$.
- destructive at level 2 if $\exists u \in \operatorname{posMin}(D),\left.t_{i}\right|_{u}=C \llbracket s_{1}, \ldots, s_{m}, \ldots, s_{n} \rrbracket$, $\left.t_{i+1}\right|_{u}=C\left[s_{1}, \ldots, s_{m}^{\prime}, \ldots, s_{n}\right], \operatorname{root}\left(s_{m}\right) \in \Sigma_{\alpha}, \operatorname{root}\left(s_{m}^{\prime}\right) \in \Sigma_{\beta}$, with $\alpha \neq \beta$.

Remark 17. If a rewrite step is destructive, then the rewrite rule is collapsing. A step destructive at level 1 is necessarily outer, and a step destructive at level 2 is necessarily inner.

In the derivation $D$ of Example 9, the step $t_{1} \hookrightarrow t_{2}$ is inner whereas all other steps are outer. The step $t_{3} \hookrightarrow t_{4}$ is destructive at level 1 .

Lemma 18 Let $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$ be a rewrite derivation w.r.t. $R_{1} \cup R_{2}$. If $D$ is singleton with $\operatorname{posMin}(D)=\{u\}$ and $t_{i} \hookrightarrow t_{i+1}$ is destructive at level 1, then $\operatorname{rank}\left(\left.t_{i}\right|_{u}\right)>\operatorname{rank}\left(\left.t_{i+1}\right|_{u}\right)$. Therefore $\operatorname{rank}\left(t_{i}, D\right)>\operatorname{rank}\left(t_{i+1}, D\right)$.

Proof. Necessarily $t_{i} \hookrightarrow_{[u, L: l \rightarrow x, \sigma]} t_{i+1}$, with $x \in \operatorname{Var}(l)$ because of Remark 17, and $\left.t_{i+1}\right|_{u}=\sigma(x)$. Moreover $\operatorname{root}\left(\left.t_{i}\right|_{u}\right) \in \Sigma_{\alpha}$, $\operatorname{root}(\sigma(x)) \in \Sigma_{\beta}$ with $\alpha \neq \beta$. Then $\left.t_{i}\right|_{u}=C \llbracket \ldots, \sigma(x), \ldots \rrbracket$, and $\operatorname{rank}\left(\left.t_{i}\right|_{u}\right) \geq 1+\operatorname{rank}(\sigma(x))=1+\operatorname{rank}\left(\left.t_{i+1}\right|_{u}\right)$.

Lemma 19 Every singleton infinite derivation of minimal rank, contains infinitely many outer steps.

Proof. Let $D: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$ with $\operatorname{posMin}(D)=\{u\}$. Assume that $D$ contains finitely many outer steps. Let $k$ be the least index such that no outer step appears in $D$ after $t_{k}$. Let $\left.D\right|_{k}$ be the sub-derivation of $D$ starting from $t_{k}$. Note that all steps of $\left.D\right|_{k}$ are inner in $D$. Then $\left.t_{k}\right|_{u}=C \llbracket \cdots \rrbracket$ and rewrite positions of $\left.D\right|_{k}$ occur below $C$. Therefore if $p \in \operatorname{posMin}\left(\left.D\right|_{k}\right)$, then $p$ occurs below $C$ in $t_{k}$. Thus $\operatorname{rank}(D)=\operatorname{rank}\left(t_{1}, D\right) \geq \operatorname{rank}\left(t_{k}, D\right)=\operatorname{rank}\left(\left.t_{k}\right|_{u}\right) \geq 1+$ $\operatorname{rank}\left(\left.t_{k}\right|_{p}\right)>\operatorname{rank}\left(\left.t_{k}\right|_{p}\right)$. Therefore $\operatorname{rank}(D)>\max _{p \in \operatorname{posMin}\left(\left.D\right|_{k}\right)}\left(\operatorname{rank}\left(\left.t_{k}\right|_{p}\right)\right)=$ $\operatorname{rank}\left(\left.D\right|_{k}\right)$. So $\left.D\right|_{k}$ is infinite and its rank is smaller than that of $D$, which is impossible since $D$ is of minimal rank.

The singleton infinite derivation $D_{u}^{s}$ of Example 15 is of minimal rank, monotonic, and all steps are outer. This is not a contradiction with the following proposition since $R_{2}$ of Example 15 is not terminating.

Proposition 20 If $R_{1} \cup R_{2}$ is not terminating whereas $R_{1}$ and $R_{2}$ are terminating, there exists an infinite derivation $D_{u}^{s}$ of minimal rank, which is singleton and monotonic, and which contains infinitely many outer steps.
Moreover, $D_{u}^{s}$ contains infinitely many inner steps destructive at level 2.
Proof. There is an infinite derivation $D$ of minimal rank w.r.t. $R_{1} \cup R_{2}$. By Lemma 14 there is an infinite singleton derivation $D_{u}^{s}$ with $\operatorname{posMin}\left(D_{u}^{s}\right)=\{u\}$ and $\operatorname{rank}\left(D_{u}^{s}\right) \leq \operatorname{rank}(D)$. Since $D$ is of minimal rank, $\operatorname{rank}\left(D_{u}^{s}\right)=\operatorname{rank}(D)$ and $D_{u}^{s}$ is of minimal rank. $D_{u}^{s}$ is monotonic by Lemma 12 . And by Lemma $19, D_{u}^{s}$ contains infinitely many outer steps.

Let $D_{u}^{s}: t_{1} \hookrightarrow t_{2} \hookrightarrow \cdots$. Assume that there are finitely many inner steps destructive at level 2. Let $k$ be the least index such that no inner step destructive at level 2 appears in $D_{u}^{s}$ after $t_{k}$. Assume $\operatorname{root}\left(\left.t_{k}\right|_{u}\right) \in \Sigma_{\alpha}$ with $\alpha \in\{1,2\}$. Let $t_{j} \hookrightarrow_{[p]} t_{j+1}$ be a step of $D_{u}^{s}$ with $j \geq k . D_{u}^{s}$ is monotonic, and by Lemma 18, the step is not destructive at level 1. If the step is outer, it is not destructive, then $t_{j}\left[t o p\left(\left.t_{j}\right|_{u}\right)\right]_{u} \hookrightarrow_{[p]} t_{j+1}\left[t o p\left(\left.t_{j+1}\right|_{u}\right)\right]_{u}$ by a rule of $R_{x}$. If the step is inner, it is not destructive at level 2, then $\operatorname{top}\left(\left.t_{j}\right|_{u}\right)=\operatorname{top}\left(\left.t_{j+1}\right|_{u}\right)$. Hence, $D_{u}^{s}$ has infinitely many outer steps, and $R_{\alpha}$ is not terminating.

Definition 21. $v \in \operatorname{Dir}(\Sigma)^{*}$ is active if $v \in L^{\prime}$ for some $L^{\prime}: l^{\prime} \rightarrow r^{\prime} \in R_{1} \cup R_{2}$.
Intuitively, "duplicating" means that the rule can duplicate active sub-terms.

Definition 22. Let $s$ be a term and $v, w \in \operatorname{Dir}(\Sigma)^{*}$.

- We define the multiset of active variables of $s$ instantiated by $w$, under $v$, $\operatorname{actVar}(s, v, w)=\{x \mid \exists p \in \operatorname{posVar}(s), s(p)=x \wedge v . \operatorname{path}(s, p) . w \text { is active }\}_{\text {mult }}$
- The rule $L: l \rightarrow r \in R_{1} \cup R_{2}$ is non-duplicating if : $\forall v \in L, \forall w \in \operatorname{Dir}(\Sigma)^{*}, \operatorname{actVar}(r, v, w) \subseteq \operatorname{actVar}(l, v, w)$.
- A rewrite step using a duplicating rule, is said duplicating.

Example 23. Consider $\Sigma_{1}=\{f, g, h\}, \Sigma_{2}=\{a, b\}$, and $R_{1} \cup R_{2}$ with
$R_{1}=\{\epsilon: g(x) \rightarrow h(x), \epsilon: g(x) \rightarrow f(x, x)\}$,
$R_{2}=\{\langle f, 1\rangle|\langle g, 1\rangle|\langle h, 1\rangle .\langle h, 1\rangle: a \rightarrow b\}$, where ' $\mid$ ' denotes the union.
The first rule of $R_{1}$ is duplicating because $\operatorname{actVar}(h(x), \epsilon,\langle h, 1\rangle)=\{x\}_{\text {mult }} \nsubseteq$ $\operatorname{actVar}(g(x), \epsilon,\langle h, 1\rangle)=\emptyset$. The second rule of $R_{1}$ is not duplicating because $\operatorname{actVar}(f(x, x), \epsilon, \epsilon)=\{x\}_{\text {mult }}$ is included into $\operatorname{actVar}(g(x), \epsilon, \epsilon)=\{x\}_{\text {mult }}$, and if $w \neq \epsilon, \operatorname{actVar}(f(x, x), \epsilon, w)=\operatorname{actVar}(g(x), \epsilon, w)=\emptyset$.

Note that the linear rule $g(x) \rightarrow h(x)$ is also duplicating in the contextsensitive framework if the replacement map $\mu$ defines $\mu(h)=\{1\}$ and $\mu(g)=\emptyset$.

This is decidable since $L$ is regular. For any term $s$, if $s(p)=x$ the language of prefixes and instances (separated by \&) $L_{s, p}=\left\{v . \& . w \in(\operatorname{Dir}(\Sigma) \cup\{\&\})^{*} \mid\right.$ $v \in L \wedge v \cdot p a t h(s, p) . w$ is active $\}$ is recognized by a finite automaton (see below).

If the rule is left-linear, for each variable $x$ occurring at positions $q_{1}, \ldots, q_{n}$ in $r$, and at position $p$ in $l$, we check that $L_{r, q_{i}} \subseteq L_{l, p}$ for all $i$, and $L_{r, q_{i}} \cap L_{r, q_{j}}=\emptyset$ for all $i, j$ with $i \neq j$.

Otherwise, for each variable $x$ occurring at positions $q_{1}, \ldots, q_{n}$ in $r$, and at positions $p_{1}, \ldots, p_{m}$ in $l$, and for each non-empty subset $q_{i_{1}}, \ldots, q_{i_{k}}$ of $q_{1}, \ldots, q_{n}$, we check that $L_{r, q_{i_{1}}} \cap \cdots \cap L_{r, q_{i_{k}}} \subseteq \cup_{\left\{j_{1}, \ldots, j_{k}\right\} \subseteq\{1, \ldots, m\}}\left(L_{l, p_{j_{1}}} \cap \cdots \cap L_{l, p_{j_{k}}}\right)$. Note that each subset $\left\{j_{1}, \ldots, j_{k}\right\}$ should have $k$ elements. If $k>m$, it is impossible, which means that $\cup_{\left\{j_{1}, \ldots, j_{k}\right\} \subseteq\{1, \ldots, m\}}\left(L_{l, p_{j_{1}}} \cap \cdots \cap L_{l, p_{j_{k}}}\right)=\emptyset$.

To compute $L_{s, p}$, we first compute an automaton $\mathcal{A}_{L_{\cap}}$ that recognizes $L_{\cap}=$ $\left(L .\{\operatorname{path}(s, p)\} . \operatorname{Dir}(\Sigma)^{*}\right) \cap\left(\cup_{L^{\prime}: l^{\prime} \rightarrow r^{\prime} \in R_{1} \cup R_{2}} L^{\prime}\right)=\left\{v . p a t h(s, p) . w \mid v . \& . w \in L_{s, p}\right\}$, using the usual techniques to get concatenation, union, intersection of regular languages. Assume that the initial automata $\mathcal{A}_{L}, \mathcal{A}_{\{\operatorname{path}(s, p)\}}, \mathcal{A}_{\operatorname{Dir}(\Sigma)^{*}}, \mathcal{A}_{\cup L^{\prime}}$ have disjoint states. Because of the intersection, the states of $\mathcal{A}_{L_{\cap}}$ are pairs of states of the initial automata. To get $\mathcal{A}_{L_{s, p}}$ from $\mathcal{A}_{L_{\cap}}$, we remove all states (and the corresponding transitions) of the form $\left(q_{1}, q_{2}\right)$ s.t. $q_{1}$ is a state of $\mathcal{A}_{\{\text {path }(s, p)\}}$, and we add all transitions of the form $\left(\left(q_{f}, q_{3}\right), \&,\left(q_{i}, q_{4}\right)\right)$ s.t. $q_{f}$ is a final state of $\mathcal{A}_{L}$, and $q_{i}$ is an initial state of $\mathcal{A}_{\operatorname{Dir}(\Sigma)^{*}}$, and $q_{3}, q_{4}$ are states of $\mathcal{A}_{\cup L^{\prime}}$.

Definition 24. Let $D_{u}^{s}$ be a singleton derivation with $\operatorname{posMin}\left(D_{u}^{s}\right)=\{u\}$, and $s_{j}$ be a term in $D_{u}^{s}$. Let us write $\left.s_{j}\right|_{u}=C \llbracket t_{1}, \ldots, t_{n} \rrbracket$, and for each $i$, let $p_{i} \in \operatorname{Pos}\left(s_{j}\right)$ be the position of $t_{i}$ in $s_{j}$.
We define the multiset $\# s_{j}=\left\{\operatorname{rank}\left(t_{i}\right) \mid \operatorname{path}\left(s_{j}, p_{i}\right) \text { is active }\right\}_{\text {mult }}$.
$\geq{ }^{\text {mult }}$ is the multiset extension of the usual ordering $\geq$ over positive integers, i.e. it is the reflexive-transitive closure of $\succ$ where $M+\{m\} \succ M+\left\{n_{1}, \ldots, n_{k}\right\}$ if $\forall i \in[1 . . k], m>n_{i}$. Symbol ' + ' adds occurrences to the multiset $M$.

Lemma 25 Consider any rewrite step $s_{j} \hookrightarrow_{[p]} s_{j+1}$ in $D_{u}^{s}$. If the step is :

1. outer, non-destructive and non-duplicating, then $\# s_{j} \geq^{\text {mult }} \# s_{j+1}$.
2. inner and non-destructive, then $\# s_{j} \geq^{\text {mult }} \# s_{j+1}$.
3. inner and destructive, then $\# s_{j}>$ mult $\# s_{j+1}$.

Proof. Item 1. Outer and non-destructive implies $s_{j}[C]_{u} \hookrightarrow_{[p, L: l \rightarrow r]} s_{j+1}\left[C^{\prime}\right]_{u}$ with $C=\operatorname{top}\left(\left.s_{j}\right|_{u}\right)$ and $C^{\prime}=\operatorname{top}\left(\left.s_{j+1}\right|_{u}\right)$. Let $x \in \operatorname{Var}(l)$ and $e$ be a position. Let $P_{x} \subseteq\left\{p_{1}, \ldots, p_{n}\right\}$ be the biggest set s.t. for all $p_{x} \in P_{x}, \operatorname{path}\left(s_{j}, p_{x}\right)$ is active, and $p_{x}=p . q_{x} . e$ with $l\left(q_{x}\right)=x$. Note that path $\left(s_{j}, p_{x}\right)=v \cdot p a t h\left(l, q_{x}\right) \cdot w$ with $v=\operatorname{path}\left(s_{j}, p\right) \in L$, and $w=\operatorname{path}\left(\left.s_{j}\right|_{p . q_{x}}, e\right)$ does not depend on the choice of $q_{x}$, and the choice of $p_{x}$. Therefore $\left\{l\left(q_{x}\right) \mid \exists p_{x} \in P_{x}, p_{x}=p \cdot q_{x} \cdot e\right\}_{\text {mult }} \cap$ $\{x, \ldots\}_{\text {mult }}=\operatorname{actVar}(l, v, w)$.

Let $Q_{x}^{\prime}=\left\{q_{x}^{\prime} \mid r\left(q_{x}^{\prime}\right)=x \wedge v \cdot p a t h\left(r, q_{x}^{\prime}\right) \cdot w\right.$ is active $\}$. Then $\left\{r\left(q_{x}^{\prime}\right) \mid \exists q_{x}^{\prime} \in\right.$ $\left.Q_{x}^{\prime}\right\}_{\text {mult }} \cap\{x, \ldots\}_{\text {mult }}=\operatorname{actVar}(r, v, w)$. Since the rule is not duplicating and $v \in L, \operatorname{actVar}(l, v, w) \supseteq \operatorname{actVar}(r, v, w)$. So the cardinal $\left|P_{x}\right| \geq\left|Q_{x}^{\prime}\right|=\left|p \cdot Q_{x}^{\prime} . e\right|$.

Thus, among $t_{1}, \ldots, t_{n}$ in $s_{j}$, the active elements that are instances of $x$ are not duplicated at active positions of $s_{j+1}$. It holds for all $x \in \operatorname{Var}(l)$ and for all positions $e$. Consequently $\# s_{j} \geq^{\text {mult }} \# s_{j+1}$.

Item 2. $s_{j}=s_{j}\left[C\left[t_{1}, \ldots, t_{k}, \ldots, t_{n} \rrbracket\right]_{u} \hookrightarrow_{[p]} s_{j+1}=s_{j}\left[C\left[t_{1}, \ldots, t_{k}^{\prime}, \ldots, t_{n} \rrbracket\right]_{u}\right.\right.$. Then $p \geq p_{k}$ and $\operatorname{rank}\left(t_{k}\right) \geq \operatorname{rank}\left(t_{k}^{\prime}\right)$. The position of $t_{k}^{\prime}$ in $s_{j+1}$ is also $p_{k}$, and $\operatorname{path}\left(s_{j+1}, p_{k}\right)=\operatorname{path}\left(s_{j}, p_{k}\right)$. Therefore if $\operatorname{path}\left(s_{j+1}, p_{k}\right)$ is active, then $\operatorname{path}\left(s_{j}, p_{k}\right)$ also is. Then $\# s_{j} \geq^{\text {mult }} \# s_{j+1}$.

Item 3. $s_{j}=s_{j}\left[C \llbracket t_{1}, \ldots, t_{k}, \ldots, t_{n} \rrbracket\right]_{u} \hookrightarrow_{[p]} s_{j+1}=s_{j}\left[C\left[t_{1}, \ldots, t_{k}^{\prime}, \ldots, t_{n}\right]\right]_{u}$. Then $p=p_{k}$ and $\operatorname{rank}\left(t_{k}\right)>\operatorname{rank}\left(t_{k}^{\prime}\right)$, and $p_{k}$ is active. Let us write $t_{k}^{\prime}=$ $C^{\prime} \llbracket \alpha_{1}, \ldots, \alpha_{m} \rrbracket$. Then $s_{j+1}=s_{j}\left[C^{\prime \prime} \llbracket t_{1}, \ldots, \alpha_{1}, \ldots, \alpha_{m}, \ldots, t_{n} \rrbracket\right]_{u}$ and for all $i$, $\operatorname{rank}\left(t_{k}^{\prime}\right)>\operatorname{rank}\left(\alpha_{i}\right)$. Therefore $\operatorname{rank}\left(t_{k}\right) \in \# s_{j}$ is replaced by a sub-multiset of $\left\{\operatorname{rank}\left(\alpha_{1}\right), \ldots, \operatorname{rank}\left(\alpha_{m}\right)\right\}_{\text {mult }}$ to obtain $\# s_{j+1}$. Then $\# s_{j}>^{\text {mult }} \# s_{j+1}$.

Proposition $26 D_{u}^{s}$ of Proposition 20 has at least one outer duplicating step.
Proof. By contradiction. If all outer steps of $D_{u}^{s}$ are non-duplicating, they are also non-destructive since $D_{u}^{s}$ is monotonic. By Proposition 20, $D_{u}^{s}$ has infinitely many inner steps destructive at level 2. By Lemma 25, there is an infinite decreasing sequence for $>^{\text {mult }}$, which is impossible ( $>^{\text {mult }}$ is well-founded).

Theorem 27 Termination is modular for totally disjoint $p C T R S$.
Proof. In this case a derivation has no inner step. If termination is not modular, Derivation $D_{u}^{s}$ of Proposition 20 would have infinitely many inner steps.

Theorem 28 Let $R_{1}, R_{2}$ be two weakly disjoint terminating pCTRSs such that their union $R_{1} \cup R_{2}$ is not terminating. Then $R_{\alpha}$ is duplicating and $R_{\beta}$ is collapsing for some $\alpha, \beta \in\{1,2\}$ with $\alpha \neq \beta$.

Proof. Derivation $D_{u}^{s}: t_{1} \hookrightarrow_{\left[p_{1}\right]} t_{2} \hookrightarrow \cdots$ of Proposition 20 is singleton (posMin $\left.\left(D_{u}^{s}\right)=\{u\}\right)$ and monotonic. By Lemma 18, $D_{u}^{s}$ does not have steps
destructive at level 1 , then there is $\alpha \in\{1,2\}$ s.t. $\forall i, \operatorname{root}\left(\left.t_{i}\right|_{u}\right) \in \Sigma_{\alpha}$. Therefore $\forall i, \operatorname{top}\left(\left.t_{i}\right|_{u}\right) \in T\left(\Sigma_{\alpha} \cup\{\square\}, X\right)$. So if any step $t_{i} \hookrightarrow_{\left[p_{i}\right]} t_{i+1}$ is outer, then the rewrite rule is in $R_{\alpha}$. By Proposition 26, $R_{\alpha}$ has at least one duplicating rule.

By Proposition 20, $D_{u}^{s}$ has a step $t_{j} \hookrightarrow_{\left[p_{j}\right]} t_{j+1}$ destructive at level 2. By Definition 16, $\left.t_{j}\right|_{u}=C \llbracket s_{1}, \ldots, s_{m}, \ldots, s_{n} \rrbracket$, and $\operatorname{root}\left(s_{m}\right) \in \Sigma_{\beta}$ with $\beta \neq \alpha$ since $C=\operatorname{top}\left(\left.t_{j}\right|_{u}\right) \in T\left(\Sigma_{\alpha} \cup\{\square\}, X\right)$. This step applies to the root of $s_{m}$, then with a rule of $R_{\beta}$. By Remark 17 this rule is collapsing, then $R_{\beta}$ is collapsing.
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