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Abstract

We develop a space-time mortar mixed finite element method for parabolic problems. The
domain is decomposed into a union of subdomains discretized with non-matching spatial grids
and asynchronous time steps. The method is based on a space-time variational formulation that
couples mixed finite elements in space with discontinuous Galerkin in time. Continuity of flux
(mass conservation) across space-time interfaces is imposed via a coarse-scale space-time mortar
variable that approximates the primary variable. Uniqueness, existence, and stability, as well
as a priori error estimates for the spatial and temporal errors are established. A space-time
non-overlapping domain decomposition method is developed that reduces the global problem to
a space-time coarse-scale mortar interface problem. Each interface iteration involves solving in
parallel space-time subdomain problems. The spectral properties of the interface operator and
the convergence of the interface iteration are analyzed. Numerical experiments are provided
that illustrate the theoretical results and the flexibility of the method for modeling problems
with features that are localized in space and time.

1 Introduction

The multiscale mortar mixed finite element method of [3,5] allows for highly efficient and accurate
discretization of elliptic problems. Let a spatial domain Ω be given, which is decomposed into
subdomains Ωi. Then, on each Ωi, an individual mesh is set, and a standard mixed finite element
scheme is considered. A stand-alone mortar variable approximating the primary variable is further
introduced on an independent interface mesh, which is typically coarser but where one possibly
employs polynomials of higher degree. It is used to couple the subdomain problems and to ensure
(multiscale) weak continuity of the normal component of the mixed finite element flux variable
over the interfaces between subdomains. Moreover, the mortar variable enables a very efficient
parallelization in space via a non-overlapping domain decomposition algorithm based on reduction
to an interface problem [3,5, 28].

We introduce here a space-time discretization of a model parabolic equation, extending the above
philosophy to time-dependent problems. Let a time interval (0, T ) be given. For each subdomain

†Department of Mathematics, University of Pittsburgh, Pittsburgh, PA 15260, USA (manu.jayadharan@pitt.edu,
yotov@math.pitt.edu).
‡Inria, 2 rue Simone Iff, 75589 Paris, France (michel.kern@inria.fr, martin.vohralik@inria.fr).
§CERMICS, Ecole des Ponts, 77455 Marne-la-Valle, France.
∗This project has received partial funding from the US National Science Foundation grants DMS 1818775 and

DMS 2111129 and the European Research Council (ERC) under the European Union’s Horizon 2020 research and
innovation program (grant agreement No 647134 GATIPOR).

1

mailto:manu.jayadharan@pitt.edu
mailto:yotov@math.pitt.edu
mailto:michel.kern@inria.fr
mailto:martin.vohralik@inria.fr


Ωi, our approach considers an individual space mesh of Ωi along with individual time stepping
on (0, T ). On each space-time subdomain Ωi × (0, T ), any standard mixed finite element scheme is
combined with the discontinuous Galerkin (DG) time discretization [50]. Then a stand-alone mortar
variable approximating the primary variable is introduced on an independent space-time interface
mesh, which is typically coarse and where higher polynomial degrees may be used. It is used to
couple the space-time subdomain problems and to ensure (multiscale) weak continuity of the normal
component of the mixed finite element flux variable (and consequently mass conservation) over the
space-time interfaces. This setting allows for high flexibility with individual discretizations of each
space-time subdomain Ωi × (0, T ), and in particular for local time stepping. Moreover, space-time
parallelization can be achieved via reduction to a space-time interface problem requiring the solution
of discrete problems on the individual space-time subdomains Ωi × (0, T ), exchanging space-time
boundary data through transmission conditions, in the spirit of space-time domain decomposition
methods as in, e.g., [10, 21,23–25,32–34,45,51].

We mention some of the related previous works on local time stepping for parabolic problems
in mixed formulations. The early work [19] studies finite difference methods on grids with local
refinement in space and time. A similar approach is employed in [16] for transport equations. Two
space-time domain decomposition methods are considered in [33] – a space-time Steklov–Poincaré
operator and optimized Schwarz waveform relaxation (OSWR) [23] with Robin transmission con-
ditions. Asynchronous time stepping is allowed, but the spatial grids are assumed matching. The
focus is on the analysis of the iterative convergence of the OSWR method. A posteriori error
estimates for these methods are developed in [2, 4] for nested time grids, with [4] also allowing
for non-matching spatial grids through the use of mortar finite elements. The methods from [33]
are extended to fracture modeling in [34]. Overlapping Schwarz domain decomposition with lo-
cal grid refinement in space and time for two-phase flow in porous media is developed in [39].
Domain decomposition methods for mortar mixed finite element methods for parabolic problems
with non-matching spatial grids and uniform time stepping are studied in [6, 22]. For parabolic
problems in non-mixed form, domain decomposition methods with local time stepping have been
studied, e.g., in [10, 15, 21, 24, 31, 32, 41, 45, 51]. Parallelism in time has also been explored, such
as the Parareal algorithm [27, 42] and multigrid in time [20, 26]. Local time stepping techniques
have been developed for multiphysics systems coupled through interface conditions, e.g., for the
Stokes–Darcy system [35, 47]. Finally, we mention some earlier works on space-time methods for
parabolic problems coupling mixed finite element discretizations in space with DG in time on a
single domain. In [8], a method using continuous trial and discontinuous test functions in time is
developed. A posteriori error estimation and space-time adaptivity for mixed finite element – DG
methods is studied in [12,40].

To the best of the authors’ knowledge, the solvability, stability, and a priori error analysis
for space-time domain decomposition methods with non-matching spatial grids and asynchronous
time stepping have not been studied in the literature, which is the main goal of this paper. A
key tool in the analysis is the construction of an interpolant in a space-time weakly continuous
velocity space, which is used to prove a discrete divergence inf-sup condition on this space. Another
key component is establishing a discrete space-time mortar inf-sup condition under a suitable
assumption on the mortar space. In addition to performing complete analysis in the general case,
we also consider conforming time discretizations. In this case, we provide stability and error bounds
for the velocity divergence and improved error estimates. To the best of our knowledge, such result
has not been established in the literature for space-time mixed finite element methods with a DG
time discretization, even on a single domain. Finally, we develop a parallel non-overlapping domain
decomposition algorithm for the solution of the resulting algebraic problem. In particular, we utilize
a time-dependent Steklov–Poincaré operator approach to reduce the global problem to a space-time
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interface problem. We show that the interface operator is positive definite and analyze its spectral
properties. We employ an interface GMRES algorithm, which involves solving in parallel space-
time subdomain problems at each iteration. The current iteration value of the mortar variable
provides a Dirichlet boundary data on the space-time interfaces for the subdomain problems. We
emphasize that, due to the discontinuous time discretization, the space-time subdomain problems
are solved using classical time marching over the local time grid. We utilize the spectral bound of
the interface operator to obtain an estimate for the number of interface GMRES iterations through
field-of-values analysis.

This contribution is organized as follows. In Section 2, we describe the model problem and
its domain decomposition weak formulation. Our space-time multiscale mortar discretization is
introduced in Section 3, and we prove its existence, uniqueness, and stability with respect to data
in Section 4. Section 5 derives a priori error estimates. Control of the velocity divergence and
improved error estimates are established in Section 6. The reduction to a space-time interface
problem and its analysis are presented in Section 7. We finally present numerical illustrations in
Section 8 and close with conclusions in Section 9.

2 Setting

In this section we introduce the setting for our study.

2.1 Model problem

We consider a parabolic partial differential equation in a mixed form, modeling single phase flow
in porous media. Let Ω ⊂ Rd, d = 2, 3, be a spatial polytopal domain with Lipschitz boundary and
let T > 0 be the final time. The governing equations are

u = −K∇p, ∂p

∂t
+∇ · u = q in Ω× (0, T ], (2.1a)

where p is the fluid pressure, u is the Darcy velocity, q is a source term, and K is a tensor repre-
senting the rock permeability divided by the fluid viscosity. We assume for simplicity homogeneous
Dirichlet boundary condition

p(x, t) = 0 on ∂Ω× (0, T ] (2.1b)

and assign the initial pressure
p(x, 0) = p0(x) on Ω. (2.1c)

We assume that q ∈ L2(0, T ;L2(Ω)), p0 ∈ H1
0 (Ω), ∇ ·K∇p0 ∈ L2(Ω), and that K is a spatially-

dependent, uniformly bounded, symmetric, and positive definite tensor, i.e., for constants 0 <
kmin ≤ kmax <∞,

for a.e. x ∈ Ω, kminζ
T ζ ≤ ζTK(x)ζ ≤ kmaxζ

T ζ ∀ζ ∈ Rd, d = 2, 3. (2.2)

Moreover, we suppose a scaling such that the diameter of Ω and the final time T are of order one.

2.2 Space-time subdomains

Let Ω be a union of non-overlapping polytopal subdomains with Lipschitz boundary, Ω = ∪Ωi.
Let Γi = ∂Ωi \ ∂Ω be the interior boundary of Ωi, let Γij = Γi ∩ Γj be the interface between two
adjacent subdomains Ωi and Ωj , and let Γ = ∪Γij be the union of all subdomain interfaces. We
also introduce the space-time counterparts ΩT = Ω × (0, T ), ΩT

i = Ωi × (0, T ), ΓTi = Γi × (0, T ),
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and ΓTij = Γij × (0, T ). We will introduce space-time domain decomposition discretizations based

on ΩT
i .

2.3 Basic notation

We will utilize the following notation. For a domain O ⊂ Rd, the L2(O) inner product and norm
for scalar and vector-valued functions are denoted by (·, ·)O and ‖ · ‖O, respectively. The norms
and seminorms of the Sobolev spaces W k,p(O), k ∈ R, p ≥ 1, are denoted by ‖ · ‖k,p,O and | · |k,p,O,
respectively. The norms and seminorms of the Hilbert spaces Hk(O) are denoted by ‖ · ‖k,O and
| · |k,O, respectively. For a section of a subdomain boundary S ⊂ Rd−1 we write 〈·, ·〉S and ‖ · ‖S for
the L2(S) inner product (or duality pairing) and norm, respectively. By M we denote the vectorial
counterpart of a generic scalar space M .

The above notation is extended to space-time domains as follows. For OT = O × (0, T ) and

ST = S × (0, T ), let (·, ·)OT =
∫ T

0 (·, ·)O and 〈·, ·〉ST =
∫ T

0 〈·, ·〉S . For space-time norms we use the
standard Bochner notation. For example, given a spatial norm ‖ · ‖V , we denote, for p > 0,

‖ · ‖Lp(0,T ;V ) =

(∫ T

0
‖ · ‖pV

) 1
p

, ‖ · ‖L∞(0,T ;V ) = ess sup ‖ · ‖V ,

with the usual extension for ‖ · ‖Wk,p(0,T ;V ) and ‖ · ‖Hk(0,T ;V ). Let ‖ · ‖ST = ‖ · ‖L2(0,T ;L2(S)). We
will use the space

H(div;O) =
{
v ∈ L2(O) : ∇ · v ∈ L2(O)

}
,

equipped with the norm

‖v‖div;O =
(
‖v‖2O + ‖∇ · v‖2O

) 1
2 .

Finally, throughout the paper, C will denote a generic constant that is independent of the spatial
and temporal discretization parameters.

2.4 Weak formulation

The weak formulation of problem (2.1) reads: find (u, p) : [0, T ] 7→ H(div; Ω) × L2(Ω) such that
p(x, 0) = p0 and for a.e. t ∈ (0, T ),

(K−1u,v)Ω − (p,∇ · v)Ω = 0 ∀v ∈ H(div; Ω), (2.3a)

(∂tp, w)Ω + (∇ · u, w)Ω = (q, w)Ω ∀w ∈ L2(Ω). (2.3b)

The following well-posedness result is rather standard and presented in, e.g., [33, Theorem 2.1].

Theorem 2.1 (Well-posedness). Problem (2.3) has a unique solution u ∈ L2(0, T ; H(div; Ω)) ∩
L∞(0, T ; L2(Ω)), p ∈ H1(0, T ;H1

0 (Ω)).

We note that in particular the inclusion p ∈ H1(0, T ;H1
0 (Ω)) follows from (2.3a), which implies

that for a.e. t ∈ (0, T ), ∇p = −K−1u in the sense of distributions.

2.5 Domain decomposition weak formulation

We now give a domain decomposition weak formulation of (2.3). Introduce the subdomain velocity
and pressure spaces

Vi = H(div; Ωi), V =
⊕

Vi, Wi = L2(Ωi), W =
⊕

Wi = L2(Ω),
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endowed with the norms

‖v‖Vi = ‖v‖div;Ωi , ‖v‖V =

(∑
i

‖v‖2Vi

) 1
2

, ‖w‖W = ‖w‖Ω.

We also introduce the following spatial bilinear forms, which will prove useful below:

ai(u,v) = (K−1u,v)Ωi , a(u,v) =
∑
i

ai(u,v), (2.4a)

bi(v, w) = −(∇ · v, w)Ωi , b(v, w) =
∑
i

bi(v, w), (2.4b)

bΓ(v, µ) =
∑
i

〈v · ni, µ〉Γi . (2.4c)

In addition, for any spatial bilinear form s(·, ·), let sT (·, ·) =

∫ T

0
s(·, ·).

Now, since p ∈ H1(0, T ;H1
0 (Ω)), we can consider the trace of the pressure p on the interfaces,

λ = p|Γ. Thus, integrating in time, it is easy to see that the solution (u, p) of (2.3) satisfies

aT (u,v) + bT (v, p) + bTΓ (v, λ) = 0 ∀v ∈ L2(0, T ; V), (2.5a)

(∂tp, w)ΩT − bT (u, w) = (q, w)ΩT ∀w ∈ L2(0, T ;W ). (2.5b)

3 Space-time mortar mixed finite element method

We consider a space-time discretization of (2.5), motivated by [33]. It employs a mortar finite
element variable to approximate the pressure trace λ from (2.5) and uses it as a Lagrange multiplier
to impose weakly the continuity of flux across space-time interfaces.

3.1 Space-time grids and spaces

Let Th,i be a shape-regular partition of the subdomain Ωi into parallelepipeds or simplices in the
sense of [13]. We stress that this allows for grids that do not match along the interfaces Γij
between subdomains Ωi and Ωj . Let hi = maxE∈Th,i diamE and h = maxi hi. In some parts of
the analysis, we will additionally require Th,i to be quasi-uniform in that hi ≤ CdiamE ∀E ∈ Th,i,
as well as that the mesh sizes in all subdomains be comparable in that h ≤ Chi ∀i. Similarly, let
T ∆t
i : 0 = t0i < t1i < · · · < tNii = T be a partition of the time interval (0, T ) corresponding to

subdomain Ωi. This means that we consider different time discretizations on different subdomains.
Let ∆ti = max1≤k≤Ni |tki − t

k−1
i | and ∆t = maxi ∆ti. Though we admit non-uniform time stepping,

we will sometimes require that T ∆t
i be quasi-uniform in that ∆ti ≤ C|tki − t

k−1
i | ∀(tk−1

i , tki ) ∈ T ∆t
i ,

as well as that the time steps in all subdomains be comparable in that ∆t ≤ C∆ti ∀i. Composing
Th,i and T ∆t

i by tensor product results in a space-time partition

T ∆t
h,i = Th,i × T ∆t

i

of the space-time subdomain ΩT
i . An illustration is given in Figure 1, where yet a different, mortar

space-time grid, is also shown in the middle.
For discretization in space, we consider any of the inf–sup stable mixed finite element spaces

Vh,i × Wh,i ⊂ Vi × Wi such as the Raviart–Thomas or the Brezzi–Douglas–Marini spaces, see,
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Figure 1: Non-matching space-time subdomain and mortar grids in two spatial dimensions.

e.g., [11]. For discretization in time, we will in turn utilize the discontinuous Galerkin (DG) method,
cf. [50], which is based on a discontinuous piecewise polynomial approximation of the solution on
the mesh T ∆t

i . Denote by W∆t
i the subdomain time discretizations of the velocity and pressure.

Composing the space and time discretizations

V∆t
h,i = Vh,i ×W∆t

i , W∆t
h,i = Wh,i ×W∆t

i

results in the space-time mixed finite element spaces V∆t
h,i ×W∆t

h,i in each space-time subdomain

ΩT
i . We will also need the spatial variable only spaces

Vh =
⊕

Vh,i, Wh =
⊕

Wh,i.

Let TH,ij be a shape-regular finite element partition of Γij , where H = maxi,j maxe∈TH,ij diam e,
see Figure 1, middle. The use of index H indicates a possibly coarser interface grid compared to the

subdomain grids, resulting in a multiscale approximation. Let T ∆T
ij : 0 = t0ij < t1ij < · · · < t

Nij
ij = T

be a partition of (0, T ) corresponding to Γij , which may be different from (and again possibly coarser
than) the time-partitions for the neighboring subdomains. Let ∆T = maxi,j max1≤k≤Nij |tkij−t

k−1
ij |.

Composing TH,ij and T ∆T
ij by tensor product gives a space-time partition

T ∆T
H,ij = TH,ij × T ∆T

ij

of the space-time interface ΓTij . Finally, let

Λ∆T
H,ij = ΛH,ij × Λ∆T

ij

be a space-time mortar finite element space on T ∆T
H,ij consisting of continuous or discontinuous

piecewise polynomials in space and in time. We will also need the spatial variable only space

ΛH =
⊕

ΛH,ij .

Finally, the global space-time finite element spaces are defined as

V∆t
h =

⊕
V∆t
h,i, W∆t

h =
⊕

W∆t
h,i , Λ∆T

H =
⊕

Λ∆T
H,ij . (3.1)

In particular, the Lagrange multiplier will be sought for in the mortar space Λ∆T
H . For the purpose

of the analysis, we also define the space of velocities with space-time weakly continuous normal
components

V∆t
h,0 =

{
v ∈ V∆t

h : bTΓ (v, µ) = 0 ∀µ ∈ Λ∆T
H

}
. (3.2)

The discrete velocity and pressure spaces inherit the norms ‖ · ‖V and ‖ · ‖W , respectively. The
mortar space is equipped with the spatial norm ‖µ‖ΛH = ‖µ‖L2(Γ).
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3.2 Space-time multiscale mortar mixed finite element method

For the DG time discretization, we introduce the notation for ϕ(x, ·), φ(x, ·) ∈ W∆t
i , x ∈ Ωi,

see [50], ∫ T

0
∂̃tϕφ =

Ni∑
k=1

∫ tki

tk−1
i

∂tϕφ+

Ni∑
k=1

[ϕ]k−1 φ
+
k−1, (3.3)

where [ϕ]k = ϕ+
k − ϕ

−
k , with ϕ+

k = lim
t→tk,+i

ϕ and ϕ−k = lim
t→tk,−i

ϕ.

Remark 3.1 (Initial value). In what follows, we will tacitly assume that a function ϕ(x, ·) ∈W∆t
i

has an associated initial value ϕ−0 , which will be defined if it is explicitly used.

The space-time multiscale mortar mixed finite element method for approximating (2.5) is: find
u∆t
h ∈ V∆t

h , p∆t
h ∈W∆t

h , and λ∆T
H ∈ Λ∆T

H such that

aT (u∆t
h ,v) + bT (v, p∆t

h ) + bTΓ (v, λ∆T
H ) = 0 ∀v ∈ V∆t

h , (3.4a)

(∂̃tp
∆t
h , w)ΩT − bT (u∆t

h , w) = (q, w)ΩT ∀w ∈W∆t
h , (3.4b)

bTΓ (u∆t
h , µ) = 0 ∀µ ∈ Λ∆T

H , (3.4c)

where the obvious notation (∂̃tp
∆t
h , w)ΩT =

∑
i(∂̃tp

∆t
h , w)ΩTi

has been used. We note that (∂̃tp
∆t
h , w)ΩT

involves the term
(
(p∆t
h )+

0 − (p∆t
h )−0 , w

+
0

)
Ω

, see the last term in (3.3) for k = 1. Here, (p∆t
h )+

0 is

computed by the method, while (p∆t
h )−0 is determined by the initial condition. We discuss the

construction of initial data in Section 4.4.
The above method provides a highly general and flexible framework, allowing for different spatial

and temporal discretizations in different subdomains. We note that according to (3.4c), continuity
of the flux is imposed weakly on the space-time interfaces ΓTij , requiring that the jump in flux is

orthogonal to the space-time mortar space Λ∆T
H,ij . This formulation results in a correct notion of

mass conservation across interfaces for time-dependent domain decomposition problems with non-
matching grids in both space and time. In the case of discontinuous mortars, (3.4c) implies that
the total flux across any space-time interface cell e× (tk−1

ij , tkij), e ∈ TH,ij , is continuous.

4 Well-posedness analysis

In this section we analyze the existence, uniqueness, and stability of the solution to (3.4).

4.1 Space-time interpolants

We will make use of several space-time interpolants. Let Ph,i be the L2-orthogonal projection onto
Wh,i and let P∆t

i be the L2-orthogonal projection onto W∆t
i . We then define the L2-orthogonal

projection in space and time on subdomain Ωi by

P∆t
h,i = Ph,i × P∆t

i : L2(0, T ;L2(Ωi))→W∆t
h,i

and globally by
P∆t
h : L2(0, T ;L2(Ω))→W∆t

h , P∆t
h |Ωi = P∆t

h,i .

Setting Ph|Ωi = Ph,i and P∆t|Ωi = P∆t
i , we will also write P∆t

h = Ph ×P∆t. Since ∇ ·Vh,i = Wh,i,
we have, for all ϕ ∈ L2(0, T ;L2(Ωi)),

(P∆t
h ϕ− ϕ,∇ · v)ΩTi

= 0 ∀v ∈ V∆t
h,i. (4.1)
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For ε > 0, denote Hε(div; Ωi) := Hε(Ωi) ∩ H(div; Ωi). Let Πh,i : Hε(div; Ωi) → Vh,i be the
canonical mixed interpolant [11] and let

Π∆t
h,i = Πh,i × P∆t

i : L2(0, T ; Hε(div; Ωi))→ V∆t
h,i.

In particular, this space-time interpolant satisfies, for all ψ ∈ L2(0, T ; Hε(div; Ωi)),

(∇ · (Π∆t
h,iψ −ψ), w)ΩTi

= 0 ∀w ∈W∆t
h,i , (4.2a)

〈(Π∆t
h,iψ −ψ) · ni,v · ni〉∂ΩTi

= 0 ∀v ∈ V∆t
h,i, (4.2b)

‖Π∆t
h,iψ‖L2(0,T ;Vi) ≤ C(‖ψ‖L2(0,T ;Hε(Ωi)) + ‖∇ ·ψ‖L2(0,T ;L2(Ωi))). (4.2c)

Let Qh,i : L2(∂Ωi)→ Vh,i · ni be the L2-orthogonal projection and let

Q∆t
h,i = Qh,i × P∆t

i : L2(0, T ;L2(∂Ωi))→ V∆t
h,i · ni. (4.3)

Finally, let PH,Γij : L2(Γij) → ΛH,ij and P∆T
ij : L2(0, T ) → Λ∆T

ij be the L2-orthogonal projections
and let

P∆T
H,Γij = PH,Γij × P∆T

ij : L2(0, T ;L2(Γij))→ Λ∆T
H,ij , P∆T

H,Γ|Γij = P∆T
H,Γij (4.4)

be the mortar space-time L2-orthogonal projection.

4.2 Assumptions on the mortar grids

We make the following assumptions on the mortar grids, which are needed to guarantee that the
method (3.4) is well posed: there exists a positive constant C independent of the spatial mesh sizes
h and H (as well as of the temporal mesh sizes ∆t and ∆T ) such that

∀µ ∈ ΛH , ∀ i, j, ‖µ‖Γij ≤ C(‖Qh,i µ‖Γij + ‖Qh,j µ‖Γij ), (4.5a)

∀ i, j, Λ∆T
ij ⊂W∆t

i ∩W∆t
j . (4.5b)

The spatial mortar assumption (4.5a) is the same as the assumption made in [3,5]. Note that it
is in particular satisfied with C = 1

2 when TH,ij is a coarsening of both Th,i and Th,j on the interface
Γij and the space ΛH,ij consists of discontinuous piecewise polynomials contained in Vh,i · ni and
Vh,j · nj on Γij . In general, it requires that the mortar space ΛH is sufficiently coarse, so that it is
controlled by the normal traces of the neighboring subdomain velocity spaces.

The temporal mortar assumption (4.5b) similarly provides control of the mortar time discretiza-
tion by the subdomain time discretizations. It requires that each subdomain time discretization be
a refinement of the mortar time discretization. We also note that (4.5a) and (4.5b) imply

∀µ ∈ Λ∆T
H ,∀ i, j, ‖µ‖L2(0,T ;L2(Γij)) ≤ C(‖Q∆t

h,i µ‖L2(0,T ;L2(Γij)) + ‖Q∆t
h,j µ‖L2(0,T ;L2(Γij))) (4.6)

for a constant C independent of h, H, ∆t, and ∆T .

4.3 Discrete inf–sup conditions

Recall the form bT (·, ·) from (2.4b). Under the above assumptions on the mortar grids, the weakly
continuous velocity space V∆t

h,0 of (3.2) satisfies the following inf–sup condition.

Lemma 4.1 (Discrete divergence inf–sup condition on V∆t
h,0). Let (4.5) hold. Then there exists a

constant β > 0, independent of h, H, ∆t, and ∆T , such that

∀w ∈W∆t
h , sup

0 6=v∈V∆t
h,0

bT (v, w)

‖v‖L2(0,T ;V)
≥ β‖w‖L2(0,T ;L2(Ω)). (4.7)
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Proof. Let Vh,0 = {v ∈ Vh : bΓ(v, µ) = 0 ∀µ ∈ ΛH}. It is shown in [3, 5] that if (4.5a) holds,

then there is an interpolant Πh,0 : H
1
2

+ε(div; Ω)→ Vh,0 such that, for all ψ ∈ H
1
2

+ε(div; Ω),∑
i

(∇ · (Πh,0ψ −ψ), w)Ωi = 0 ∀w ∈Wh, (4.8a)

‖Πh,0ψ‖V ≤ C(‖ψ‖
H

1
2 +ε(Ω)

+ ‖∇ ·ψ‖L2(Ω)), (4.8b)

for a constant C independent of h and H. Define

Π∆t
h,0 = Πh,0 × P∆t.

We claim that Π∆t
h,0 : L2(0, T ; H

1
2

+ε(div; Ω)) → V∆t
h,0. To see this, note first that, for all functions

ψ ∈ L2(0, T ; H
1
2

+ε(div; Ω)), clearly Π∆t
h,0ψ ∈ V∆t

h . Thus (4.5b) implies

bTΓ (Π∆t
h,0ψ, µ) =

∑
i

∫ T

0
〈Π∆t

h,0ψ · ni, µ〉Γi =
∑
i

∫ T

0
〈Πh,0ψ · ni, µ〉Γi

=

∫ T

0
bΓ(Πh,0ψ, µ) = 0 ∀µ ∈ Λ∆T

H ,

i.e., indeed Π∆t
h,0ψ ∈ V∆t

h,0 by virtue of (3.2). Moreover, (4.8a) and (4.8b) imply∑
i

(∇ · (Π∆t
h,0ψ −ψ), w)ΩTi

= 0 ∀w ∈W∆t
h , (4.9a)

‖Π∆t
h,0ψ‖L2(0,T ;V) ≤ C(‖ψ‖

L2(0,T ;H
1
2 +ε(Ω))

+ ‖∇ ·ψ‖L2(0,T ;L2(Ω))). (4.9b)

The inf–sup condition (4.7) then follows from the classical continuous inf–sup condition for bT (·, ·),
the existence of the interpolant Π∆t

h,0, and Fortin’s lemma [11].

To control the mortar variable, we need the following mortar inf–sup condition.

Lemma 4.2 (Discrete mortar inf–sup condition on V∆t
h ). Let (4.6) hold. Then there exists a

constant βΓ > 0, independent of h, H, ∆t, and ∆T , such that

∀µ ∈ Λ∆T
H , sup

06=v∈V∆t
h

bTΓ (v, µ)

‖v‖L2(0,T ;V)
≥ βΓ‖µ‖L2(0,T ;L2(Γ)). (4.10)

Proof. Let µ ∈ Λ∆T
H be given. In the following we assume that µ is extended by zero on ∂Ω. We

consider a set of auxiliary subdomain problems. Let ϕi(x, t) be the solution for a.e. t ∈ (0, T ) of
the problem

∇ · ∇ϕi(·, t) = (Q∆t
h,i µ)(·, t) in Ωi, (4.11a)

∇ϕi(·, t) · ni = (Q∆t
h,i µ)(·, t) on ∂Ωi, (4.11b)

where Q∆t
h,i µ denotes the mean value of Q∆t

h,i µ on ∂Ωi. Let ψi = ∇ϕi. Elliptic regularity [30, 43]
implies that for a.e. t ∈ (0, T ),

‖ψi‖ 1
2
,Ωi

+ ‖∇ ·ψi‖Ωi ≤ C‖Q∆t
h,i µ‖∂Ωi . (4.12)
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Let vi = Π∆t
h,iψi ∈ V∆t

h,i. Note that (4.2b) together with (4.3) and (4.11b) imply that vi ·ni = Q∆t
h,i µ

on ∂Ωi. Thus, using definition (2.4c) of bTΓ , the fact that µ is extended by zero on ∂Ωi \ Γi, and
definition (4.3) of the projection Q∆t

h,i, we have

bTΓ (v, µ) =
∑
i

〈Π∆t
h,iψi · ni, µ〉ΓTi =

∑
i

〈Π∆t
h,iψi · ni, µ〉∂ΩTi

=
∑
i

〈Π∆t
h,iψi · ni,Q∆t

h,i µ〉∂ΩTi

=
∑
i

‖Q∆t
h,i µ‖2L2(0,T ;L2(∂Ωi))

≥ C
∑
i

‖µ‖2L2(0,T ;L2(Γi))
,

(4.13)

where we used (4.6) in the inequality. On the other hand, (4.2c) with ε = 1
2 and (4.12), along with

the stability of L2-orthogonal projection Q∆t
h,i, imply

‖vi‖L2(0,T ;Vi) ≤ C‖µ‖L2(0,T ;L2(Γi)). (4.14)

The assertion of the lemma follows from combining (4.13) and (4.14).

4.4 Initial data

We next discuss the construction of discrete initial data for all variables. The data need to be
compatible in the sense that they satisfy the equations without time derivatives in the method,
(3.4a) and (3.4c). Recall that we are given initial pressure datum p(0) = p0 ∈ H1

0 (Ω) with ∇ ·
K∇p0 ∈ L2(Ω). Let us define u0 = −K∇p0 and λ0 = p0|Γ. Then the solution to (2.5) satisfies
u(0) = u0 and λ(0) = λ0. Moreover, we have

a(u0,v) + b(v, p0) + bΓ(v, λ0) = 0 ∀v ∈ Vh,

bΓ(u0, µ) = 0 ∀µ ∈ ΛH .

Next, define the discrete initial data (uh,0, ph,0, λH,0) ∈ Vh ×Wh ×ΛH as the elliptic projection of
(u0, p0, λ0), i.e., the unique solution to the problem

a(uh,0,v) + b(v, ph,0) + bΓ(v, λH,0) = a(u0,v) + b(v, p0) + bΓ(v, λ0) = 0 ∀v ∈ Vh, (4.15a)

b(uh,0, w) = b(u0, w) = −(∇ ·K∇p0, w) ∀w ∈Wh, (4.15b)

bΓ(uh,0, µ) = bΓ(u0, µ) = 0 ∀µ ∈ ΛH . (4.15c)

The well-posedness of (4.15) is shown in [3, 5] under the spatial mortar assumption (4.5a). In
particular, it follows from the analysis in [3, 5] that

‖uh,0‖V + ‖ph,0‖W + ‖λH,0‖ΛH ≤ C‖∇ ·K∇p0‖Ω, (4.16)

‖u0 − uh,0‖V + ‖p0 − ph,0‖W + ‖λ0 − λH,0‖ΛH
≤ C(‖u0 −Πh,0u0‖V + ‖p0 − Php0‖W + ‖λ0 − PH,Γλ0‖ΛH ). (4.17)

We now set
(p∆t
h )−0 = ph,0, (u∆t

h )−0 = uh,0, (λ∆T
H )−0 = λh,0. (4.18)

As we noted earlier, (p∆t
h )−0 provides initial condition for the method (3.4), cf. (3.4b). The data

(u∆t
h )−0 and (λ∆T

H )−0 are not needed in the method, but it will be utilized in the analysis of ∇ · u∆t
h

in Section 6.
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4.5 Existence, uniqueness, and stability with respect to data

In the analysis we will utilize the following auxiliary result.

Lemma 4.3 (Summation in time). For all Ωi and for any φ(x, ·) ∈W∆t
i , x ∈ Ωi, there holds∫ T

0
∂̃tϕϕ =

1

2

(
(ϕ−Ni)

2 − (ϕ−0 )2
)

+
1

2

Ni∑
k=1

([ϕ]k−1)2. (4.19)

Proof. Using the definition (3.3) of ∂̃tw, we have∫ T

0
∂̃tϕϕ =

Ni∑
k=1

∫ tki

tk−1
i

1

2

∂

∂t
ϕ2 +

Ni∑
k=1

[ϕ]k−1ϕ
+
k−1

=
1

2

Ni∑
k=1

(
(ϕ−k )2 − (ϕ+

k−1)2 + (ϕ+
k−1)2 − (ϕ−k−1)2 + (ϕ+

k−1 − ϕ
−
k−1)2

)
=

1

2

(
(ϕ−Ni)

2 − (ϕ−0 )2
)

+
1

2

Ni∑
k=1

(ϕ+
k−1 − ϕ

−
k−1)2.

To simplify the presentation, we introduce the notation

‖ϕ‖2DG =
∑
i

(
‖ϕ−Ni‖

2
Ωi +

Ni∑
k=1

‖[ϕ]k−1‖2Ωi
)
. (4.20)

Theorem 4.4 (Existence and uniqueness of the discrete solution, stability with respect to data).
Assume that conditions (4.5) hold. Then the space-time mortar method (3.4) has a unique solution.
Moreover, for some constant C > 0 independent of h, H, ∆t, and ∆T ,

‖p∆t
h ‖DG + ‖u∆t

h ‖ΩT + ‖p∆t
h ‖ΩT + ‖λ∆T

H ‖ΓT ≤ C(‖q‖ΩT + ‖∇ ·K∇p0‖Ω). (4.21)

Proof. We begin with establishing the stability bound (4.21). Taking v = u∆t
h , w = p∆t

h , and
µ = λ∆T

H in (3.4) and combining the equations, we obtain, using (4.19) and Young’s inequality,

1

2

∑
i

(
‖(p∆t

h )−Ni‖
2
Ωi +

Ni∑
k=1

‖[p∆t
h ]k−1‖2Ωi

)
+ ‖K−

1
2 u∆t

h ‖2ΩT ≤
ε

2
‖p∆t
h ‖2ΩT +

1

2ε
‖q‖2ΩT +

1

2
‖ph,0‖2Ω.

The inf–sup condition for the weakly continuous velocity (4.7) and (3.4a) imply

‖p∆t
h ‖ΩT ≤ C‖K−

1
2 u∆t

h ‖ΩT .

Furthermore, the mortar inf–sup condition (4.10) and (3.4a) imply

‖λ∆T
H ‖ΓT ≤ C(‖K−

1
2 u∆t

h ‖ΩT + ‖p∆t
h ‖ΩT ).

Combining the above three inequalities, taking ε sufficiently small, and using (2.2) and (4.16), we
obtain (4.21). The existence and uniqueness of a solution follows from (4.21) by taking q = 0 and
p0 = 0.

Remark 4.5 (Control of divergence). Control on ‖∇ · u∆t
h ‖L2(0,T ;L2(Ωi)) can be established under

the assumption of matching time steps between subdomains and choosing the mortar finite element
space in time to match the subdomains. We present this result later in Section 6, along with
improved error estimates.
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5 A priori error analysis

In this section we derive a priori error estimates for the solution of the space-time mortar MFE
method (3.4).

5.1 Approximation properties of the space-time interpolants

Assume that the spaces V∆t
h and W∆t

h from (3.1) contain on each space-time element polynomials
in Pk and Pl, respectively, in space and Pq in time, where Pr denotes the space of polynomials of
degree up to r. Let Λ∆T

H contain on each space-time mortar element polynomials in Pm in space
and Ps in time. We have the following approximation properties for the space-time interpolants
P∆t
h and P∆T

H,Γ of Section 4.1 and Π∆t
h,0 of the proof of Lemma 4.1:

‖ψ −Π∆t
h,0ψ‖ΩT ≤ C

∑
i

‖ψ‖Hrq (0,T ;Hrk (Ωi))(h
rk + ∆trq) + C‖ψ‖

Hrq (0,T ;Hr̃k+ 1
2 (Ω))

(hr̃kH
1
2 + ∆trq),

0 < rk ≤ k + 1, 0 < r̃k ≤ k + 1, 0 ≤ rq ≤ q + 1, (5.1a)

‖ϕ− P∆t
h ϕ‖ΩTi ≤ C‖ϕ‖Hrq (0,T ;Hrl (Ωi))(h

rl + ∆trq), 0 ≤ rl ≤ l + 1, 0 ≤ rq ≤ q + 1, (5.1b)

‖ϕ− P∆T
H,Γϕ‖ΓTij ≤ C‖ϕ‖Hrs (0,T ;Hrm (Γij))(H

rm + ∆T rs), 0 ≤ rm ≤ m+ 1, 0 ≤ rs ≤ s+ 1.

(5.1c)

Bound (5.1a) follows from the approximation properties of Πh,0 obtained in [3, 5]. Bounds (5.1b)
and (5.1c) are standard approximation properties of the L2 projection [13].

In the analysis we will also use the following approximation property, which follows from the
stability of the L2 projection in L∞ [14]:

‖ϕ− P∆t
h ϕ‖L∞(0,T ;L2(Ωi)) ≤ C‖ϕ‖W rq,∞(0,T ;Hrl (Ωi))(h

rl + ∆trq), 0 ≤ rl ≤ l + 1, 0 ≤ rq ≤ q + 1.

(5.2)

We also recall the well-known discrete trace (inverse) inequality for a quasi-uniform mesh Th,i: for

all v ∈ Vh,i, ‖v · ni‖Γi ≤ Ch
− 1

2
i ‖v‖Ωi . This implies

∀v ∈ V∆t
h,i, ‖v · ni‖ΓTi ≤ Ch

− 1
2

i ‖v‖ΩTi . (5.3)

5.2 A priori error estimate

We proceed with the error estimate for the space-time mortar MFE method (3.4).

Theorem 5.1 (A priori error estimate). Assume that conditions (4.5) hold and that the solution
to (2.5) is sufficiently smooth. Let the space and time meshes Th,i and T ∆t

i be quasi-uniform, as
well as h ≤ Chi and ∆t ≤ C∆ti ∀i. Then there exists a constant C > 0 independent of the mesh
sizes h, H, ∆t, and ∆T , such that the solution to the space-time mortar MFE method (3.4) satisfies

‖p− p∆t
h ‖DG + ‖u− u∆t

h ‖ΩT + ‖p− p∆t
h ‖ΩT + ‖λ− λ∆T

H ‖ΓT

≤ C
(∑

i

‖u‖Hrq (0,T ;Hrk (Ωi))(h
rk + ∆trq) + ‖u‖

Hrq (0,T ;Hr̃k+ 1
2 (Ω))

(hr̃kH
1
2 + ∆trq)

+
∑
i

‖p‖W rq,∞(0,T ;Hrl (Ωi))∆t
− 1

2 (hrl + ∆trq) +
∑
i,j

‖λ‖Hrs (0,T ;Hrm (Γij))h
− 1

2 (Hrm + ∆T rs)
)
,

0 < rk ≤ k + 1, 0 < r̃k ≤ k + 1, 0 ≤ rq ≤ q + 1, 0 ≤ rl ≤ l + 1, 0 ≤ rm ≤ m+ 1, 0 ≤ rs ≤ s+ 1.

(5.4)
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Proof. For the purpose of the analysis, we consider the following equivalent formulation of (3.4) in
the space of weakly continuous velocities V∆t

h,0 given by (3.2): find u∆t
h,0 ∈ V∆t

h,0 and p∆t
h ∈W∆t

h such

that (p∆t
h,0)− = ph,0 and

aT (u∆t
h ,v) + bT (v, p∆t

h ) = 0 ∀v ∈ V∆t
h,0, (5.5a)

(∂̃tp
∆t
h , w)ΩT − bT (u∆t

h , w) = (q, w)ΩT ∀w ∈W∆t
h . (5.5b)

The fact that P∆T
H,Γ defined in (4.4) maps to Λ∆T

H and definition (3.2) imply that bTΓ (v,P∆T
H,Γλ) = 0

for all v ∈ V∆t
h,0, where λ = p|Γ is the pressure trace from (2.5). Then, subtracting (5.5a)–(5.5b)

from (2.5a)–(2.5b), we obtain the error equations

aT (u− u∆t
h ,v) + bT (v,P∆t

h p− p∆t
h ) + bTΓ (v, λ− P∆T

H,Γλ) = 0 ∀v ∈ V∆t
h,0, (5.6a)(

∂tp− ∂̃tp∆t
h , w

)
ΩT
− bT (Π∆t

h,0u− u∆t
h , w) = 0 ∀w ∈W∆t

h , (5.6b)

where we have also used (4.1) and (4.9a) to incorporate the interpolants P∆t
h and Π∆t

h,0. We take

v = Π∆t
h,0u− u∆t

h and w = P∆t
h p− p∆t

h and sum the two equations, resulting in

aT (Π∆t
h,0u− u∆t

h ,Π∆t
h,0u− u∆t

h ) +
(
∂tp− ∂̃tp∆t

h ,P∆t
h p− p∆t

h

)
ΩT

= aT (Π∆t
h,0u− u,Π∆t

h,0u− u∆t
h )− bTΓ (Π∆t

h,0u− u∆t
h , λ− P∆T

H,Γλ).
(5.7)

For the second term on the left of (5.7), restricted to a subdomain, we write∫ T

0

(
∂tp− ∂̃tp∆t

h ,P∆t
h p− p∆t

h

)
Ωi

=

∫ T

0

(
∂̃t(p− p∆t

h ),P∆t
h p− p∆t

h

)
Ωi

=

∫ T

0

(
∂̃t(p− p∆t

h ), p− p∆t
h

)
Ωi

+

∫ T

0

(
∂̃t(p− p∆t

h ),P∆t
h p− p

)
Ωi

=: Ii1 + Ii2.

(5.8)

Using (4.19) and notation (4.20), for the first term, we have∑
i

Ii1 =
1

2
‖p− p∆t

h ‖2DG −
1

2
‖p0 − ph,0‖2Ω. (5.9)

Using (3.3), the second term is

Ii2 =

Ni∑
k=1

∫ tki

tk−1
i

(
∂t(p− p∆t

h ),P∆t
h p− p

)
Ωi

+

Ni∑
k=1

(
[p− p∆t

h ]k−1, (P∆t
h p− p)+

k−1

)
Ωi
. (5.10)

For the first term on the right above, using the orthogonality property of P∆t
h , we develop

Ni∑
k=1

∫ tki

tk−1
i

(
∂t(p− p∆t

h ),P∆t
h p− p

)
Ωi

=

Ni∑
k=1

∫ tki

tk−1
i

(
∂t(p− P∆t

h p),P∆t
h p− p

)
Ωi

= −1

2

Ni∑
k=1

∫ tki

tk−1
i

∂t‖P∆t
h p− p‖2Ωi = −1

2

Ni∑
k=1

‖P∆t
h p− p‖2Ωi

∣∣∣tk
tk−1

.

(5.11)
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Combining (5.7)–(5.11), and using (2.2) and the Cauchy–Schwarz and Young inequalities, we obtain,

‖Π∆t
h,0u− u∆t

h ‖2ΩT + ‖p− p∆t
h ‖2DG

≤ C
(
‖Π∆t

h,0u− u‖ΩT ‖Π∆t
h,0u− u∆t

h ‖ΩT +
∑
i

‖(Π∆t
h,0u− u∆t

h ) · ni‖ΓTi ‖λ− P
∆T
H,Γλ‖ΓTi

+
∑
i

‖[p− p∆t
h ]k−1‖Ωi‖(P∆t

h p− p)+
k−1‖Ωi +

∑
i

Ni∑
k=1

‖P∆t
h p− p‖2Ωi

∣∣∣tk
tk−1

+ ‖p0 − ph,0‖2Ω
)

≤ ε
(
‖Π∆t

h,0u− u∆t
h ‖2ΩT + ‖p− p∆t

h ‖2DG

)
+ Cε

(
‖Π∆t

h,0u− u‖2ΩT + h−1‖λ− P∆T
H,Γλ‖2ΓT +

∑
i

Ni∑
k=1

‖(P∆t
h p− p)+

k−1‖
2
Ωi

)

+ C
(∑

i

Ni∑
k=1

‖P∆t
h p− p‖2Ωi

∣∣∣tk
tk−1

+ ‖p0 − ph,0‖2Ω
)
,

where we used the trace (inverse) inequality (5.3) for a quasi-uniform mesh Th,i and h ≤ Chi in
the last estimate. Taking ε sufficiently small gives

‖Π∆t
h,0u− u∆t

h ‖ΩT + ‖p− p∆t
h ‖DG ≤ C

(
‖Π∆t

h,0u− u‖ΩT + h−
1
2 ‖λ− P∆T

H,Γλ‖ΓT

+ ∆t−
1
2 ‖P∆t

h p− p‖L∞(0,T ;L2(Ω)) + ‖p0 − ph,0‖Ω
)
,

(5.12)

where we used that Ni ≤ CT
∆ti

for a quasi-uniform time mesh T ∆t
i and ∆t ≤ C∆ti to obtain the

factor ∆t−
1
2 .

Next, the inf–sup condition for the weakly continuous velocity (4.7) and (5.6a) imply, using (5.3)
and h ≤ Chi,

‖P∆t
h p− p∆t

h ‖ΩT ≤ C
(
‖u− u∆t

h ‖ΩT + h−
1
2 ‖λ− P∆T

H,Γλ‖ΓT
)
. (5.13)

Finally, to obtain a bound on λ∆T
H , we subtract (3.4a) from (2.5a), to obtain the error equation

aT (u− u∆t
h ,v) + bT (v, p− p∆t

h ) + bTΓ (v,P∆T
H,Γλ− λ∆T

H ) = bTΓ (v,P∆T
H,Γλ− λ) ∀v ∈ V∆t

h . (5.14)

The mortar inf–sup condition (4.10) and (5.14) imply, using (5.3) and h ≤ Chi,

‖P∆T
H,Γλ− λ∆T

H ‖ΓT ≤ C
(
‖u− u∆t

h ‖ΩT + ‖p− p∆t
h ‖ΩT + h−

1
2 ‖λ− P∆T

H,Γλ‖ΓT
)
. (5.15)

The assertion of the theorem follows from combining (5.12), (5.13), and (5.15) and using the triangle
inequality, (4.17), and the approximation bounds (5.1)–(5.2).

Remark 5.2 (The factors ∆t−
1
2 and h−

1
2 and appropriate choice of the polynomial degrees m

and s). The term h−
1
2 (Hrm + ∆T rs) in the error bound appears due the use of the discrete trace

(inverse) inequality (5.3) to control the consistency error bTΓ (Π∆t
h,0u − u∆t

h , λ − P∆T
H,Γλ). This term

can be made comparable to the other error terms in (5.4) by choosing m and s sufficiently large,
assuming that the solution is sufficiently smooth. Alternatively, this term can be improved if a
bound on ‖∇ · (u− u∆t

h )‖ΩTi is available, with the use of the normal trace inequality for H(div; Ωi)

functions. In this case the factor ∆t−
1
2 in the term ∆t−

1
2 (hrl + ∆trq) can also be avoided by using

a suitable time-interpolant for the pressure. We present this argument in the next section in the
special case of matching time steps between subdomains; then, additionally, the assumptions on
quasi-uniform space and time meshes Th,i and T ∆t

i can be avoided.
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6 Control of the velocity divergence and improved error estimates

In this section we establish stability and error estimates for the velocity divergence, along with an
improved error bound for the rest of the variables, as noted in Remark 5.2 above. For this section
only, we make the following assumption on the temporal discretization:

∀ i, j, W∆t
i = Λ∆T

ij = W∆t
j . (6.1)

In particular, we assume that all subdomains and mortar interfaces have the same time discretiza-
tion, which we denote by W∆t. Let tk, k = 0, . . . , N , be the discrete times and let q be the
polynomial degree in W∆t. In this section, consequently, ∆T = ∆t and s = q.

We will utilize the Radau reconstruction operator I [18, 44], which satisfies, for any ϕ(x, ·) ∈
W∆t, Iϕ(x, ·) ∈ H1(0, T ), Iϕ(x, ·)|(tk−1,tk) ∈ Pq+1, such that∫ tk

tk−1

∂tIϕφ =

∫ tk

tk−1

∂tϕφ+ [ϕ]k−1 φ
+
k−1 ∀φ(x, ·) ∈W∆t.

Recalling (3.3), this implies that∫ T

0
∂tIϕφ =

∫ T

0
∂̃tϕφ ∀φ(x, ·) ∈W∆t. (6.2)

Then the second equation (3.4b) of the space-time mortar mixed method can be rewritten as

(∂tIp∆t
h , w)ΩT − bT (u∆t

h , w) = (q, w)ΩT ∀w ∈W∆t
h . (6.3)

For notational convenience, for v ∈ V, let henceforth ∇h · v ∈ L2(Ω) be such that ∀ i, (∇h ·
v)|Ωi = ∇ · (v|Ωi).

6.1 Stability bound

We proceed with the stability bound for ‖∇h · u∆t
h ‖L2(0,T ;L2(Ω)); under assumption (6.1), this com-

plements the bound (4.21) of Theorem 4.4.

Theorem 6.1 (Control of divergence). Assume that condition (6.1) holds. Then, for the solution
of the space-time mortar method (3.4), there exists a constant C > 0 independent of h, H, ∆t, and
∆T such that

‖∂tIp∆t
h ‖ΩT + ‖∇h · u∆t

h ‖ΩT + ‖u∆t
h ‖DG ≤ C(‖q‖ΩT + ‖∇ ·K∇p0‖Ω).

Proof. Since ∂tIp∆t
h ∈ W∆t

h and ∇h · u∆t
h ∈ W∆t

h , (6.3) implies that ∂tIp∆t
h + ∇h · u∆t

h = P∆t
h q.

Therefore,
‖∂tIp∆t

h ‖2ΩT + ‖∇h · u∆t
h ‖2ΩT + 2

(
∂tIp∆t

h ,∇h · u∆t
h

)
ΩT

= ‖P∆t
h q‖2ΩT . (6.4)

To control the third term on the left, we note that (3.4a) implies that for each k = 1, . . . , N and
every t ∈ [tk−1, tk], it holds that

a(u∆t
h ,v) + b(v, p∆t

h ) + bΓ(v, λ∆T
H ) = 0 ∀v ∈ Vh.

Therefore, using that the initial data satisfy the above equation, see (4.18) and (4.15a), we have

aT (∂tIu∆t
h ,v) + bT (v, ∂tIp∆t

h ) + bTΓ (v, ∂tIλ∆T
H ) = 0 ∀v ∈ V∆t

h . (6.5)

Taking v = u∆t
h in (6.5) and µ = ∂tIλ∆T

H in (3.4c) and combining the equations, we obtain

− bT (u∆t
h , ∂tIp∆t

h ) = aT (∂tIu∆t
h ,u∆t

h ) =
1

2
‖K−

1
2 u∆t

h ‖2DG −
1

2
‖K−

1
2 (u∆t

h )−0 ‖
2
Ω, (6.6)

using (6.2), (4.19), and (4.20) for the second equality. The assertion of the lemma follows by
combining (6.4) and (6.6) and using (2.2), (4.18), and (4.16).
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6.2 Improved a priori error error estimate

In this section we utilize the control on ‖∇h · u∆t
h ‖ΩT to obtain error estimates that avoid the

factors h−
1
2 and ∆t−

1
2 that appear in the error estimate (5.4), together with the quasi-uniformity

assumption on the space and time meshes Th,i and T ∆t
i . To this end, we will use an alternative

time interpolant. Let P̃∆t : H1(0, T )→W∆t be such that, for any ϕ ∈ H1(0, T ),

∀ k = 1, . . . , N,

∫ tk

tk−1

(P̃∆tϕ− ϕ)w = 0 ∀w ∈ Pq−1, (P̃∆tϕ)−k = ϕ(tk). (6.7)

Let us further set (P̃∆tϕ)−0 = ϕ(0) and define the space-time interpolant

P̃∆t
h = Ph × P̃∆t. (6.8)

The following properties of P̃∆t and P̃∆t
h will be useful in the analysis.

Lemma 6.2 (Time derivative orthogonality). For all ϕ ∈ H1(0, T ) and w ∈W∆t,∫ T

0
∂tϕw =

∫ T

0
∂̃tP̃∆tϕw. (6.9)

Furthermore, for all ϕ ∈ H1(0, T ) and w ∈W∆t
h ,∫ T

0
(∂tϕ,w)Ω =

∫ T

0
(∂̃tP̃∆t

h ϕ,w)Ω. (6.10)

Proof. Using (6.7), we write∫ T

0
∂tϕw =

N∑
k=1

∫ tk

tk−1

∂tϕw =

N∑
k=1

(
−
∫ tk

tk−1

ϕ∂tw + ϕ(tk)w−k − ϕ(tk−1)w+
k−1

)
=

N∑
k=1

(
−
∫ tk

tk−1

P̃∆tϕ∂tw + (P̃∆tϕ)−k w
−
k − (P̃∆tϕ)−k−1w

+
k−1

)
=

N∑
k=1

(∫ tk

tk−1

∂tP̃∆tϕw + [P̃∆tϕ]k−1w
+
k−1

)
=

∫ T

0
∂̃tP̃∆tϕw,

where we used the definition (3.3) in the last equality. This establishes (6.9). The identity (6.10)

follows from (6.9), using that

∫ T

0
(∂tϕ,w)Ω =

∫ T

0
(∂tPhϕ,w)Ω.

Consider the space-time interpolants Π̃
∆t
h,0 = Πh,0 × P̃∆t in V∆t

h,0 and P̃∆t
h from (6.8) in W∆t

h .
Similarly to (5.1a) and (5.1b), they satisfy

‖ψ − Π̃
∆t
h,0ψ‖ΩT ≤ C

∑
i

‖ψ‖Hrq (0,T ;Hrk (Ωi))(h
rk + ∆trq) + C‖ψ‖

Hrq (0,T ;Hr̃k+ 1
2 (Ω))

(hr̃kH
1
2 + ∆trq),

0 < rk ≤ k + 1, 0 < r̃k ≤ k + 1, 1 ≤ rq ≤ q + 1, (6.11)

‖∇ · (ψ − Π̃
∆t
h,0ψ)‖ΩTi ≤ C‖∇ ·ψ‖Hrq (0,T ;Hrl (Ωi))(h

rl + ∆trq),

0 ≤ rl ≤ l + 1, 1 ≤ rq ≤ q + 1, (6.12)

‖ϕ− P̃∆t
h ϕ‖ΩTi ≤ C‖ϕ‖Hrq (0,T ;Hrl (Ωi))(h

rl + ∆trq), 0 ≤ rl ≤ l + 1, 1 ≤ rq ≤ q + 1, (6.13)
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with similar bounds in ‖ · ‖L∞(0,T ;L2(Ωi)), cf. (5.2). The use of P̃∆t
h will allow us to avoid the term

∆t−
1
2 in the error estimate.

We will also utilize the Scott–Zhang interpolant [48] P̃H,Γ : H1(Γ) → ΛH,Γ ∩ C(Γ), which can
be defined to preserve the trace on ∂Γ. Thus the function ϕ−P̃H,Γ ϕ can be extended continuously

by zero to ∂Ω \ Γ in the H
1
2 -norm. Let us denote this extension by E(ϕ − P̃H,Γ ϕ). Let P̃∆T

H,Γ =

P̃H,Γ × P̃∆t be the space-time mortar interpolant. It has the approximation property [48]

‖ϕ− P̃∆T
H,Γ‖t,ΓTij ≤ C‖ϕ‖Hrs (0,T ;Hrm (Γij))(H

rm−t + ∆T rs),

1 ≤ rm ≤ m+ 1, 1 ≤ rs ≤ s+ 1, 0 ≤ t ≤ 1.
(6.14)

The use of P̃∆T
H,Γ, along with the well-known normal trace inequality, for all v ∈ H(div; Ωi),

‖v · ni‖− 1
2
,∂Ωi
≤ C‖v‖div;Ωi , which implies

∀v ∈ L2(0, T ; Vi), ‖v · ni‖
L2(0,T ;H−

1
2 (∂Ωi))

≤ C‖v‖L2(0,T ;Vi), (6.15)

will allow us to avoid the h−
1
2 term in the error estimate.

We are ready to prove the following error estimate that improves the bound (5.4) of Theorem 5.1
under assumption (6.1).

Theorem 6.3 (Improved a priori error estimate). Assume that conditions (4.5a) and (6.1) hold and
that the solution to (2.5) is sufficiently smooth. Then there exists a constant C > 0 independent of
the mesh sizes h, H, ∆t, and ∆T , such that the solution to the space-time mortar MFE method (3.4)
satisfies

‖u(tN )− (u∆t
h )−N‖Ω + ‖u− u∆t

h ‖ΩT + ‖∇h · (u− u∆t
h )‖ΩT

+ ‖p(tN )− (p∆t
h )−N‖Ω + ‖p− p∆t

h ‖ΩT + ‖λ− λ∆T
H ‖ΓT

≤ C
(∑

i

‖u‖W rq,∞(0,T ;Hrk (Ωi))(h
rk + ∆trq) + ‖u‖

W rq,∞(0,T ;Hr̃k+ 1
2 (Ω))

(hr̃kH
1
2 + ∆trq)

+
∑
i

‖p‖W rq,∞(0,T ;Hrl (Ωi))(h
rl + ∆trq) +

∑
i,j

‖λ‖Hrs (0,T ;Hrm (Γij))(H
rm− 1

2 + ∆T rs)

+
∑
i

‖u‖H1(0,T ;Hrk (Ωi))h
rk + ‖u‖

H1(0,T ;Hr̃k+ 1
2 (Ω))

hr̃kH
1
2 +

∑
i,j

‖λ‖H1(0,T ;Hrm (Γij))H
rm− 1

2

)
,

0 < rk ≤ k + 1, 0 < r̃k ≤ k + 1, 1 ≤ rq ≤ q + 1, 0 ≤ rl ≤ l + 1,
1

2
≤ rm ≤ m+ 1, 1 ≤ rs ≤ s+ 1.

(6.16)

Proof. Subtracting (5.5a)–(5.5b) from (2.5a)–(2.5b), we obtain the error equations, ∀v ∈ V∆t
h,0,

w ∈W∆t
h ,

aT (u− u∆t
h ,v) + bT (v, P̃∆t

h p− p∆t
h ) + bT (v, p− P̃∆t

h p) + bTΓ (v, λ− P̃∆T
H,Γλ) = 0, (6.17a)(

∂tp− ∂̃tp∆t
h , w

)
ΩT
− bT (Π̃

∆t
h,0u− u∆t

h , w)− bT (u− Π̃
∆t
h,0u, w) = 0. (6.17b)

We note the extra third terms in (6.17a) and (6.17b) compared to (5.6a) and (5.6b), which appear

since P̃∆t has orthogonality only for Pq−1. We take v = Π̃
∆t
h,0u−u∆t

h and w = P̃∆t
h p−p∆t

h and sum
the two equations, obtaining

aT (Π̃
∆t
h,0u− u∆t

h , Π̃
∆t
h,0u− u∆t

h ) +
(
∂tp− ∂̃tp∆t

h , P̃∆t
h p− p∆t

h

)
ΩT

= aT (Π̃
∆t
h,0u− u, Π̃

∆t
h,0u− u∆t

h )− bT (Π̃
∆t
h,0u− u∆t

h , p− P̃∆t
h p)

− bTΓ (Π̃
∆t
h,0u− u∆t

h , λ− P̃∆T
H,Γλ) + bT (u− Π̃

∆t
h,0u, P̃∆t

h p− p∆t
h ).

(6.18)
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For the second term on the left, using (6.10), (4.19), and (4.20), we write(
∂tp− ∂̃tp∆t

h , P̃∆t
h p− p∆t

h

)
ΩT

=
(
∂̃t(P̃∆t

h p− p∆t
h ), P̃∆t

h p− p∆t
h

)
ΩT

=
1

2
‖P̃∆t

h p− p∆t
h ‖2DG −

1

2
‖Php0 − ph,0‖2Ω.

(6.19)

Combining (6.18) and (6.19), and using the Cauchy–Schwarz and Young inequalities, we obtain,

‖Π̃∆t
h,0u− u∆t

h ‖2ΩT + ‖P̃∆t
h p− p∆t

h ‖2DG

≤ C
(
‖Π̃∆t

h,0u− u‖ΩT ‖Π̃
∆t
h,0u− u∆t

h ‖ΩT + ‖∇h · (Π̃
∆t
h,0u− u∆t

h )‖ΩT ‖p− P̃∆t
h p‖ΩT + ‖Php0 − ph,0‖2Ω

+ ‖∇h · (u− Π̃
∆t
h,0u)‖ΩT ‖P̃∆t

h p− p∆t
h ‖ΩT

+
∑
i

‖(Π̃∆t
h,0u− u∆t

h ) · ni‖
L2(0,T ;H−

1
2 (∂Ωi))

‖E(λ− P̃∆T
H,Γλ)‖

L2(0,T ;H
1
2 (∂Ωi))

)
≤ ε1

(
‖Π̃∆t

h,0u− u∆t
h ‖2ΩT + ‖∇h · (Π̃

∆t
h,0u− u∆t

h )‖2ΩT + ‖P̃∆t
h p− p∆t

h ‖2ΩT
)

+ C‖Php0 − ph,0‖2Ω

+ Cε1

(
‖Π̃∆t

h,0u− u‖2ΩT + ‖∇h · (u− Π̃
∆t
h,0u)‖2ΩT + ‖p− P̃∆t

h p‖2ΩT + ‖λ− P̃∆T
H,Γλ‖2

L2(0,T ;H
1
2 (Γ))

)
,

(6.20)

where we used (6.15) in the last inequality. To complete the estimate, we bound the pressure,
mortar, and divergence errors. The inf–sup condition for the weakly continuous velocity (4.7)
and (6.17a) imply, using (6.15),

‖P̃∆t
h p− p∆t

h ‖ΩT ≤ C
(
‖Π̃∆t

h,0u− u∆t
h ‖ΩT + ‖u− Π̃

∆t
h,0u‖ΩT

+ ‖p− P̃∆t
h p‖ΩT + ‖λ− P̃∆T

H,Γλ‖L2(0,T ;H
1
2 (Γ))

)
.

(6.21)

To bound the mortar error using the mortar inf–sup condition (4.10), we subtract (3.4a) from
(2.5a), to obtain the error equation

aT (u− u∆t
h ,v) + bT (v, p− p∆t

h ) + bTΓ (v, P̃∆T
H,Γλ− λ∆T

H ) + bTΓ (v, λ− P̃∆T
H,Γλ) = 0 ∀v ∈ V∆t

h . (6.22)

The mortar inf–sup condition (4.10) and (6.22) imply, using (6.15),

‖P̃∆T
H,Γλ− λ∆T

H ‖ΓT ≤ C
(
‖Π̃∆t

h,0u− u∆t
h ‖ΩT + ‖u− Π̃

∆t
h,0u‖ΩT

+ ‖P̃∆t
h p− p∆t

h ‖ΩT + ‖p− P̃∆t
h p‖ΩT + ‖λ− P̃∆T

H,Γλ‖L2(0,T ;H
1
2 (Γ))

)
.

(6.23)

Next, to bound on the divergence error, using (6.2) and (6.10), we rewrite (6.17b) as(
∂t(IP̃∆t

h p− Ip∆t
h ), w

)
ΩT
− bT (Π̃

∆t
h,0u− u∆t

h , w) = bT (u− Π̃
∆t
h,0u, w),

concluding that ∂t(IP̃∆t
h p− Ip∆t

h ) +∇h · (Π̃
∆t
h,0u− u∆t

h ) = −P∆t
h

(
∇h · (u− Π̃

∆t
h,0u)

)
. Therefore,

‖∂t(IP̃∆t
h p− Ip∆t

h )‖2ΩT + ‖∇h · (Π̃
∆t
h,0u− u∆t

h )‖2ΩT

+ 2
(
∂t(IP̃∆t

h p− Ip∆t
h ),∇h · (Π̃

∆t
h,0u− u∆t

h )
)

ΩT
= ‖P∆t

h

(
∇h · (u− Π̃

∆t
h,0u)

)
‖2ΩT .

(6.24)
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To control the third term on the left, we note that, since the subdomain and mortar time discretiza-
tions are the same, the error equation (6.17a) holds for every t ∈ [tk−1, tk], k = 1, . . . , N , with a
test function v ∈ Vh,0. Therefore, similarly to (6.5), it implies that

aT (∂t(u− Iu∆t
h ),v) + bT (v, ∂t(p− Ip∆t

h )) + bTΓ (v, ∂t(λ− Iλ∆T
H )) = 0 ∀v ∈ V∆t

h . (6.25)

The first term is manipulated as

aT (∂t(u− Iu∆t
h ),v) = aT (∂t(u−Πh,0u),v) + aT (∂t(Πh,0u− Iu∆t

h ),v)

= aT (∂t(u−Πh,0u),v) + aT (∂̃t(Π̃
∆t
h,0u− u∆t

h ),v),
(6.26)

using (6.9) and (6.2) in the last equality. For the second term in (6.25) we write

bT (v, ∂t(p− Ip∆t
h )) = bT (v, ∂t(IP̃∆t

h p− Ip∆t
h )), (6.27)

using (6.10), (6.2), and the fact that ∇h · v ∈W∆t
h . The third term in (6.25) is manipulated as

bTΓ (v, ∂t(λ− Iλ∆T
H )) = bTΓ (v, ∂t(λ− P̃H,Γλ)) + bTΓ (v, ∂t(P̃H,Γλ− Iλ∆T

H ))

= bTΓ (v, ∂t(λ− P̃H,Γλ)) + bTΓ (v, ∂t(IP̃∆t
H,Γλ− Iλ∆T

H )),
(6.28)

using (6.9) and (6.2) in the last equality. Now, combining (6.25)–(6.28), taking v = Π̃
∆t
h,0u−u∆t

h ∈
V∆t
h,0, and using that ∂t(IP̃∆t

H,Γλ− Iλ∆T
H ) ∈ Λ∆T

H to deduce that the last term in (6.28) is zero, we
obtain(

∂t(IP̃∆t
h p− Ip∆t

h ),∇h · (Π̃
∆t
h,0u− u∆t

h )
)

ΩT
= aT (∂̃t(Π̃

∆t
h,0u− u∆t

h ), Π̃
∆t
h,0u− u∆t

h )

+ aT (∂t(u−Πh,0u), Π̃
∆t
h,0u− u∆t

h ) + bTΓ (Π̃
∆t
h,0u− u∆t

h , ∂t(λ− P̃H,Γλ)).
(6.29)

Combining (6.24) and (6.29) and using (4.19) and the Cauchy–Schwarz and Young inequalities, we
arrive at

‖∂t(IP̃∆t
h p− Ip∆t

h )‖2ΩT + ‖∇h · (Π̃
∆t
h,0u− u∆t

h )‖2ΩT + ‖Π̃∆t
h,0u− u∆t

h ‖2DG

≤ ε2
(
‖Π̃∆t

h,0u− u∆t
h ‖2ΩT + ‖∇h · (Π̃

∆t
h,0u− u∆t

h )‖2ΩT
)

+ ‖∇h · (u− Π̃
∆t
h,0u)‖2ΩT

+ Cε2

(
‖∂t(u−Πh,0u)2

ΩT + ‖∂t(λ− P̃H,Γλ)‖2
L2(0,T ;H

1
2 (Γ))

)
+ C‖Πh,0u0 − uh,0‖2Ω.

(6.30)

Combining (6.20), (6.21), (6.23), and (6.30), taking ε1 and ε2 small enough, we obtain

‖Π̃∆t
h,0u− u∆t

h ‖2ΩT + ‖∇h · (Π̃
∆t
h,0u− u∆t

h )‖2ΩT + ‖Π̃∆t
h,0u− u∆t

h ‖2DG

+ ‖P̃∆t
h p− p∆t

h ‖2ΩT + ‖P̃∆t
h p− p∆t

h ‖2DG + ‖P̃∆T
H,Γλ− λ∆T

H ‖2ΓT

≤ C
(
‖u− Π̃

∆t
h,0u‖2L2(0,T ;V) + ‖p− P̃∆t

h p‖2ΩT + ‖λ− P̃∆T
H,Γλ‖2

L2(0,T ;H
1
2 (Γ))

+ ‖∂t(u−Πh,0u)‖2ΩT

+ ‖∂t(λ− P̃H,Γλ)‖2
L2(0,T ;H

1
2 (Γ))

+ ‖Πh,0u0 − uh,0‖2Ω + ‖Php0 − ph,0‖2Ω
)
.

Finally, using the triangle inequality, the approximation properties (6.11)–(6.14), and the initial
error bound (4.17), we arrive at (6.16). We remark that in the final bound, we have kept only
the term at time tN from the norm ‖ · ‖DG, since the approximation error in the full ‖ · ‖DG norm

involves a ∆t−
1
2 factor.

Remark 6.4 (Significance of the improved error estimate). The error estimate (6.16) avoids the

factors h−
1
2 and ∆t−

1
2 , which appeared in the earlier bound (5.4), and thus provides optimal order of

convergence for all variables. Moreover, it provides a bound on the velocity divergence error. To the
best of the authors’ knowledge, such result has not been established in the literature for space-time
mixed finite element methods with a DG time discretization, even on a single domain.
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7 Reduction to an interface problem

In this section we combine the time-dependent Steklov–Poincaré operator approach from [33] with
the mortar domain decomposition algorithm from [3, 5] to reduce the global problem (3.4) to a
space-time interface problem.

7.1 Decomposition of the solution

Consider a decomposition of the solution to (3.4) in the form

u∆t
h = u∆t,∗

h (λ∆T
H ) + u∆t

h , p∆t
h = p∆t,∗

h (λ∆T
H ) + p∆t

h . (7.1)

Here, u∆t
h ∈ V∆t

h , p∆t
h ∈ W∆t

h are such that for each ΩT
i , (u∆t

h |ΩTi ∈ V∆t
h,i, p

∆t
h |ΩTi ∈ W

∆t
h,i ) is the

solution to the space-time subdomain problem in ΩT
i with zero Dirichlet data on the space-time

interfaces and the prescribed source term, initial data, and boundary data on the external boundary:

aTi (u∆t
h ,v) + bTi (v, p∆t

h ) = 0 ∀v ∈ V∆t
h,i (7.2a)

(∂̃tp
∆t
h , w)ΩTi

− bTi (u∆t
h , w) = (q, w)ΩTi

∀w ∈W∆t
h,i . (7.2b)

Furthermore, for a given µ ∈ Λ∆T
H , u∆t,∗

h (µ) ∈ V∆t
h , p∆t,∗

h (µ) ∈ W∆t
h are such that for each ΩT

i ,

(u∆t,∗
h (µ)|ΩTi ∈ V∆t

h,i, p
∆t,∗
h (µ)|ΩTi ∈ W∆t

h,i ) is the solution to the space-time subdomain problem

in ΩT
i with Dirichlet data µ on the space-time interfaces and zero source term, initial data, and

boundary data on the external boundary:

aTi (u∆t,∗
h (µ),v) + bTi (v, p∆t,∗

h (µ)) = −〈v · ni, µ〉ΓTi ∀v ∈ V∆t
h,i, (7.3a)

(∂̃tp
∆t,∗
h (µ), w)ΩTi

− bTi (u∆t,∗
h (µ), w) = 0 ∀w ∈W∆t

h,i . (7.3b)

Note that both (7.2) and (7.3) are posed in the individual space-time subdomains ΩT
i and can thus

be solved in parallel (on the entire space-time subdomains ΩT
i , without any synchronization on

time steps). It is easy to check that (3.4) is equivalent to solving the space-time interface problem:
find λ∆T

H ∈ Λ∆T
H such that

− bTΓ (u∆t,∗
h (λ∆T

H ), µ) = bTΓ (u∆t
h , µ) ∀µ ∈ Λ∆T

H , (7.4)

and obtaining u∆t
h and p∆t

h from (7.1)–(7.3).

7.2 Space-time Steklov–Poincaré operator

The above problem can be written in an operator form: find λ∆T
H ∈ Λ∆T

H such that

S λ∆T
H = g, (7.5)

where S : Λ∆T
H → Λ∆T

H is the space-time Steklov–Poincaré operator defined as

〈Sλ, µ〉ΓT =
∑
i

〈Siλ, µ〉ΓTi , 〈Siλ, µ〉ΓTi = −〈u∆t,∗
h (λ) · ni, µ〉ΓTi ∀λ, µ ∈ Λ∆T

H , (7.6)

and g ∈ Λ∆T
H is defined as 〈g, µ〉ΓT = bΓ(u∆t

h , µ) ∀µ ∈ Λ∆T
H .
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Lemma 7.1 (Space-time Steklov–Poincaré operator). Assume that conditions (4.5) hold. Then
the operator S defined in (7.6) is positive definite.

Proof. For λ, µ ∈ Λ∆T
H , consider (7.3a) with data µ and test function v = u∆t,∗

h (λ). This implies,
using (7.6),

〈Sλ, µ〉ΓT = aT (u∆t,∗
h (µ),u∆t,∗

h (λ)) + bT (u∆t,∗
h (λ), p∆t,∗

h (µ))

= aT (u∆t,∗
h (µ),u∆t,∗

h (λ)) + (∂̃tp
∆t,∗
h (λ), p∆t,∗

h (µ))ΩT ,
(7.7)

where we have used (7.3b) with data λ and test function p∆t,∗
h (µ) in the second equality. Lemma 4.3

together with p∆t,∗
h (µ)(x, 0) = 0 (recall that zero initial data is supposed in (7.3)) imply that

〈Sµ, µ〉ΓT ≥ aT (u∆t,∗
h (µ),u∆t,∗

h (µ)) ≥ 0 ∀µ ∈ Λ∆T
H , (7.8)

hence S is positive semi-definite. Assume that 〈Sµ, µ〉ΓT = 0. Then u∆t,∗
h (µ) = 0. The inf–sup

condition for the weakly continuous velocity (4.7) and (7.3a) imply p∆t,∗
h (µ) = 0. Then the mortar

inf–sup condition (4.10) and (7.3a) imply µ = 0, thus S is positive definite.

Due to Lemma 7.1, GMRES can be employed to solve the interface problem (7.5). On each
GMRES iteration, the dominant computational cost is the evaluation of the action of S, which
requires solving space-time problems with prescribed Dirichlet interface data in each individual
space-time subdomain Ωi × (0, T ). The following result can be used to provide a bound on the
number of GMRES iterations.

Theorem 7.2 (Spectral bound). Assume that conditions (4.5) hold. Let Th,i be quasi-uniform and
h ≤ Chi ∀i. Then there exist positive constants C0 and C1 independent of the mesh sizes h, H,
∆t, and ∆T , such that

∀µ ∈ Λ∆T
H , C0‖µ‖2ΓT ≤ 〈Sµ, µ〉ΓT ≤ C1h

−1‖µ‖2ΓT . (7.9)

Proof. Using (7.6), the Cauchy–Schwarz inequality, (5.3), and h ≤ Chi, we obtain

〈Siµ, µ〉ΓTi ≤ ‖u
∆t,∗
h (µ) · ni‖ΓTi ‖µ‖ΓTi ≤ Ch

− 1
2 ‖u∆t,∗

h (µ)‖ΩTi ‖µ‖ΓTi ≤ Ch
− 1

2 〈Siµ, µ〉
1
2

ΓTi
‖µ‖ΓTi ,

where we used (7.8), which is also valid on each ΩT
i , in the last inequality. This implies the upper

bound in (7.9).
To prove the lower bound in (7.9), we consider the set of auxiliary subdomain problems (4.11)

with data µ. Let vi = Π∆t
h,iψi and recall that vi · ni = Q∆t

h,i µ. Using (4.6) and (7.3a), we have

‖µ‖2ΓT ≤ C
∑
i

〈Q∆t
h,i µ,Q∆t

h,i µ〉ΓTi = C
∑
i

〈Q∆t
h,i µ, µ〉ΓTi = C

∑
i

〈vi · ni, µ〉ΓTi ,

= −C
∑
i

(
aTi (u∆t,∗

h (µ),vi) + bTi (vi, p
∆t,∗
h (µ))

)
≤ C

∑
i

(
‖u∆t,∗

h (µ)‖2
ΩTi

+ ‖p∆t,∗
h (µ)‖2

ΩTi

) 1
2 ‖vi‖L2(0,T ;Vi)

≤ C

{∑
i

‖u∆t,∗
h (µ)‖2

ΩTi

} 1
2
{∑

i

‖µ‖2
ΓTi

} 1
2

≤ C〈Sµ, µ〉
1
2

ΓT
‖µ‖ΓT .
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In the next to last inequality above, we used the Cauchy–Schwarz inequality together with the inf–
sup condition (4.7) and (7.3a) to bound ‖p∆t,∗

h (µ)‖ΩT and the elliptic regularity (4.14) to bound
‖vi‖L2(0,T ;Vi). In the last inequality we used (7.8). This concludes the proof.

7.3 GMRES convergence through the field-of-values estimates

Theorem 7.2 leads to convergence estimates for solving the interface problem (7.5) with GMRES.
In [17, Theorem 3.3], a bound is shown for the k-th residual rk of the generalized conjugate residual
method for solving a system with a positive definite matrix S ∈ Rn×n, which also applies to GMRES.
It can be stated in terms of angle β ∈ [0, π/2), see [9]:

‖rk‖ ≤ sink(β)‖r0‖, where cos(β) =
λmin((S + ST )/2)

‖S‖
, (7.10)

where ‖·‖ denotes the Euclidean vector norm and the induced matrix norm. The quantities in (7.10)
can be interpreted in terms of the field-of-values of S, defined as

W (S) = {ζTS ζ : ζ ∈ Cn, ‖ζ‖ = 1}.

It is known (see [36, Chapter 15]) that W (S) is a compact and convex set in the complex plane
that contains (but is usually much larger than) the eigenvalues of S. Because S is positive definite,
0 6∈W (S), and because S is real, the smallest eigenvalue of the symmetric part of S is actually the
distance from 0 to W (S), so that the angle β can be improved to, see [9] or [29, Theorem 2.2.2],

cos(β) =
dist(0,W (S))

‖S‖
.

The above bound, together with inequalities (7.9) obtained in Theorem 7.2, imply that the reduction
in the k-th GMRES residual for solving the interface problem (7.5) is bounded by

‖rk‖ ≤
(√

1− (C0/C1)2h2
)k
‖r0‖. (7.11)

A similar inequality, allowing for an explicit preconditioning matrix, has been obtained in [49].

8 Numerical results

In this section, we present several numerical results obtained with the space-time mortar method
developed in Section 3.2, illustrating the convergence rates and other theoretical results obtained
in the previous sections. The method is implemented using the deal.II finite element package [7].

In all the examples, we consider two-dimensional spatial domains and take the mixed finite
element spaces Vh,i ×Wh,i on the spatial subdomain Ωi to be the lowest order Raviart–Thomas
pair RT0 × DGQ0 (i.e., k = l = 0) on quadrilateral meshes [11], where DGQr denotes the space
of discontinuous piecewise polynomials of degree up to r in each variable. Combining this with
the lowest-order DG (backward Euler, q = 0) for time discretization on the mesh T ∆t

i gives us a
space-time mixed finite element space V∆t

h,i ×W∆t
h,i in ΩT

i as detailed in Section 3.1. We test two

different choices for the mortar finite element space Λ∆T
H,ij on the space-time interface mesh T ∆T

H,ij ,
with ∆T suitably chosen as a function of ∆t, depending on the mortar space polynomial degree.
These are discontinuous bilinear DGQ1 (m = s = 1) and biquadratic DGQ2 (m = s = 2) mortars.

For solving the interface problem identified in Section 7.2, we have implemented the GMRES
algorithm without preconditioner. Developing a preconditioner for the iterative solver, which could
significantly reduce the number of iterations, and its theoretical analysis is a subject of future
research.

22



Table 1: Example 1, mesh size and number of degrees of freedom

Ref. ΩT
1 ΩT

2 ΩT
3 ΩT

4 ΓT (m = 1) ΓT (m = 2)

No. n1 N1 #DoF n2 N2 #DoF n3 N3 #DoF n4 N4 #DoF nΓ NΓ #DoF nΓ NΓ #DoF

0 3 3 33 2 2 16 4 4 56 3 3 33 1 1 16 1 1 36

1 6 6 120 4 4 56 8 8 208 6 6 120 2 2 64

2 12 12 456 8 8 208 16 16 800 12 12 456 4 4 256 2 2 144

3 24 24 1776 16 16 800 32 32 3136 24 24 1776 8 8 1024

4 48 48 7008 32 32 3136 64 64 12416 48 48 7008 16 16 4096 4 4 576

Table 2: Example 1, convergence with bilinear mortars

Ref. # GMRES ‖u− u∆t
h ‖L2(0,T ;L2(Ω)) ‖p− p∆t

h ‖DG ‖p− p∆t
h ‖L2(0,T ;W ) ‖λ− λ∆T

H ‖L2(0,T ;ΛH)

0 11 Rate 6.50e-01 Rate 1.21e+00 Rate 7.91e-01 Rate 7.98e-01 Rate

1 23 -1.06 3.63e-01 0.84 7.21e-01 0.75 4.76e-01 0.73 5.11e-01 0.64

2 39 -0.76 1.74e-01 1.06 3.19e-01 1.18 2.46e-01 0.95 2.34e-01 1.13

3 59 -0.60 8.63e-02 1.02 1.46e-01 1.13 1.25e-01 0.98 1.20e-01 0.96

4 86 -0.54 4.29e-02 1.01 6.93e-02 1.08 6.25e-02 1.00 6.11e-02 0.97

8.1 Example 1: convergence test

In this example, we solve the parabolic problem (2.1) with a known solution to verify the accuracy
of the space-time mortar method. We also discuss the correspondence of the number of interface
GMRES iterations to the theoretical estimate. We further compare the accuracy and computational
cost with DGQ1 and DGQ2 mortar spaces. We use the known pressure function p(x, y, t) =
sin(8t) sin(11x) cos(11y − π

4 ) along with permeability K = I2×2 to determine the right-hand side q
in (2.1) and impose Dirichlet boundary condition and initial condition on the space-time domain
ΩT = (0, 1)2 × (0, 0.5).

We partition the space domain Ω into four identical squares Ωi, i = 1, 2, 3, 4, with Ω1 =
(0, 0.5) × (0, 0.5), Ω2 = (0.5, 1) × (0, 0.5), Ω3 = (0, 0.5) × (0.5, 1), and Ω4 = (0.5, 1) × (0.5, 1).
The space-time domain ΩT is correspondingly partitioned into four space-time subdomains ΩT

i ,
i = 1, 2, 3, 4. We start with an initial grid for each ΩT

i and ΓTij and refine it successively 4 times
to test the convergence rate of the solutions with respect to the actual known solution. The
subdomains ΩT

i maintain a checkerboard non-matching mesh structure throughout the refinement
cycles. In particular, let ni be number of elements in either the x or y-directions and let Ni be the
number of elements in the t-direction in subdomain ΩT

i . The initial grids are chosen as n1 = N1 = 3,
n2 = N2 = 2, n3 = N3 = 4, and n4 = N4 = 3, see Table 1. Note that h = ∆t. In the case of bilinear
mortars, we maintain H = 2h and ∆T = 2∆t, halving the mesh sizes on each refinement cycle.
For biquadratic mortars, we start with H = 2h and ∆T = 2∆t, but refine the mortar mesh only
every other time to maintain H =

√
h and ∆T =

√
∆t. The coarser mesh on ΓT in the biquadratic

Table 3: Example 1, convergence with biquadratic mortars

Ref. # GMRES ‖u− u∆t
h ‖L2(0,T ;L2(Ω)) ‖p− p∆t

h ‖DG ‖p− p∆t
h ‖L2(0,T ;W ) ‖λ− λ∆T

H ‖L2(0,T ;ΛH)

0 18 Rate 6.81e-01 Rate 1.35e+00 Rate 8.39e-01 Rate 2.13e+00 Rate

2 34 -0.46 1.70e-01 1.00 3.51e-01 0.97 2.51e-01 0.87 2.82e-01 1.46

4 57 -0.37 4.48e-02 0.96 8.59e-02 1.02 6.59e-02 0.96 9.20e-02 0.81
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(a) On the whole space-time domain ΩT

(b) On ΩT1 ∪ ΩT4 (c) On ΩT2 ∪ ΩT3

Figure 2: Example 1, pressure computed using bilinear mortars shown on the space-time grid at
refinement 3.

(a) On ΩT1 ∪ ΩT4 (b) On ΩT2 ∪ ΩT3

Figure 3: Example 1, x-component of velocity computed using bilinear mortars shown on the
space-time grid at refinement 3.
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(a) On ΩT1 ∪ ΩT4 (b) On ΩT2 ∪ ΩT3

Figure 4: Example 1, y-component of velocity computed using bilinear mortars shown on the
space-time grid at refinement 3.

mortar case DGQ2 is compensated by the higher degree of the space. In particular, the last term
on the right hand side in the bound (5.4) from Theorem 5.1 gives O(h−

1
2Hm+1). With m = 1 and

H = O(h), this results in O(h
3
2 ), while with m = 2 and H = O(h

1
2 ), it gives O(h). Similarly, the

last term in the bound (6.16) from Theorem 6.3 gives O(Hm+ 1
2 ). With m = 1 and H = O(h), this

results in O(h
3
2 ), while with m = 2 and H = O(h

1
2 ), it gives O(h

5
4 ). In all cases, the order is no

smaller than the optimal order O(h) with respect to the RT0 ×DGQ0 finite element spaces. More
details on the mesh refinement are given in Table 1. There we also report the number of spatial
degrees of freedom of the spaces RT0 ×DGQ0 on Ωi, as well as the number of space-time degrees
of freedom of the mortar space DGQ1 or DGQ2 on ΓT .

In Tables 2 and 3 we report the relative errors with respect to the norm of the true solution, as
well as the convergence rates as powers of the subdomain discretization parameters h and ∆t. We
observe optimal first order convergence of the method using both bilinear and biquadratic mortars.
We note that the ∆t−

1
2 loss in convergence rate in the bound from Theorem 5.1 is not observed in

the numerical results. In Tables 2 and 3 we also report the growth rate for the number of GMRES
iterations in the case of bilinear and biquadratic mortars, respectively. We recall that Theorem
7.2 bounds the spectral ratio of the interface operator S by O(h−1). Thus, up to deviation from a
normal matrix, the growth rate is expected to be O(h−0.5) [37,38]. This is close to what we observe
in Tables 2 and 3.

We further compare the performance of bilinear and biquadratic mortars. As expected, the
accuracy of the two cases at the same refinement level is comparable, which is evident from Tables 2
and 3. On the other hand, since the biquadratic mortar space DGQ2 has far fewer degrees of
freedom compared to bilinear mortar space DGQ1, the former results in a smaller number of
GMRES iterations. Thus, choosing higher mortar degrees m, s with a coarser mortar mesh results
in a computationally more efficient method compared to using smaller m, s and a finer mortar
mesh.

Finally, the computed solution is presented in three-dimensional space-time plots in Figures 2–
4. Note that the z-axis corresponds to time direction t. The plots clearly show the continuity of
pressure and velocity, which is imposed in a weak sense, across the space-time interfaces.
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8.2 Example 2: problem with a boundary layer

In this example, we demonstrate the advantages of applying the multiscale mortar space-time
domain decomposition method to a problem where the solution variables, pressure and velocity, vary
on different scales across the space-time domain. For this, we use the known solution, p(x, y, t) =

1000xyt e−10(x2+y2+ 1
4
t2) along with permeability K = I2×2 to determine the right-hand side q

in (2.1) and impose Dirichlet boundary condition and initial condition on the space-time domain
ΩT = (0, 1)2 × (0, 0.5). By construction, p(x, y, t) varies rapidly in both space and time along the
lower-left corner of ΩT , forming a sharp boundary layer. The pressure decays exponentially away
from this corner and is close to zero over a large part of the domain. This calls for an efficient
multiscale method that would take advantage of the multiscale nature of the problem and provide
better resolution around the lower-left corner compared to the rest of ΩT .

We partition ΩT into 4×4 identical space-time subdomains ΩT
i . From the knowledge about the

variation of the true pressure, we design a multiscale space-time grid on ΩT , where the refinement
of the grid on each ΩT

i is proportional to the amount of pressure variation. The finest mesh on
ΩT
i has h = 1/128 and ∆t = 1/64, and the coarsest mesh on ΩT

i has h = 1/8 and ∆t = 1/8,
see Figures 5–6 for the mesh refinement. The coarser meshes on the majority of the space-time
subdomains reduce the computational complexity of the subdomain solves associated with them.
We use a linear mortar (m = s = 1) on the subdomain interfaces. The mortar mesh sizes in space
are chosen as follows. For vertical interfaces (fixed x) between subdomains on the bottom row, the
one along the boundary layer, we set H = 1/32. For the next row of subdomains we set H = 1/16,
and for the other two rows, H = 1/8. Similarly, for the horizontal interfaces (fixed y) between
subdomains on the left column we set H = 1/32, for the second column, H = 1/16, and for the
other two columns, H = 1/8. We choose ∆T = 1/8 on all interfaces. These choices guarantee that
the mortar assumption (4.6) is satisfied and that the dimension of the interface problem is reduced,
while at the same time provide suitable resolution to enforce weakly flux continuity across the
space-time interfaces. For comparison, we solve the problem using a uniformly fine and matching
subdomain mesh with h = H = 1/128 and ∆t = ∆T = 1/64. A comparison of the number of
GMRES iterations and the relative errors from the multiscale and the fine-scale methods is given
in Table 4. It shows that the multiscale and the fine-scale solutions attain comparable accuracy.
We observe slightly smaller relative errors in the fine-scale case because of the matching grids and
higher resolution throughout the space-time domain. The slightly higher errors for the multiscale
method are compensated by the cheaper subdomain solves and smaller interface problem that
converges in fewer iterations compared to the fine-scale method.

Table 4: Example 2, errors and GMRES iterations for the multiscale and fine-scale methods

Method # GMRES ‖u− u∆t
h ‖L2(0,T ;L2(Ω)) ‖p− p∆t

h ‖DG ‖p− p∆t
h ‖L2(0,T ;W ) ‖λ− λ∆T

H ‖L2(0,T ;ΛH)

multiscale 102 5.657e-02 8.425e-02 6.319e-02 5.796e-02

fine-scale 140 1.524e-02 2.234e-02 2.154e-02 3.016e-02

The computed multiscale solution is presented in Figures 5–8. The plots show that the multiscale
method provides good resolution where it matters – in the regions with high solution variation.
Moreover, we observe very good enforcement of continuity of both pressure and velocity across
various space and time interfaces. Side-to-side comparisons of the multiscale and fine-scale solutions
are given on the right sides in Figure 6 and Figure 8. They show excellent agreement between the
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Figure 5: Example 2, pressure from the multiscale method, cut along the plane x = 0.25.

two solutions and once again confirm that the less expensive multiscale method provides comparable
accuracy to the more expensive fine-scale method.

9 Conclusions

We presented a space-time domain decomposition mixed finite element method for parabolic prob-
lems that allows for non-matching spatial grids and local time stepping via space-time mortar finite
elements. Well-posedness and a priori error estimates were established. A parallel non-overlapping
domain decomposition algorithm was developed, which reduces the algebraic problem to a coarse-
scale interface problem for the mortar variable. The theoretical results and the flexibility of the
method were illustrated in a series of numerical experiments. Future work may include the develop-
ment and analysis of a Neumann–Neumann preconditioner for the interface problem in Section 7 as
in [33], using techniques from [46], as well as deriving a posteriori error estimates, possibly building
upon the ideas from [1,2, 18].

References

[1] S. Ali Hassan, C. Japhet, M. Kern, and M. Vohraĺık. A posteriori stopping criteria for optimized
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