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Abstract

We consider the scalar Helmholtz equation with variable, discontinuous coefficients, mod-
elling transmission of acoustic waves through an anisotropic penetrable obstacle. We first
prove a well-posedness result and a frequency-explicit bound on the solution operator, with
both valid for sufficiently-large frequency and for a class of coefficients that satisfy certain
monotonicity conditions in one spatial direction, and are only assumed to be bounded (i.e.,
L®°) in the other spatial directions. This class of coefficients therefore includes coefficients
modelling transmission by penetrable obstacles with a (potentially large) number of layers
(in 2-d) or fibres (in 3-d). Importantly, the frequency-explicit bound holds uniformly for all
coefficients in this class; this uniformity allows us to consider highly-oscillatory coefficients and
study the limiting behaviour when the period of oscillations goes to zero. In particular, we
bound the H' error committed by the first-order bulk correction to the homogenized transmis-
sion problem, with this bound explicit in both the period of oscillations of the coefficients and
the frequency of the Helmholtz equation; to our knowledge, this is the first homogenization
result for the Helmholtz equation that is explicit in these two quantities and valid without the
assumption that the frequency is small.
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1 Introduction

1.1 Definition of the Helmholtz transmission problem

For R > 0, let Bg := {x € R? | |x| < R} and let T'g := 0Br = {x € R | |x| = R}. Let
DtNy, : HY/2(T'g) — H~'/?(T'g) be the Dirichlet-to-Neumann map for the equation Au + k?u = 0
posed in the exterior of Br with the Sommerfeld radiation condition

ou . 1
as r := |x| = oo, uniformly in X := x/r. The definition of DtNj in terms of Hankel functions

and polar coordinates (when d = 2)/spherical polar coordinates (when d = 3) is given in, e.g., [21,
Equations 3.5 and 3.6] [66, §2.6.3], [54, Equations 3.7 and 3.10].

Let Sym denote the set of d x d real, symmetric matrices and let SPD denote the set of d x d
real, symmetric, positive-definite matrices. Given M;, My € SPD we write My =< Ms to indicate
inequality in the sense of quadratic forms, namely M;v - ¥ < Myv - ¥ for all v € C?. For a non-
negative scalar m and M € SPD we write m < M if ml < M, and M < m if M < ml, where | is the
identity matrix.

We now give the weak form of the variable coefficient Helmholtz equation

V- (AVu) + k*nu = —f. (1.2)
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Definition 1.1 (Helmholtz transmission problem) Given R > Ry > 0,

e n € L®(R% R) with supp(1 —n) C Br, and such that

0 < Nmin < n(X) < Nax < 00 for almost every x € R, (1.3)

e A c L>(R% SPD) with supp(l — A) C Bgr, and such that

0 < Amin S AX) X Apax <00 for almost every x € R, (1.4)

e e (HY(BR)),
and k > 0, we say that u € H'(BR) satisfies the Helmholtz transmission problem if
b(u,w) = F(w)  for allw € H'(Bg), (1.5)

where
b(v,w) := / ((AVv) -Vw — anuﬁ) - <DtNkv,w>FR, (1.6)
Br

where (-,-)r,, denotes the duality pairing on T'r that is linear in the first argument and antilinear
in the second.

An important special case of the Helmholtz transmission problem of Definition 1.1 is trans-
mission through a (not necessarily connected) Lipschitz penetrable obstacle, given in the following
lemma. We first introduce some notation. Let Dj, C R% d = 2 or 3, be a bounded open set such
that Doyt := R?\ Dy, is connected. For any ¢ € LIQOC(]Rd)7 we write vin := ¢|p,, and Yout = ©|D,,.-
Let T’ := 0D;, = 0Dyyt. When I' is Lipschitz, we let n denote the unit normal vector field on T’
pointing from Dj, into Doyt, On denote the corresponding Neumann trace on I', and dn A denote
the corresponding conormal-derivative trace (for A € L>(R% SPD)); we do not use any notation

for the Dirichlet trace on I'.

Lemma 1.2 (Definition 1.1 includes transmission by a Lipschitz penetrable obstacle)
Let Diy, Dous, and T be as above, and assume further that T is Lipschitz. Let f € L?>(R?) with
suppf C Br, and let gy € L*(T'). If A and n in Definition 1.1 are such that

supp(l = A) =supp(l —n) =Di, and F(w)= fw— / gN W,
Br r

then the solution u of the Helmholtz transmission problem of Definition 1.1 is the restriction to Br
of v € HE _(R?) satisfying the Sommerfeld radiation condition (1.1) (with u replaced by v) and

AUout + kzvout = *fout mn Douta A (Avvin) + kznvin = 7fin mn Dina (1734)

and  Vouy =Vin  and  OnVous = On,aVin +gn on T, 1.7b)

References for proof.  This follows by combining, e.g., [53, Lemma 4.19] (to obtain the PDEs
in (1.7a) and the jump relations in (1.7b)) and, e.g., [38, Lemma 3.3] (to obtain that v satisfies
radiation condition (1.1)). [

Remark 1.3 (Choice of parameters for transmission by a single penetrable obstacle)
When n is constant, A is a constant scalar, and D;, is connected, the classical transmission
problem (1.7) is governed by two free parameters. By rescaling vin,Vout, fin, fout and k, (1.7)
covers all other problems involving transmission by a penetrable obstacle described by constant real
(scalar) coefficients; see [59, Text after Definition 2.3].



Figure 1.1: An example of a domain D;, satisfying the first bullet point in Example 1.5

1.2 Main result I: existence, uniqueness, and a priori bound on partic-
ular Helmholtz transmission problem

1.2.1 Statement of the result

For x € R?, we write x = (x/,74) with x’ € R! and x4 € R.

Condition 1.4 A and n satisfy the conditions in Definition 1.1. Additionally, A is such that

Zq [A(X + heq) — /—\(x)} <0 forallh>0 and for all x € R? (1.8)
and (A)ge(x) = (A)ga(x) =0 for £ =1,...,d — 1 and for all x € R?, and n is such that

Zq [n(x + heg) — n(x)} >0 for allh>0 and for all x € R%. (1.9)

We make three remarks: (i) The monotonicity conditions (1.8) and (1.9) (i.e. that A decreases with

distance from x4 = 0 and n increases) along with the assumptions that supp(I—A) and supp(1—n)

are compact imply that A, > 1 and nyax < 1. (ii) Condition 1.4 only imposes constraints on the

behaviour of A and n in the x4 direction, while the behaviour in the x’ directions is unconstrained.

(iii) The origin of the condition that (A)ge(x) =0 for £ =1,...,d — 1, is discussed in Remark 2.3.
We are most interested in the following example of A and n satisfying Condition 1.4.

Example 1.5 (Example of A and n defined piecewise satisfying Condition 1.4)

e Dy, is as in §1.1 and such that T N {x : x4 > 0} is the graph of a C° function f, : x' — R,
and T'N{x : x4 < 0} is the graph of a C° function f_ : x' — R.

e A is as in Definition 1.1 and furthermore
A(x) = 1p,, (x) A(x) + Lp,, (x)L,

where 1p denotes the indicator function of a set D and A € L>(Dyy,, SPD) satisfies (1.8)
(with A replaced by A), (A)ge(x) =0 for £ =1,...,d—1 and for all x € Dy, and Apim > 1.

e n is as in Definition 1.1 and furthermore
n(x) = 1p,, (x) n(x) + 1p,,, (%),
where n € L*°(Djy,, R) satisfies (1.8) (with n replaced by 1), and Npmax < 1.
In Example 1.5, if I is Lipschitz, then the first bullet point can be replaced by
zgeq -n(x) >0 for all x € I" such that n(x) is defined, (1.10)

and the boundary value problem is then transmission through a Lipschitz penetrable obstacle as
in Lemma 1.2.



The following theorem bounds the norm of the solution operator of the Helmholtz transmission
problem; i.e., the operator norm of the (linear) mapping (H'(Bg))' > F — u € H'(Bg), given by

CSOI(A7n7kaR7 RO) = sup ||u||Hé(BR)7 (111)
Fe(H;(Br))
WEW g (5 yyr =1

where, for a bounded open set D,

HUHE;(D) ::/ |Vul|? + k?[u|>  and 1Fll (2 (pyy == sup |F(v)]. (1.12)
D veHY (D)
H'UHHi(D)Zl

The construction in [21, Lemma 3.10] (see also [81, Lemma 4.12]) giving lower bounds on Cs, with
A =1 and n = 1 shows that Cy, must grow at least linearly with & as k — oo.

Theorem 1.6 (Well-posedness under Condition 1.4) There exists Cyave, C1 > 0 such that
the following holds. Given R > Rg > 0 and A and n satisfying Condition 1.4, if kRg > Cyave then
the Helmholtz transmission problem of Definition 1.1 exists, is unique, and

CSOI(A7 n, k) R7 RO) S

- (1 +2(kR)2(1 + kRo)Cl) = Clayer (KR, kRo, nin)- (1.13)
The key point is that, other than n,, all the terms on the right-hand side of (1.13) are
independent of A and n. Explicit expressions for Cyayve and C; are available; see Remark 3.5
below. The notation Cyave is chosen because this constant determines the minimum number of
wavelengths in Br, for the results of the theorem to hold.
Theorem 1.6 is obtained as a corollary of the following result.

Theorem 1.7 (A priori bound under Condition 1.4 for L? data) Under the assumptions
of Theorem 1.6, if F(v) = fBR fv and kRy > Cyave, then

ull 2By < Cr(1+ ERo)(RR)R [ fl| L2 (55, - (1.14)

Remark 1.8 (Plane-wave scattering) A common Helmholtz problem in applications is scat-
tering of an incident field uin. (such as a plane wave or a point source), creating a scattered field
Usca, Salisfying the Sommerfeld radiation condition, with the total field uine + usca Satisfying the
Helmholtz equation with zero right-hand side (see, e.g., [59, Definition 2.4]). This problem fits into
the framework of Definition 1.1 with u = Usca + XUine, Where X is a smooth cutoff function such
that x =1 on Dy, and x = 0 in a neighborhood of 0Bgr, and f := (Ax)tine + 2Vinc - VX.

1.2.2 Discussion of the novelty of the well-posedness result in Theorem 1.6

The standard way to prove well-posedness of the variable-coefficient Helmholtz equation is to prove
a unique continuation principle (UCP) and use Fredholm theory. In 2-d, a UCP for the Helmholtz
equation holds with A € L* and n € L? with p > 1 [2], therefore the well-posedness result of
Theorem 1.6 for d = 2 is not new.

In constrast, the well-posedness result of Theorem 1.6 for d = 3 is new. Indeed, when d = 3
the UCP holds when A is piecewise Lipschitz [5], [52, Proposition 2.11] (by using the UCP in the
Lipschitz case [34, 47]) and n € L?/? [45, 89]. However, an example of an A € C*¢ for all a < 1
for which the solution of the transmission problem is not unique at a particular & > 0 (and thus
the UCP fails) is given in [31, Theorem 1]. The only other Helmholtz well-posedness result we are
aware of that is valid for A with no smoothness assumptions other than being L is in [38]. There,
well-posedness is proved for A € L satisfying a radial-monotonicity condition (as opposed to the
monotonicity in a single coordinate direction in (1.8)). The method of proof in [38] is similar to
the present paper (see the discussion in §1.2.5 below).



1.2.3 Discussion of the novelty of the bound in Theorem 1.6

The bound (1.14) is novel in two ways.

(i) A standard way of obtaining frequency-explicit bounds on solutions of the high-frequency
Helmholtz equation is to consider the billiard flow defined by the (semiclassical) principal symbol
of the Helmholtz equation and use associated results on propagation of singularities under this
flow [56], [57], [44, Chapter 24]. However, this flow not well-defined for the class of A and n in
Condition 1.4.

(ii) Even when the flow is defined, while there has been a large amount of work on proving
bounds that are explicit in k, there are relatively few bounds in the literature that are explicit both
in k and in the coefficients A and n (such as (1.13)/(1.14)).

Regarding (i): the flow is defined as the solution (x(t),&(¢)) of the Hamiltonian system

Zi(t) = 0e,p(x(t), (1), &(t) = —0u,p(x(t),&(t)), (1.15)

where the Hamiltonian equals the semiclassical principal symbol of the Helmholtz equation, namely

d d
p(x,§) = Z ZAij<X)§i§j — n(x);

see, e.g., [91, Page 281]. By the Picard-Lindelof theorem, the flow exists and is unique if A, n are
both C'!) since the coefficients of the ODE system (1.15) are then Lipschitz. By the well-known
examples of ODE non-uniqueness with non-Lipschitz coefficients, if A and n are rougher than
C"1, then the flow is not guaranteed to be well-defined. The flow can be defined piecewise, with
results about the behaviour of singularities hitting the interface given in [55, Chapter 11], [58],
and k-explicit bounds on the solution of the Helmholtz transmission problem when A and/or n are
discontinuous on a C* strictly-convex interface given in [17], [73], [72]. However, it is not possible
to defined the flow for the range of coefficients covered by Condition 1.4, which need only be L*
in the x’ directions.

Regarding (ii): the first such bounds were proved for the exterior Helmholtz equation in [8]
(for A variable and n = 1) and [9], (for n variable and A = ). Recent such bounds were proved in
[59, 38, 32, 79] (and for problems posed on bounded domains with impedance boundary conditions
[23, Chapter 2], [6, 11, 67, 78, 38, 39]), the renewed interest due to growing interest in the numerical
analysis of Helmholtz equation with variable coefficients [24, 6, 11, 67, 30, 33, 25, 26, 70, 39, 32,
71, 50, 36, 51].

1.2.4 Discussion about the k-dependence in the bound (1.14)

The key points are the following.

e There exist (fixed) A and n such that Cy, grows super-algebraically in k as k — oo due
to trapped rays [74, 73, 14, 15]. The polynomial bound on Cy, in (1.13) shows that this
behaviour is ruled out by Condition 1.4, which is consistent with the physical understanding
of what causes rays to be trapped for the transmission problem.

e The recent results of [78] show that, in 1-d, Cso) can grow exponentiallly through a sequence
n;, kj, with k; — 0o as j — oo; these examples involve piecewise constant n (i.e. a 1-d layered
medium), and the key point is that to get the exponential growth the width of the pieces
need to be tied to k in a delicate way. This behaviour is ruled out for the layered obstacles
included in Condition 1.4 via the polynomial bound on Cy, in (1.13), which is uniform in A
and n satisfying Condition 1.4. Exponential growth of Cy, through a sequence n;, k;, with
kj = 00 as j — oo, in d > 1 is still possible through layered obstacles if the layers are radial
— this is shown in [79], with radially symmetric n chosen based on the 1-d results of [78].

We now give more detail on these two points.



The case A and n fixed and k£ — oco. For the Helmholtz transmission problem of Definition
1.1, super-algebraic growth of Cy.1 through a sequence of k;s has been proved in the following two
cases.

(i) A and n are as in Lemma 1.2 with D;, a C* convex domain with strictly positive curvature,
and the jumps of A and n have a certain combination of signs (e.g., moving outwards, A jumps
down with n fixed, or n jumps up with A fixed) so that rays can be totally internally reflected
when hitting T from inside Dj, [73] (see also [14], [15], [1, Chapter 5] for similar results in
the specific case when the obstacle is a ball). The solutions corresponding to the trapped
rays are known as “whispering-gallery modes”; see, e.g., [3] and the references therein.

(i) A =1land nis C* and spherically symmetry with 2n(ry) 4+ (dn/0r)(r1) < 0 for some ry [74]
(see also [38, Theorem 7.7(ii)]) !; this condition on n causes great circles on 7 = 71 to be
stable trapped rays; see [74, Page 572].

Neither of the situations in (i) or (ii) are allowed under Condition 1.4. Indeed, Condition 1.4
implies that Ay, > 1 and nyax < 1 (as noted just below the condition), and these prevent A and

n having the “bad” jumps in (i). Furthermore, the monotonicity condition on n (1.9) prevents n
from satisfying the condition in (ii).

The case when A and n can depend on k and k — oco. For (1.2) posed on a 1-d interval
with either Dirichlet or impedance boundary conditions at either end, and at least one of the ends
having impedance boundary conditions, bounds on the Helmholtz solution where A and n have
finite number of jumps are given in [24], [39]. These results have Cyo1 < exp (C(A,n)) (see [39,
Theorem 5.4 and 5.10]), but Cyso) — 00 if the number of jumps goes to infinity The fact that Cy
is independent of k is consistent with the fact that, for fixed A and n geometric-optic rays are not
trapped, since although A and n can jump across interfaces, the 1-d nature of the problem means
that no rays can get trapped moving tangent to the interface (like in Point (i) above).
The paper [78] considers the 1-d case with A =1 and n variable and proves

e there exist sequences n;, k; (with k; — 0o as j — 00) such that Cy, grows exponentially as
j — 00 [78, Remark 14],

e if the number of jumps < k then Cy,) < exp (C’(n)k), but C(n) doesn’t blow up with number
of jumps [78, Prop. 18], and

e for a class of n that oscillate between two values, with an arbitrarily-large number of jumps,
Cso1 < exp (C(n)k) and C(n) doesn’t blow up with number of jumps [78, Theorem 22].

The paper [79] generates the results of [78] to radially-symmetric n in 3-d (see [79, Theorem 3.7]
for the upper bounds and [79, Lemma 4.3] for the examples of exponential blow-up).

1.2.5 Summary of the ideas behind the proof of Theorem 1.6

Theorem 1.6 is proved by the following five steps.

(i) Observing that Theorem 1.6 follows from Theorem 1.7 since b(-,-) satisfies a Garding in-
equality; see Lemma 2.9 below.

(ii) Observing that, by Fredholm theory, to prove Theorem 1.7 it is sufficient to prove the bound
(1.14) under the assumption of existence (see Lemma 2.8).

(iii) Approximating the coefficients A and n in Condition 1.4 by a sequence of smooth coefficients
(A%)22, and (nf)22, satisfying Condition 3.1 below (see §3.2); this condition is similar to Condition
1.4, but involves derivatives of the smooth coefficients A¢ and n?.

(iv) Proving the bound (1.14) for these smooth coefficients, importantly with the constants
Cyave and Cj independent of ¢, using a novel Morawetz-type identity ((2.2) below) involving a
particular vector field and associated arguments introduced recently in [22] (see §3.1). The key
point is that the vector field (defined by (3.4)) equals eqz4 in a neighbourhood of supp(l — A) and

1Strictly speaking, [74] proves the existence of a sequence of resonances exponentially close to the real axis, but
then the “resonances to quasimodes” result of [84] implies super-algebraic growth through a sequence of real kjs.



supp(l — n), where e, denotes the unit vector in the x4 direction; this vector field is constant in
the x’ directions, and so “does not see” the behaviour of A and n in these directions, hence why
no constraint is imposed on this behaviour.

(v) Using approximation arguments from [38] to prove the bound (1.14) for the original A and
n (see Lemma 2.10); these approximation arguments were inspired by similar arguments in [86] in
the setting of rough-surface scattering (with this thesis recently made available as [4]).

1.3 Main result 1I: homogenization

An attractive feature of Theorem 1.6 is that it does not constrain the variations of A or n along
the x’ hyperplane. In particular, highly-oscillatory coefficients are allowed, and the results in this
section concern the limiting behaviour when the period of oscillations goes to zero. Theorem 1.6
would also allow one to do homogenization under assumptions other than periodicity (see, e.g.,
[27, Chapter 13]), but for simplicity we only consider a periodic setting here.

1.3.1 Statement of the result

With e > 0 a (small) oscillation period, we define oscillatory coefficients n. and A, created by
repeating functions 7 and A on a grid of size ¢ inside a bounded Lipschitz domain Dy,.

Definition 1.9 (Oscillatory coefficients in D;,) Let Y := (0,1)¢ (i.e., the unit cube in R?).
[fii € L=(Y,R) and A € L(Y,SPD), let

v (Z)) i i —A (2]

for all x € R%, where {x/e}; = (zj/¢) mod 1. Then, given a bounded Lipschitz domain Di,
satisfying (1.10), let
Ne 1= 1D

n°+1p,, and A.:=1p A°+1p I (1.16)

in in

We now impose constraints on n and A so that n. and A. satisfy Condition 1.4 (and so Theorem
1.6 applies) — these are the first three points in Condition 1.10 below. We also impose additional
constraints on 7 and A so that the correctors in the homogenization argument (see §4 below) have
sufficient regularity — these constraints are in the final point in Condition 1.10.

Condition 1.10 (Admissible periodic patterns) 7 € L®(Y) and A € L>(Y,SPD) are ad-
missible periodic patterns if

o 7 and A are independent of yq
o Agg=0fort=1,....d—1,

. ,&min >1 and Npax < 1,

e cither

(a) 7 and A only depend on y; (or, when d = 3, only on y2) and A is piecewise COL.

(b) the periodic extension ofﬂ is piecewise CV' and that of 0 is piecewise H' on a partition
of R¢ that consists of subdomains with C*' boundaries.

The class of coeflicients covered by Condition 1.10 corresponds to obstacles made of thin layers
in 2D, and of thin layers or fibers in 3D.

Remark 1.11 (Physical relevance of finely-layered and finely-fibred materials) Many

key applications motivating homogenized theory are based on “composite” or “meta” materials.
Such materials are based on blending two (or more) materials in a periodic manner at a fine
scale, and thus are modelled by piecewise-constant periodic patterns, as covered by Condition 1.10.
Particular instances of layered and fibred media arise when considering the propagation of elastic
waves through rocks [16] and electromagnetic waves in thin-film coatings [18] or optical fibres [88].
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Corollary 1.12 Let Cyaye be as in Theorem 1.6. If n and A satisfy Condition 1.10 and kRy >
Cywave, then, for all e > 0, the solution of the variational problem (1.5) with coefficients n. and A.
exists and is unique, and, with Cayer defined by (1.13),

Csol(A57 Ne, k?, R, RO) < Clayer(kRa kRo, ﬁmin)- (117)

Crucially, the bound (1.17) is uniform in &, and this uniformity allows us to extract a convergent
subsequence u.. In fact, by classical homogenization theory [7, 27], in the limit € — 0, the whole
sequence u. to ug weakly in H'(Bpg) and strongly in L?(Bg), where ug is the solution to the
transmission problem of Definition 1.1 with constant “homogenized” coefficients A" and nf. These
homogenized coefficients are obtained from A and n by averaging formulas given by (4.7) and (4.2)
below; note that these are the same formulas for the coercive case (see, e.g., [7, Chapter 1], [27,
Chapter 6]).

Recall that a domain D C R? is star-shaped with respect to the point xo € R if, whenever
x € D, the line segment [x,x] € D.

Lemma 1.13 (Well-posedness of the homogenized problem) Let Cyave be as in Theorem
1.7. Given i and A satisfying Condition 1.10, let n™ and A be defined by (4.2) and (4.7),
respectively, and let ug € H'(BRg) be the solution of the variational problem (1.5) with coefficients
n and A" (we then say that ug is the solution of the homogenized problem,).

Then, if kRy > Cyave, g exists and is unique, and

CSOI(AH7 nHa kv R7 RO) S Clayer(kRa kR0> h\min)~ (118)

Furthemore, if Dy, is additionally star-shaped with respect to a point, then, for all k > 0, ug
exists and is unique, and

ConA Pk RR) < — (10 kr—t 1 L (141 (1.19)
sol ) 5 vy I, O_ﬁ m = kR . .

min Nmin




Theorem 1.14 (k- and e-explicit homogenization error estimate in H](Bg)) Let Cyaye

and Ciayer be as in Theorem 1.6. Let n and A satisfy Condition 1.10 and assume that T' is CbL.
Given f € LQ(BR) let ue be the solution of the variational problem (1.5) with coefficients A. and
ne and F(v) := fB fv Let ug be the solution of the variational problem (1.5) with this F and

coefficients AH and n* | and let u5 be defined in terms of ug by (4.9) and (4.1) below.
If kRy > Clyave then ue,ug, and u§ exist and are unique, and there exist Cy,C3 > 0 (depending
only on A,n, and Diy,) such that

kllue — uo — euil|my(py,) + Kllue — wollmr o

out)

< Cs Clayer (R, kRo, iin) (k)72 4+ k) (1ol g2 ) + K o sy 2y ) (1:20)
< O Clayer (KR, kRo, Anin) ((ks)1/2 n ka)C'gol(AanH7 kR, Ro) | fll sy - (1:21)

Since
HUEHH;(BR) < lue — UOHH;(BR) + ”UO“H;(BR) )

the bound on uw, — up from Theorem 1.14 and the definition of Cyo g then imply the following
bound on Cyo(Ae, ne, k, R, Ryp).

Corollary 1.15 (Improved bound on Ci, . for ke sufficiently small (depending on k))
Let Cyave and Clayer be as in Theorem 1.6. Let . and A satisfy Condition 1.10 and assume that T
is C1. Then there exists Cy (depending only on A0, and Diy) such that if kRy > Cyaye then

Cuot(Ac, e, by B, Ry) < ﬁc"f {1 + ((ke)'/2 + ke ) Crayer (KR, kR0, fimin) | Coor (A, 0 1, R, R).
(1.22)

Corollary 1.15 shows that if ke is sufficiently small (depending on k), then the problem with
coefficients A. and n. inherits the behaviour of the solution operator for the homogenized problem.

1.3.2 Discussion of the novelty and context of Theorem 1.14.

The first thing to highlight about Theorem 1.14 is that it is a k-explicit analogue of the H' error
bound in [13, Theorem 2]. More precisely, [13, Theorem 2] proves the bound

[ue — 1o — eS|l (o) + e = toll 2 (Doney < C(R)EY?I[uoll 12(51)

for some unspecified C(k), with this bound valid for sufficiently small kR and then arbitrarily small
¢/R. In contrast, in Theorem 1.14, kR can be arbitrarily large, and £/ R can be tied to kR. We recall
that (i) a main novelty of [13, Theorem 2] is that it uses boundary correctors for homogenization of
a transmission problem (as opposed to using boundary correctors for problems on bounded domains
with Dirichlet or Neumann boundary conditions; see, e.g., [7, 64, 65, 40, 90, 41, 68, 46, 48, 85, 49,
80]), and (ii) [13, Theorem 2] also proves the L? error estimate ||uc —uo||12(5,) < C(k)el|uol m2(Bp),
but for brevity we have not pursued here obtaining a k-explicit analogue of this result.

The main obstacle for obtaining homogenization results about the Helmholtz equation for large
kR is that the first step of the homogenization procedure relies on a uniform-in-¢ bound on the
H' norm of u,., which allows one to extract a weakly-converging subsequence. Such estimate is
immediate for the coercive PDE —V - (A u) = f, since the coercivity constant only depends on
Anmin, which is independent of €. In Appendix C, we recall how the b(-, -) defined by (1.6) is coercive
if kR is sufficiently small, with both the coercivity constant (and hence Cso) and the constant for
“sufficiently small” independent of ¢ and depending on Ay and ngmax; see Lemma C.1 below.
Therefore, homogenization results for the Helmholtz equation can be obtained for kR sufficiently
small, and this is implicitly what [13] do. ? In contrast, if kR is sufficiently large, then b(-,-) is

2The paper [13] cites [12, Theorem 5.26] as a reference for Cs,) being independent of € and depending on A. and
ne only through Amax, Amin, Pmax, and nmin (see [13, Bottom of Page 2539 and top of Page 2540]). Actually, [12,
Theorem 5.26] records how Fredholm theory proves an a priori bound on the solution of the transmission problem;
however this theory (relying on abstract functional analysis arguments) is unable to give the constant in this bound.
The arguments in [13] hold, however, with the results of Appendix C replacing reference to [12, Theorem 5.26], and
under the explicit assumption that kR is sufficiently small.



not coercive (see, e.g., [82, §6.1.6]); furthermore, at least when A, and n. are smooth, [32] shows
that Cy,1 depends on global properties of A. and n. (more precisely, Cso is proportional to the
length of the longest ray in Bg). Therefore, obtaining a uniform-in-e bound on Cs, for arbitrary
A; and n. and arbitrary kR is very challenging. The present paper bypasses this fundamental
problem by considering the restricted class of A and n. of Condition 1.10, for which Theorem
1.6 gives the required bound that is uniform in £ and valid for large kR. Another place where
this problem is bypassed is [10]: this paper considers homogenization of particular 2-d Helmholtz
transmission problem (where the contrast in the coefficients depends on £). The result of [10]
is that, via a contradiction argument, the sequence u. is bounded in L? and two-scale converges
to the homogenized solution (albeit without an error estimate); this result is valid for fixed k,
excluding a countable set, but crucially not assumed to be small.

Finally, we note that another difference between the analysis in the present paper and that of
[13] is that, for simplicity, [13] assume that A, n, and D;, are C°°, but the present paper makes
much weaker regularity assumptions on ;‘:, n, and Dy,. In particular, we allow for piecewise smooth
A and 7n; recall from Remark 1.11 that these are particularly important in applications.

1.3.3 Discussion of the k- and s-dependence of the bounds in Theorem 1.14 and
Corollary 1.15

The bound (1.20) shows that the “relative error”

kllue = uo — euslla by, + Kllue = woll a2 (Do)

(1.23)
||u0||H2(BR) +k ||u0||Hé(BR)

is controllably small if Ciayer(kR, kRo, ﬁmin)(k‘e)l/z is small, independently of k and ¢, i.e., if ke <
c(kR)™% (with ¢ independent of k and €) by the definition of Clayer (KR, kR0, Timin) (1.13). While
this is certainly pessimistic, to our knowledge it is the first homogenization result for the Helmholtz
equation that is explicit in both ¢ and k. Note that Ciager(kR, kR0, Pmin) 2, kR (see the discussion
after (1.12)), and therefore even if we obtained a sharper upper bound on Ciayer (KR, kRo, Nimin ), the
bound (1.20) would still only show that (1.23) is small when ke < ¢(kR)~!. (Note that the factor
of Clayer(kR, kRo, min) in the bound on (1.23) from (1.20) arises from the standard treatment of
us — ug minus the correctors as a solution of the PDE — in our case the Helmholtz equation; see
(4.27) and (4.28) below.)

The bound (1.22) shows that if Clayer (KR, kR0, Tmin ) (k€)'/? is bounded independently of k and
e, then

CSOI(AE7 nEa k) R7 RO) 5 CSOl(AH7 nH7 ka R) RO) (124)
From (1.17) and (1.18), both Cyi(Ac,ne, k, R, Ry) and Csq(A7 nfl k R, Ry) are
< Clayer(kR, kRo, Nmin ). Therefore, the bound (1.24) is only interesting when

Csot (A" kR, Ry) < Clayer(kR,kRo,imin). A concrete case when this is true is when
Dy, is star-shaped with respect to a point, since then Cyo)(A¥ nf kR, Ry) < kR by (1.19)
(which is the smallest possible growth of Cs, with kR), whereas Clayer (KR, kRo, min) S (KR)? by
its definition (1.13).

2 Preliminary results

2.1 Morawetz-type identities and associated results

When writing these identities, it is convenient to use the notation that (a,b) := Z;‘l:1 a;b; for
a,b € C? Here and in the rest of the paper, we use the convention that all indices are lowered,

and repeated indices 4, j, and ¢, are summed over, but not repeated indices d.

Lemma 2.1 (Morawetz-type identity) Let D C R%. Let v € C?(D), A € C'(D,Sym), n €
CYD,R), Z € C'(D,R%), a € C*(D,R), and 8 € C'(D,R). Let

Lanv:=V-(AVV) +Ek*nv  and Zv:=7Z- Vv —ikfv + av. (2.1)
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Then, in D,
OR{Zv LA} =V - [2%{2@14%} + Z(k2n|v|2 — (AV, w>) - Va|v|2} — (20— V- Z)(AVo, Vv)

+{(((Z-V)A) Vo, Vo) = (V- Z = 20)n+ Z- Va) K2 of* — 2R(AV0, 0Z Vv)
— 2R{ikT(AVv, VB) } — 2R{T((A — )V, Va) } + Aalv|?, (2.2)

where 0Z is the derivative matriz of Z, i.e. (0Z);; = 0;Z;.

Proof. Splitting Zv up into its component parts, we see that the identity (2.2) is the sum of the

following four identities:

2R{Z Vv Lanv} =V [2R{Z - VoAVv} + Z(k*n|v]* — (AVv, Vo)) | + V - Z(AVv, Vo)
—2R(AVv,0Z V) + (((Z - V)A)Vv,Vv) — (V- Zn+Z - Vn)k*|v]?, (2.3)
2R{ikBV Lanv} =V - [2R{ikBVAVV}] — 2R (ikD(AVY, V), (2.4)

2R{aT Lanv} =V - [2R{aDAVV}] + 20k’ n|v]* — 2a(AVv, Vo) — 2R{B(AV0, Vo) }.  (2.5)

and
0=-V-[Valv]’] + 2R{vVa - Vo} + Aalv]?. (2.6)
To prove (2.4), (2.5), and (2.6), expand the divergences on the right-hand sides (remembering

that o and 8 are real and that A is symmetric, so (A€, £) is real for any & € C4).
The basic ingredient of (2.3) is the identity

(Z-Vv)V - (AVv) =V - [(Z - Vv)AVv] — (AV0,0ZVv) — ((Z - V)Vv) - AVo. (2.7)

To prove this, expand the divergence on the right-hand side and use the fact that the second
derivatives of v commute. We would like each term on the right-hand side of (2.7) to either be
single-signed or be the divergence of something. To deal with the final term we use the identity

2R{(Z-V)Vv-AVv} =V - [Z(AVv, V)| — (V- Z)(AVv, Vo) — (((Z- V)A) Vv, Vo),  (2.8)

which can be proved by expanding the divergence on the right-hand side and using the fact that
A is symmetric. Therefore, taking twice the real part of (2.7) and using (2.8) yields

2R{(Z - Vv)V - (AVv)} =V - [2R{(Z - Vv) AVv} — Z(AV, Vo) | + (V - Z)(AV, Vv)
+{((Z- V)A) Vv, Vv) — 2R(AVv, 0Z Vo). (2.9)
Now add k? times
2R{(Z-Vuo)w} =V - [Zn|v]’] = (V- Z)n|v|* — Z - Vn|v|

(which is the analogue of (2.8) with the vector Vv replaced by the scalar v and the matrix A
replaced by the scalar n) to (2.9) to obtain (2.3). ]

Remark 2.2 (Bibliographic remarks on Morawetz-type identities for L ,) Multiplying
Av by a derivative of v goes back to Rellich [75, 76], and multiplying V - (AVv) by a derivative
of v goes back to Hormander [43] and Payne and Weinberger [69] (e.g., the identity (2.2) with
Z =x and n, a, and B all equal zero appears as [69, Equation 2.4]).

In the context of the Helmholtz equation, the identity (2.2) with A =1, n =1, x replaced by a
general vector field, and o« and 5 replaced by general scalar fields was the heart of Morawetz’s paper
[62] (following the earlier work [61, 65]); hence why we call (2.2) a “Morawetz-type” identity. The
identity (2.2) with Z = x, A variable, and n = 1 was used by Bloom in [8], and the identity (2.2)
with Z = x, A =1, and variable n was used in Bloom and Kazarinoff in [9]. To our knowledge,
the present paper is the first time that the identity (2.2), with A,n,Z, B, and « all variable, has
appeared in the literature.
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Remark 2.3 (The origin of the condition (A)y =0 for £ =1,...,d — 1 in Condition 1.4)
Our argument below requires that the term 2R(AVwv,0Z Vv) be bounded below by a multiple of
|0qv|? when Z = eqxq. Under this choice of Z,

d
2R(AVv, IZ Vo) = 2R {adv (Z(Ade)aw> } , (2.10)

=1
hence we impose that (A)ge =0 for{=1,...,d—1.
For notational convenience, given A, n,Z, 3, and «, we let
Q(v) :=2R(ZvAVv) + Z(k*n|v]* — (AVv, Vv)) — Valv|?, (2.11)
and
P(v) :=2R(Zv Lanv) + (20— V - Z){AVv, V)
_ <((z L V)A) Vo, w> + ((v Z -2 +7- vn) k2|o[? + 2R(AVv, 9Z Vo)
+ 2R (iku(AVv, VB)) + 2R (T((A — 1)Vu, Vo)) — Aavl?, (2.12)

so that the identity (2.2) becomes
V- Q(v) = P(v).

Lemma 2.4 (The Morawetz-type identity (2.2) integrated over a ball) Recall the nota-
tion that Br := {x : |x| < R} and I'r := 0Br. On Ty, let 0, denote the normal derivative
and let Vg denote the surface gradient. Let v € H*(Bgr), A € C'(Bg,SPD), n € C*(Bg,R),
Z € CY(Bg,R%), B € CY(Bgr,R), and a € C%(Bg,R). Suppose further that, in a neighbourhood of
I'r, A=1l,n=1, Z =x, and « is constant. Then

/ P(u):/ R(|aw|2—|vsu\2+k2|u|2) —2k%/ Brdw+2aR [ Tow (2.13)
Br T'r I'r

'r
where P(v) is defined by (2.12).

Proof. We first assume that v € C°°(Bg). Given a Lipschitz domain D with outward-pointing
unit normal vector v, recall that the divergence theorem || pV-F = faDF - v is valid when
F € C1(D,CY) [53, Theorem 3.34], and thus for F € H*(D, C%) by the density of C*(D) in H'(D)
[53, Theorem 3.29] and the continuity of trace operator from H'(D) to H'/?(8D) [53, Page 77).
Recall that the product of a H!(D) function and a C'(D) function is in H*(D), and the usual
product rule for differentiation holds for such functions. This result implies that Q defined by
(2.11) is in H'(D,C?) and then (2.2) implies that [ V-Q = [ P. We now need to show that
Q - X equals the integrand on the right-hand side of (2.13).

The assumptions that A =1, n =1, Z = x, and « is constant in a neighbourhood of I'g imply
that, in this neighbourhood,

Q(v) == 2R((x - Vv + kB0 + a®)Vv) + x(k*|v]* — |Vv|?). (2.14)

Since v € C*°(Bg), Vv = X0,v + Vgv on I'g. Using this, along with the fact that X - Vgv = 0, in
(2.14), we find that Q - X equals the integrand on the right-hand side of (2.13).

We have therefore proved the result under the additional condition that v € C*°(Bpg). The
result for v € H?(Bg) then follows from (i) the density of C°°(Bg) in H?(Bg) [53, Page 77] and
(ii) the fact that (2.13) is continuous in v with respect to the topology of H?(Bpg). (Regarding (ii),
recall that, since T'r € O, both 9, and Vg map H?(Bgr) — L?(I'r) by properties of the trace
map [53, Theorem 3.37].) |

The following lemma deals with the contribution from I'g in (2.13) when v equals a solution of
the Helmholtz equation satisfying the Sommerfeld radiation condition.
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Lemma 2.5 (Inequality on I'p for outgoing Helmholtz solutions) Let u be a solution of
the homogeneous Helmholtz equation in R\ Bg,, for some Ry > 0, satisfying the Sommerfeld
radiation condition (1.1). Let a € R with 2ac > d — 1. Then, for R > Ry,

/ R (|8ru\2 — |Vsul® + k2|u|2) - 2]<:R%/ wou+2aR [ w0u <0, (2.15)
I'r r

R I'r

where Vg is the surface gradient on r = R.

References for proof of Lemma 2.5. See [21, Lemma 2.1] or [83, Lemma 2.4] for the proof when
d = 2,3 and [59, Lemma 4.4] for general d > 2. L]

The idea behind the proof of Lemma 2.5 is that, when 2a = d — 1, the result follows integrating
over R4\ By the following identity, which first appeared as [63, Equation 1.2],

2R{MvLo} =V - 2R {MavVo} + (K*|v]* — [Vo]?) x}

2

Ov ov
g 20,12 _ 2\ _ 2 _ |9V _ |9V .
+ (20— (d = 1)) (K*|v]* = |Vv]?) <|vv = > = ikv (2.16)
where 5
v o
Mov =7 (87" —ikv + T’U) , (2.17)

a € R, and dv/0r = x - Vu/r. In particular, with (2.16) written as V - Q(v) = P(v), the term
on the left-hand side of (2.15) is fFR Q(uw); this is why the constant in (2.15) is denoted by «, to
emphasise its connection with the function « in (2.1)/(2.17). Lemma 2.5 therefore implies that if
the multiplier Z (2.1) in the integrated identity (2.13) is equal to M, (with 2a > d — 1) outside
a large ball, then the right-hand side of (2.13) is < 0.

2.2 Background results for the Helmholtz transmission problem

Lemma 2.6 (Two key properties of DtNy)
(1)
R{ — (DtNx¢, $)ry} =0 for all g € H'/>(Tg), (2.18)
where (-,-)p,, denotes the duality pairing on I'g.
(ii) There exists Cpyn > 0, independent of k, such that

|{DtNyu, v)r,, )| < Coix HUHH,i(DR) ||vHH%(DR) for all u,v € H(Dg). (2.19)

References for the proof. (i) is proved in [66, Theorem 2.6.4, p.97], [54, Lemma 3.3], or [21,
Lemma 2.1], and (ii) is proved in [54, Lemma 3.3]. |

Lemma 2.7 (Continuity of the sesquilinear form) The sesquilinear form a(-,-) of the trans-
mission problem defined by (1.6) is continuous on H'(BR).

Proof of Lemma 2.7. This follows from the Cauchy-Schwarz inequality and the inequalites (1.3),
(1.4), (2.19). ]

Lemma 2.8 (Well-posedness from an a priori bound) Suppose that, under the assumption
of existence, the solution of the transmission problem (1.5) with F(v) = IBR fv and f € L*(Bg)
satisfies

lallzs sy < COA s R) [l gy Jor all k= ko, (2.20)

for some C(A;n,k,R) > 0 and kg > 0. Then the Helmholtz transmission problem of Definition
1.1 is well-posed: i.e., given F € (H*(BR))', let u satisfy the variational problem (1.5); then, if
k > ko, u exists, is unique, and the map F +— u is continuous (i.e., Cso) < 00)
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Proof. The inequalities (2.18), (1.3), and (1.4) imply that, for any v € H'(Bg),

2 2
Rb(0,0) = Amin [IV0ll72(5,) = knmax [0l 72 (5,

2 2
2 Amin ||UHH,1(BR) — E?(max + Amin) ||UHL2(BR) ; (2.21)

ie. b(-,-) satisfies a Garding inequality. A bound on the solution in terms of the data such as
(2.20), under the assumption of existence, shows that the solution of the boundary value problem
(if it exists) is unique. Since b(-,-) is continuous and satisfies a Garding inequality, the result then
follows from Fredholm theory; see, e.g., [53, Theorems 2.27 and 2.34], [29, §6.2.3]. ]

Lemma 2.9 (Well-posedness and bound for f € L? implies well-posedness and bound
for F € (H')'.) Assume that A and n are such that, given f € L?*(BRg), the solution of the
transmission problem of Definition 1.1 with F(v) = fBR fvU exists, is unique, and satisfies the
bound (2.20) for some C(A,n,k,R) > 0 and kg > 0. Given F € (HY(Bg))', let u satisfy the
variational problem (1.5). Then u exists, is unique, and satisfies the bound

1

min(Apmin, Mnin)

@125y < (1 4 2manck C(A, k,R)) | Fllaa sy Jor all k> ko,

References for the proof. This is proved in [38, Proof of Lemma 5.1] using the fact that b(-, ")
satisfies the Garding inequality (2.21). Note that [38, Lemma 5.1] is a generalisation to the het-
erogeneous case of a well-known argument going back at least to [21, Text between Lemmas 3.3

and 3.4]. |
In the rest of the paper, | - |2 denotes both the Euclidean vector norm on C? and the induced
matrix norm on C%*? and Al 2By caxay = [[|A()|2ll22(BR) for A € Caxd,

Lemma 2.10 (Solution of variational problems by approximation) Given coefficients A
and n satisfying the conditions in Definition 1.1, assume that there exist sequences of coefficients
(A2, and (n*)32, satisfying, for every £, the conditions in Definition 1.1 (possibly with different
limits Nmin, Mmax; Amin, and Amax 0 the inequalities (1.3) and (1.4)), and such that (i)

1
HA7A4HL2(BR,(C‘1><'1) < 7 and annZHLQ(BR) < for all ¢,

=

and (i) there exists an by > 0 and C(k,R) > 0 such that, for every ¢ > {y, the solution of the
variational problem (1.5) with F(v) = fBR T and coefficients A® and n® exists, is unique, and
satisfies the bound

||“HH,1(BR) < C(k, R) ||f||L2(BR) : (2.22)

Then the solution of the variational problem (1.5) with F(v) = fBR f 7 and with coefficients A
and n exists, is unique, and satisfies the bound (2.22).

References for the proof. The proof is contained in [38, Pages 2901 and 2902] (with As, ns replaced
by Af, nf). ]

Lemma 2.10 holds with the | f||z2(py) in the bound (2.22) replaced by |||z (py)) (with a
different C'(k, R)), thereby covering more general variational problems. In the rest of the paper,
however, we only use Lemma 2.10 as stated, i.e. applied to variational problems with right-hand
sides of the form fBR fo.

2.3 Traces and weighted Sobolev spaces
We repeatedly use the following standard trace result (see, e.g., [53, Theorem 3.37]).

Lemma 2.11 If D is a bounded C*~"1 domain and 1/2 < s < £, then the trace operator is bounded
H*(D) — H*"'/2(0D).
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We use also the multiplicative trace inequality for Lipschitz D, i.e. that there exists C. > 0 such
that

1
v||iQ(@D)sctr(gD||v||i2<D)+||v||L2(D)|vH1<D>) forallv e HY(D),  (223)

where £p is the diameter of D (see [42, Theorem 1.5.1.10, last formula on Page 41]) and thus, with
|+ 72 (py defined by (1.12),

k1/2 ||U||L2(8D) SJ ||'U||Hé(D) fOI' all v E Hl(D) (224)
We define || - || #:(ap) for s =1 by

H¢||§J;(8D) = Vool izop) + k*16ll720p),

and for 0 < s < 1 by interpolation, choosing the specific norm given by the complex interpolation
method (equivalently, by real methods of interpolation appropriately defined and normalised; see,
e.g., [20, Remark 3.6]). We then define the norms on H*(9D) and H;(0D) for —1 < s < 0 by
duality,

¢ ¥)o ¢, ¥)a
IWllomy = sup @il l6llmeop) == sup e, ¥)anl
ozper—+@p) |Yu-+@D) ozpet—=oD) 1Y+ (ap)

for ¢ € H*(0D), where (¢,1)sp denotes the standard duality pairing that reduces to (¢,v¢)op,
the inner product on L?(9D), when ¢ € L?(9D). In the terminology of [20, Remark 3.8], with the
norms we have selected, {H;(0D) : —1 < s < 1} are exact interpolation scales.

Finally, we need the weighted analogue of Lemma 2.11 with s = 1; see, e.g., [66, Theorem
5.6.4].

Lemma 2.12 (Trace and extension in k-weighted spaces) If D is Lipschitz, then given
ko > 0 there exists C, depending on ko but independent of k, such that

HUHH;/"’({;\D) < Clvllaipy  forallve HY(D) and k > k.

Furthermore, there exists an extension operator E : H'/2(0D) — H'(D) such that, given ko > 0
there exists C', depending on ko but independent of k, such that

IE@) | pmy < C'léll 1oy for all ¢ € HY2(T). (2.25)

3 Proof of Theorem 1.6 (the well-posedness result)

We follow the steps outlined in §1.2.5. In §3.1 we prove the analogue of Theorem 1.7 for smooth
coefficients satisfying Condition 3.1. In §3.2 we show how coefficients satisfying Condition 1.4 can
be approximated by coefficients satisfying Condition 3.1. Theorem 1.7 then follows from using
Lemma 2.10. Having proved Theorem 1.7, Theorem 1.6 then follows from Lemma 2.9.

3.1 The analogue of Theorem 1.7 for a class of smooth coefficients
3.1.1 Statement of the result
Condition 3.1 (A particular class of smooth coefficients)
e Ac C>®(R% SPD), n € C*(R% SPD),
o there exist Amin, Amax; Mmin, and Nmax such that A and n satisfy (1.4) and (1.3), respectively,
o there exists 0 < Ry < R such that supp(l — A) C Bg, and supp(l —n) C Bpg,,

[
xd;)—;;(x) <0 and xd%(x) >0 forallx € RY, (3.1)



o (Ay)(x)=0fort=1,...,d—1 and for all x € R%.

Observe that the monotonicity conditions in (3.1) are the continuous versions of (1.8) and (1.9)
from Condition 1.4. In addition, the conditions (3.1) along with the assumptions supp(l—A) C Bg,
and supp(1 —n) C Bpg, imply that Ay, > 1 and nmax < 1.

Lemma 3.2 (Bound for coefficients satisfying Condition 3.1) There exist Cyaye,C1 > 0
such that the following holds. Given R > Ry > 0, A and n satisfying Condition 3.1, and
f € L3(Bg), if kRy > Cyave, then the variational problem (1.5) with F(v) = fBRfﬁ and co-

efficients A and n has a unique solution that satisfies the bound (1.14).
3.1.2 Overview of the ideas behind the proof of Lemma 3.2
The basic idea is to use the integrated Morawetz identity (2.13) in Br with v = u,

e Z given by the vector field in Definition 3.3 below; the key point is that Z transitions from
being equal to z4e4 in Bg, (and hence in a neighbourhood of supp(l — A) and supp(1 — n)
to being equal to x in R\ Bp, for some 0 < Ry < R; < R, with this transition controlled
by a radial function y transitioning from 0 (in Bg,) to 1 (in R?\ Bg,);

e = R;and
e 20 =V -Z — g for some ¢ € [0,1] (to be fixed later in the proof).

These choices allow us to use the inequality of Lemma 2.5 in (2.13) and obtain that | B, Plu) <
0. The expression for P(u) (2.12) can then be simplified, and bounded below using the monotonicity
assumptions (3.1) on A and n, with the result that

/ <2|8du|2(1 —X) + [Vul*(2 — @)x + gk*|ul*x + 2r|8ru|2x') dz — 2R 2g0qudrux’
Br Br

< —ZkR%/ fu+ R f<2md8dﬁ(1 —X) + 2rdyux + 2aﬁ) + Aalul?. (3.2)
Br Br Br

Observe that when y = 0 (i.e. in Bg,) we only have control of |9zu|? in the first integral on the
left-hand side, but in supp(x) we have control of |Vu|? + k?|u|?.
The rest of the argument consists of

1. getting rid of the sign-indefinite “cross” term in the second integral on the left-hand side of
(3.2);

2. using the following Poincaré-Friedrichs-type inequality [22, Lemma 2.7] to put |u|? back in
Bpg, (i.e. where x = 0),

/ lv|? < 8/ [v]? + 4R2/ |0gv|?  for all R > 0 and v € H'(R?);
Bagr BJTR\BZR B\/ER

3. using the following consequence of Green’s identity and the inequality (2.18) to put |Vul|?
back in Bpg,,

min {Amin, 1}/ |Vul? < max {nmax, 1}/ |u|? + §R/ fu; (3.3)
Br Br Br

4. bounding the term on the right-hand side of (3.2) involving the Laplacian of «;

5. using the inequality 2ab < da® + 6~ 1b? (for a,b,§ > 0) on the other terms on the right-hand
side of (3.2).
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Regarding 1: this involves imposing a constraint on the growth of x (see Point (ii) in Definition
3.3 and the discussion below this definition). Regarding 2: here is the place where we lose powers
of k compared to the nontrapping estimate, since, in the Poincaré-Friedrichs-type inequality, |0qu|?
is bounded below by |u|? without a corresponding factor of k2.

The paper [22] considers the constant-coefficient Helmholtz equation posed outside a class of
obstacles, the prototypical example of which is two aligned cubes (so that there exist weakly-
trapped rays between the two components of the obstacle). The arguments in [22] use the same
vector field Z we use here, and, in fact, [22] obtains exactly the inequality (3.2) in the course of its
arguments. The details of the Steps 1-5 above are therefore exactly as in [22], and so we do not
repeat the details below, instead making precise reference to the relevant results in [22].

3.1.3 The proof of Lemma 3.2

Definition 3.3 (The vector field Z) Given 0 < Ry < Ry < oo such that supp(l — A) C Bpg,
and supp(1 —n) C B, and x € C3[0,00) with

(i) x(r) =0 for0 <r < Ry, x(r) =1, forr > Ry, 0 < x(r) <1, for Ry <r < Ry; and
(ii) 0 < rx'(r) <4, forr>0;

let
Z(x) = eqzq(l — x(r)) +xx(r), x€R% (3.4)

The requirement (ii) on x is needed to control the term 2R fBR 2q0qu0ruy (r) da on the left-
hand side of (3.2), ensuring that this left-hand side is bounded below by a multiple of fBR(|8du\2 +

x|Vu|?)dx. This requirement imposes a constraint on R;/Rp; indeed, [22, Remark 1.5] shows that
if y satisfies Points (i) and (ii) in Definition 3.3, then R;/Ry > e'/* ~ 1.284, and, conversely, if
R1/Ry > e'/%, then there exists a x € C®[0,00) satisfying Points (i) and (ii) in Definition 3.3.

Lemma 3.4 Let u be the solution of the transmission problem of Definition 1.1, with F(v) =
fBR fv and coefficients A and n satisfying Condition 3.1. Let a be defined by

200:=V -Z —qx(r), (3.5)
for some q € [0,1], with x as in Definition 3.3. Then u exists and the inequality (3.2) holds.

Proof of Lemma 3.4. Since A and n satisfying Condition 3.1 are C'*°, the existence of u follows
from the unique continuation principle (see the references in §1.2.2) and Fredholm theory (see the
proof of Lemma 2.8). Since A € C=, u € H?(Bg) for any R > 0 by H? regularity for the operator
V - (AV); see, e.g., [53, Theorem 4.16]. By Lemmas 2.4 and 2.5,

/ Plu) <0, (3.6)
Br

where P(u) is defined by (2.12). We first claim that, in Bp,
P(u) > —2R(Zu f) — qx|Vul*> + qxk*|ul® + 2R(AVu, 0Z Vu) — Aaful”. (3.7)

Indeed, this follows from using (i) the conditions on 0A/dz4 and In/dx4 (3.1), noting that when
A#land n # 1, Z = x4eq, (ii) the definitions of & (3.5) and 8 = R, (iii) the fact that when x # 0,
A =land n =1, (iv) the fact that « is constant when A # I.

To deal with the term 3‘%<AVu, 07 Vu>, we first observe that (with the summation convention
for the indices 7 and j but not d)

(Vv,0ZVv) = 8;Z;0,v9;0 = |0qv*(1 — x(r)) + [Vu|*x(r) + (r|0yv]* — 240q00,0) X' (). (3.8)

Next, when A # |, x = 0 so Z = z4eq4; therefore ((0Z)Vu); = 6;404u, so that (2.10) above holds.
The assumption that (Ag) = 0 for £ = 1,...,d — 1 implies that, when A # |, (AVu,dZVu) =
(A)galOqu|?. The fact that Ay, > 1 (noted after Condition 3.1) implies that (A)gq > 1, and so

when A # 1, (AVu, 0Z Vu) > |Oqul*. (3.9)
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Since x = 0 when A # |, we can combine (3.8) and (3.9) to obtain that
(AVv,0Z V) > |9q0]* (1 = x(r)) + |Vv[*x(r) + (7|0:v]* — 2a0qv0rv) X' (r). (3.10)
Combining (3.7) and (3.10) we have

P(u) > = 2R(Zu four) + 2|0qul* (1 — x(r)) + [Vul*(2 — q)x(r) + qk*[ul*x(7)
+ 20|10 ul?y/ (1) — 2R (2q0qudyu X' (1)) — Aaful?.

and (3.2) then follows from (3.6) by expanding the Zu f term using that
Z - Vu=zq0qu(l— x(r)) +roux(r).

]
Proof of Lemma 3.2. The inequality (3.2) in Lemma 3.4 is identical to the inequality that is the
result of [22, Lemma 3.1]. The results [22, Lemmas 3.2, 3.3, 3.4, 3.5] (discussed in §3.1.2) then go
through ad verbatim (with the value of ¢ fixed in [22, Lemma 3.5]); in seeing this, observe that,
since Apin > 1 and nyax < 1, the factors in front of the integrals of |[Vu|? and |u|? in (3.3) are both

one, as they are in the analogous inequality [22, Equation 2.11]. Lemma 3.2 is then a consequence
of [22, Lemma 3.5] (see [22, Proof of Theorem 1.10 from Lemma 3.5]). ]

Remark 3.5 (Explicit expressions for Cyaye, and kq) Cy is given in terms of x in [22, Equa-
tion 3.22] (see the discussion in [22, Proof of Theorem 1.10 from Lemma 3.5]).

Civave 18 given in terms of the function x in Definition 3.3 in [22, Equation 3.20]. Indeed, to
see that [22, Equation 3.20] is a condition of the form kRg > Cyave With Cyave dependent only
on x, we need to show that (Ry)?>mq(R) is a dimensionless quantity depending only on x, where
Mma(R) = sup,cp, Aa(x) and 2 = V - Z — qx (as in §3.1.2), with Z defined by (3.4). By
definition, « is constant for R > Ry (see [22, Equation 3.15]), and thus my(R) = mq(Ry). The
only constraint on Ry 1is that R1 /Ry is sufficiently large (see the discussion below Definition 3.3);
therefore, we can choose Ry to be proportional to Ry, and thus (Ro)*mes(R) is a dimensionless
quantity depending only on x as claimed.

3.2 Approximation of A and n satisfying Condition 1.4 by A; and ns
satisfying Condition 3.1

Lemma 3.6 (Approximation of A and n satisfying Condition 1.4) Given A and n satisfy-
ing Condition 1.4, there exist (AY)22,, (n%)22, such that, for  sufficiently large, (i) A* and n*
satisfy Condition 3.1, and (i)

1 1
A~ Allypgp vy € 3 and [nf =] < 5

Proof. The idea of the proof is to mollify A and n to approximate them by families of C'*° functions
As and ng that satisfy Condition 3.1. However, before mollification, we first must approximate A
and n by functions that are constant in the x4 direction in a neighbourhood of z4 = 0. To see
why this is necessary, suppose that, in some compact set, n is only a function of z4, and equals C
for 0 < x4 < cand C — x4 for —c < x4 < 0 (observe that this function satisfies the monotonicity
assumption (1.9) in —¢ < x4 < ¢). Then, with ns the standard mollification of n, given 6 > 0,
there exists an zj; > 0 such that (Ons/0x4)|s,=az < 0, violating the requirement on n;s in (3.1).
Let 0 < Ry < R be such that supp(l — A) and supp(1 — n) are both C Bg,. Given d; > 0, let

(3.11)

i (x) = Anaxl, forxe {(x’,xd) ;x| £ Ro, |zq] < (51},
o ~ lA(x), otherwise,

and let
~ _ Nminl, forx e {(X’,xd) : |X/| < Ro, |zq] < 61},
n(x), otherwise,
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Observe that (i), As, and 75, satisfy Condition 1.4, (i) supp(l — As,) and supp(1 — 7is,) are both
C Bg,(s,), where Ry(01) := \/R}+ 67, and (iii) there exists Cq > 0 (depending only on the
dimension d) such that

HA - 'Kél < Cd(RO)d_l(SlAmax and ||’I’L - ﬁfsl ||L2(BR) < Cd(RO)d_l(slnmaw (3~12)

2 (s cox
Let 1 € C§°(R?) be defined by

| Cexp ((|x|2 — 1)71) if |x] < 1,
V(x) = { 0 if x| > 1.

where C is chosen so that [5, ¥(x)dx = 1. Define 1)5(x) := 6% (x/6), so that 1s(x) = 0if x| > &
and [pq ¥s(x)dx = 1. Let

(Ro)s(x) = (Rg, * s)(x) = / R (x — y)s(y) dy,

lyl<é

where the convolution is understood element-wise, and similarly

(7isy )3 () += (7is, *5)(x) = / Fis, (x — ) (y) dy.

lyl<é

Standard properties of mollifiers (see, e.g., [29, §C.4 Theorem 6]) imply that
o (As)s (75, )s € C=(RY),
o given R > 0, both [|(As,) — (As, )5l 12(Bricaxay and |[(7is,) — (7is, sl 12 (Br) — 0 as & — 0, and
o Numin < (716,)5 < Tmax and Amin < (As, )5 < Amax for all x € R7

Since (Ag,)s is formed from (As, ) by elementwise convolution, the condition ((As,)s)qe(x) = 0 for
£=1,...,d—1 and for all x € R? in Condition 3.1 follows from the corresponding condition on
As,, which follows from the corresponding condition on A in Condition 1.4. Furthermore, since
supp(! —R;l) and supp(1—ns,) C Bg, (s,), the definitions of A5 and ns imply that that supp(I—As)
and supp(1 — n) C Bpg, (s,)+s which is C Bg for § < R — Ry(61) = R — \/R} + 67.

We now show that, when § is sufficiently small, (As,)s and (f25,)s satisfy the monotonicity
conditions (3.1) (with A replaced by (/K(;l)g and n replaced by (75, )s). Observe that

(R )s(x + heq) = (As,)s(x) = /| Bacrtes—y) - Ra e y)ustiy. @)

We claim that, when § < 41, (i) when x4 > 0, the integrand on the right-hand side of (3.13) is
= 0 for all h > 0, and (ii) when z4 < 0, the integrand on the right-hand side of (3.13) is = 0
for all h > 0. To see (i), first recall that, from its definition (3.11), A, (z) is constant in the zq
direction when |z4| < d1. If 24 > 61 then x4 — yg > 0, and the integrand on the right-hand side of
(3.13) is < 0 by (1.8). If 0 < xq < 01, 4 — Yq 18 no longer > 0 for all |y| < 0, but xg — yq > —61,
and the fact that 5\51 (z) is constant in the z; direction when |z4| < §; implies that the integrand
on the right-hand side of (3.13) is either = 0 (when 24 — yq +h < 1) or < 0 by (1.8) (when
xq — Yqg + h > 01). The proof of (ii) is similar. We have therefore shown that, for § sufficiently
small,

oy [(Kél)é(x + heq) — (As)s(x)| <0 for all h > 0;

since (Ag,)s € C*°(R?) this implies that z4(8(As, )s/0z4)(x) < 0. In an essentially-identical way
(with inequality in the sense of quadratic forms replaced by standard inequality), we find that
xq(0(ns, )s/0xq)(x) > 0. N

We have therefore shown that (As,)s and (7ns,)s satisfy Condition 3.1 for 6 < min{d;, R —
/ R% + 67}, where the first term in the minimum ensures that (As,)s and (715, )s satisfy the mono-
tonicity condition (3.1), and the second term in the minimum ensures that supp(l — (A, )s) and
supp(l — (ns, )s) are both C Bp.
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We now define A’ to be (;&51)5 for specific §; and §, and similarly for n’. Indeed, from the
properties of mollifiers above we have that, given d; > 0, £ > 0, there exists 6* = §*(A,d, d1,¢) > 0
such that _ _ -

H(A(;l)(; — A, HL?(BR,Cdxd) < 3 for all § < 0%(A,d, d1,¢). (3.14)

Set 01 = (204 (Ro)? *Amaxf)™1; then, if § < §%(A,d, d1,£71), the inequalities (3.12) and (3.14)
imply that

||A - (A51)5||L2(BR;(C‘1><‘1) < HA - At?l ||L2(BR;(Cd><d) + ||’K51 - (K51)5HL2(BR;(C‘1X‘1)’

1 1 1 1
<Cq (RO)dildlAmax + BY < BY] + Y] = 7

Recall from above that (As, )s and (7, )s satisfy Condition 3.1 when § < min{é;, R — VR:+ 67}
We therefore set

§ = min{él, R—\/R3+ 6%, 6*(A,d, 61,£_1)} and Af:= (/K(;l)(;;

then ||A — Af||p2(p,raxay < €71 and A satisfies Condition 3.1. The definition of n* follows in an
essentially-identical way. [

4 Proofs of Lemma 1.13, Theorem 1.14, and Corollary 1.15

Ifv: Dy, xY — C, let v° : D;, — C denote the function

et e ).

where {y} =y mod 1. (As a special case of this, if v : ¥ — C, then v°(x) := v({x/e}).) Given

such a v,
ov® v 1 0dv\°©
=l—+-=— . 4.1

al'j <8$] + 9 Byj> ( )

From here on, when we use the notation <, the omitted constant only depends on 7, E\, and Dy,.

4.1 The homogenized problem
4.1.1 The homogenized coefficients

The homogenized coefficient nf is the mean value of 7 over the periodic cell Y, i.e., (recalling that

Y] =1)
n’ = n. .
H / (4.2)

The definition of A requires the auxiliary functions X;, j = 1,2,3, and matrices C and B.
Let Hﬁ1 (Y) be the subspace of H! (Y) consisting of functions with zero mean. The function

per

Xj € Hﬁl (Y) is defined as the solution of

A(A) ¢
Oye

- Vy - (AVy;) = - (4.3)

where the index ¢ on the right-hand side is summed over, and the derivative on the right-hand side
is understood in a distributional sense. Lemma A.2 shows that X;, j = 1,2, 3, exists, is unique,
and is in H1T*(Y) N CY(2) (i.e., C! on each element of the partition &) for some s > 0, with

IXillzitsvy ST and  [|Xjllwie () S 1, (4.4)

where both the omitted constant and s depend only on A. The matrix C is defined by

(Qje=—=5, 1<j,0<d. (4.5)



Because of (4.4), (E)jg € H5(Y) N C% ) for some s > 0 with
ICllaeery 1 and  [[Cllrer) S 1.

With o
B:=A(l-0C), (4.6)

the homogenized matrix coefficient A is the mean value of B over the periodic cell Y, i.e.,
W= [ B 12ie<a (47)
Y

note that A € SPD by, e.g., [7, Remarks 2.6 and 2.7], [27, §6.3]. We now claim that B e
Hs(Y)NCY(P2)NL>(Y) for some 0 < s < 1/2; indeed, this follows from the facts that C € H*(Y),

A is (at least) piecewise C%! (by Condition 1.10), and a piecewise H® function for s < 1/2 is in
H?*(Y) (by the definition of the Slobodeckij seminorm).

4.1.2 Basic properties of the homogenized problem

We now prove Lemma 1.13, i.e., well-posedness of the homogenized problem.

Proof of Lemma 1.15. We first show that if 7 and A are admissible periodic patterns (in the
sense of Definition 1.10), then nf and A satisfy Condition 1.4; once this is established, the bound
(1.18) follows from Theorem 1.6.

Since both n’ and A¥ are constant in Dj,, they are clearly independent of 24; the monotonicity
conditions (1.8) and (1.9) therefore hold if nfl < 1 and A = I. Recall from the discussion below
Condition 1.4 that nmax < 1 and Ay > 1. Since n'? is obtained from 7 through simple averaging
(4.2), nfl < 1. While the averaging process is more complicated for A# | [27, Theorem 13.7] implies
that AH = I.

Therefore, to show that nf and A¥ satisfy Condition 1.4, it only remains to show that Ag{é =0

for ¢=1,...,d—1. By (4.7),
AH:/gz/x_/z\a,
Y Y Y

it is sufficient to show that (E)gd =0for {=1,...,d— 1. By the definition of C (4.5),

& OXe
Qe = =0
(Cae va
since X is independent of y4, and
A 9Xa
Qg = ;
©rai= 5

however, X4 = 0 since the right-hand side of (4.4) is

o~ -~

-y OA)ae _ O(A)aa _ 0.

Ye 0yq

=1

because A is independent of yg.

If D;, is star-shaped, since A = | and nff < 1, A and nf! satisfy [38, Condition 2.6] with
p1 = Amin = 1 and po = npin (see the example in [38, Condition 2.10]) and so, by [38, Theorem
2.7), if F(v) = [, [, then

2 1 d—1\°
|UJO||Hé(BR)S\/TL7'\/R2+n' (R+ 2k> Hf||L2(BR) for all k& > 0;

the bound (1.19) follows from combining this with Lemma 2.9. |
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Lemma 4.1 (Shift property for the homogenized problem) If ' is C1'!, then for all g €
L?*(Bg), if v € H(BR) satisfies

-V (AHV’U) =g in Bg
then v € H?(Dyy,) with
\U|H2(Dh,) S ||g||L2(BR)'

Proof. Since A is constant in both Dj, and Dy, Lemma 4.1 holds if T is Cb! by, e.g., [53,
Theorem 4.18]. (If T' has edges or corners, similar shift properties hold but with the angles of
edges/corners constrained by the values of A see, e.g., [28].) ]

We abbreviate Csoi(A”, nf k, R, Ro) by Csop i in the rest of the paper.

Lemma 4.2 (Bounds on ug) Assume that n and A satisfy Condition 1.10, and T is C1'. Then,

for all f € L?(BgR), the solution uy of (1.5) with coefficients n® and A" and F(v) = fBR fo

satisfies '
[woll g2y + Klluollm (Br) S Csolm || fllL2(Br)- (4.8)

Proof. The bound on ||ul|g1(p,) in (4.8) follows from the definition of Csor. The bound on

|ull zr2(By) in (4.8) follows from Lemma 4.1 with v = u, g = nk*u + f, and a = 0, and the fact
that Csor,zr 2 1 (as noted below (1.12)). |

4.2 The first-order, second-order, and boundary correctors
Periodic homogenization relies on the formal asymptotic expansion
e (x) = ug(x) + eu§ (x) + e2us(x) + .. .,

where ug is the homogenized solution and w1, us are “two scale” functions usually called “correc-
tors”. Since, in our case, the homogenization process only takes place in Dj,, we need an additional
corrector, called the “boundary corrector”, to deal with the interface I'.

4.2.1 The first-order corrector

The first-order corrector uy : Din X Y — C is defined by

w(xy) = —>zj<y>‘§§jj<x>. (4.9)

Lemma 4.3 (Key properties of the first-order corrector)

Vyu, = —CVuo forae yey, (4.10)
and
klluillzz (i) + 1(Vxu)®llL2oi) S Flluoll g,y + [wol2(p,,)- (4.11)
Furthermore,
g ) S (1 (k) ™) (lolar2puny + K ol sy 5 ) - (4.12)
and, if kRy 2 1,
oy S (14 (k) ™) (K ol oy + 0l s ) - (113)

Proof. By the definitions of C (4.5) and of u; (4.9),

6‘u1 85(\] 8uo ~
gn _ _9Xj % _ (¢
Oy Oy, Ox;j ( VUO)@’
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which is (4.10). By the definition of u; (4.9) and the bound on X; (4.4),

- Oug
[uillr2 (D) < 1XllLe(v) . S wolm (i)
ZillL2(Din)
and 5
~ Uo
1(Vxu) ez o) < IXsllz= oy (|5 < luolw2(pin)s
i\l (Din)

and then the bound (4.11) follows.

By (4.1) and (4.10),

V(i) = (V)" + £ (Ty)” = (V)® — -C V.
Therefore
||V(U§)||L2(Dm) S luola2(Dy) + 571|UO|H1(Dm) < (ke)™! <|U0\H2(Dm) +k ||U0||H;(BR)) .

Then, the bound (4.12) follows from combining this with the bound on |[u|z2(p,,) in (4.11).

Let the operator T : L*(I'") — L?(T') be defined by Tw := —X;v; forallv € L?*(T); then

1Tl 2y S lvllzzy  for all v € L*(I).
In addition, T : H*(I') — H(T") with
1Tl ry S e M llpey + [0l gy for all v € HY(T).

By interpolation (see, e.g., [53, Appendix B]), T’ then maps H/*(I') — H'/2(") with

170l a2y S &2 0l ey + 0larsre oy

We now observe that u§|r = T'((Vuo)|r), so that
51272y S € V21V uoll L2y + Vol ey (4.14)
By Lemma 2.11,
IVuoll gz (ry S lluoll a2 (i) (4.15)
and, by (2.23),
1

2
[Vuollz2mry S §0||u0|‘z1(Dil,) + lluoll 51 Dy ol 72Dy (4.16)
1 1
1 (14 7 ) (Pl + lolep,)) (1.17)
Using (4.15) and (4.16) in (4.14), and recalling the assumption that kR = 1, the result (4.13)
follows. m

4.2.2 The second-order corrector
The second-order corrector arises since n° varies (in addition to A¢ varying); that corrector is
formally defined by
uz(x,y) = KAy )uo(x),
where fi is the unique element of H;(Y") such that

- Vy - (Avy) =7 —n'". (4.18)

By Lemma A.2, i € CY(£) with

[Ellwreo(z) S 1.
We can actually bypass referring explicitly to this second-order corrector in the rest of proof of
Theorem 1.14, and directly establish the following result (where, both here and in the rest of
the paper, (-,-)p,, denotes the L?(Dj,) inner product, and similarly for inner products over other
domains).
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Lemma 4.4 (Bound on the contribution from the second-order corrector)
k2| (A —n"yug,v), | Se (k ||u0||H;(Dm)) lollii(pyy  for all v € H (Ds). (4.19)
Proof. Since both A and i are independent of x, by (4.18),
V- [AVyir] = -1 [vy - AVyi)] = 1@ - n") € 1% (Di)
Therefore,
—V - (ug(AVy1)*) = —ugV - (AVy7i)® — Vug - (AVy 1)
1

= (- nMug — Vug - (AVyi)°.

By Condition 1.10 and Lemma A.2, A € CY%(2) and i € C'(Z?). Therefore, the function (/&Vyﬁ)g
is piecewise continuous on a partition of D;, consisting of a finite number of open sets, so that its
trace on 0D;, is well-defined. In addition,

[AVy )L (D) < AL () [[VylillLoe vy ST

and similarly R
I(AVy i) |lL= D) S 1-
By Green’s first identity in Djy,

/ uo(AVy)° - Vo = / up(AVy ) - vo — / V - (uoAVyi)*v
D r D

and thus

1 ~
7/ (7° — nugv = / uo(AVy)° - vv — /
€ JDi, r D

To estimate each term in the right-hand side, we use the Cauchy-Schwarz inequality on each L?
inner-product, so that

in

~ 1 ~
= / ug(AVy ) - vu + = / (7° — nugv — / Vug - (AVy )¢,
r € JDin D

in

Vuo - (AVy7i)*v — / ug(AVy i) - Vv
Din

in

(7 — n™)uo,v) by, | < el (AVy )| oo (Do) 110 ]| L2 (D3 0] 2 (D1
+el| (AVy ) || oo Dy 0 121 (Do) 10 22Dy + AV ) [ 22w () 10 | 220y 0 2y
S e(Iluoll 2 (i) 13 () + ol 1 (i) 0] 220010y + o 22y ol 2(ry )
Multiplying by k2 and then using (2.24), we have

k(7 = n")uo,v)p,,

< ke (Rlluoll 2oy [0l (D) + Kluol s 0] 22(1) + Kl 2y o2y )
< kelluoll ) (b 0] 212 (D1

which is the result (4.19). ]

4.2.3 Boundary corrector

The following lemma is proved using Theorem B.6 from Appendix B. A similar result (without the
explicit k-dependence) appears in [68, Lemma 2.2] and [13, Page 2536].

Lemma 4.5 (Existence of vector potential) There exists a vector potential q : Dy, x Y — C?
such that

Vy x q = (B— AT)Vu, (4.20)
[(Vx X @)*[|2(Din) S [uolm2(Dy) (4.21)

and, if kRy 2 1,
IVXxq® vg-pm <1+ (ke)~'/?) (k luoll g1 (p,,) + ||UOHH2(Din)> : (4.22)

24



Proof of Lemma 4.5 using Theorem B.6. To apply Theorem B.6, we need to show that (i)
(B — Af) ¢ H*(Y) N L®(Y) for some s > 0, (i) (B — A#) does not depend on 4, and (iii)
Vy - ((§ — Af)w) = 0 for all w € C? independent of y.

Regarding (i): this is shown under (4.7). Regarding (ii): A is constant, and therefore inde-
pendent of yg. A is independent of yq by Condition 1.10, therefore so are the X; by Lemma A.2,

therefore so is C by (4.5), and therefore so is B by (4.6). Regarding (iii): by the definition of B
(4.6), for w € C? independent of y,

Vy - ((B—AT)w) =V, - (Bw) = V, - (Aw) — V, - (ACw),
which equals zero by (4.3) and the definition of C (4.5). |
Let b°(-,-) denote the sesquilinear form b(-,-) (1.6) with coefficients A, and n.. Let bous(, )
denote the sesquilinear form b(+, -) with integration over B replaced by integration over Dyt (and

recall that, in Dy, Ac =1 and n. = 1 by (1.16)).
We now define the boundary corrector 6. as the unique element of H!(Bg) such that

b*(02,v) = bout (E(u}),v) + (V X ¢° - v,0) for all v € H'(Bg), (4.23)

r

where F is the extension operator in Lemma 2.11. Since the right-hand side of (4.23) is an element
of (H YB R))/, the problem (4.23) is indeed well-posed; the rationale for choosing this particular
right-hand side becomes clear in the proof of Lemma 4.7 below.

Lemma 4.6 (Bound on the norm of the boundary corrector) If . € H'Y(Bg) is the
boundary corrector defined by (4.23) and kRg 2, 1, then

161121} () S Crayer (R, kR, i) (65 [l 172y + IV X @ - vl gg12ry ) (4.24)
< Chayer (R, kRo, Aimin) (1 + (ke) /%) (K [[uoll 12, + 1uoll 2, )-
Proof. Let ¢ € (Hl(BR))/ be defined such that
(,v) =b°(0-,v) for all v € H'(Bg).

By (1.17),
10cll 212 (Br) < Crayer (KR, kRo, linin)) [|¥[| (12 (1)) »

so that it remains to estimate the dual norm of ¢). By the definition of 6. (4.23), continuity of boyt,
and Lemma 2.11, for all v € H(Bg),

(¢, 0)| < [bous (E(u1), v)| + |(V X ¢°) - v, v)r].

N HE(Ui)”H;(Dom) |'U||H;(Dout) +[[(V xg°) - V||H—1/2(F)||”HH1/2(F)

S (Il g2y + 107 % @) Vllar-2r2y) 0l arg )
and the inequality (4.24) follows. The second inequality then follows from using the bounds (4.13)
and (4.22). ]
4.3 Proof of Theorem 1.14

The proof relies on the following error esimate involving the boundary corrector 6., whose proof
is postponed until Section 4.4.

Lemma 4.7 (Error estimate with a boundary corrector) Let ui. € H'(Bgr) be defined by

’Z,Li m Dina
Uie *

, ':{ E(uS)  in Doy.

where the extension operator E is as in Lemma 2.12. Then,

(4.25)

Hua — (UO + 5(“1,5 - 95))“}1;(312) N Clayer(kRv kROvﬁmin)E (H’U’OHH?(BR) +k ||u0||H,i(BR)) . (426)
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Remark 4.8 ( Difference between our first-order and boundary correctors and those
in [13].) In [13], the first-order corrector is defined by u§ in Dy, and zero in Doy, and is therefore
not in H'(BR) because of the jump on T'. Analogously, the boundary corrector 0. defined by [13,
Equation 18] has a jump on T' and is not in H*(Bg). In contrast, both our first-order corrector
u1 ¢ (4.25) and our boundary corrector 0. (4.23) are defined so that they are in H'(BR).

Proof of Theorem 1.14 using Lemma 4.7. By (in this order) the triangle inequality, the definition
of u1 e (4.25), the triangle inequality again and the bound (2.25), the bounds (4.26) and (4.24),
and the fact that Claye; (R, kR0, imin) 2 1,

kllue — uo — euil| g1y + Ellue — ol a1 (Do)
< kllue = uo — curellmy gy + ke 1EW)l g (5, »
S llue = o = £t e = )l + 2 18-l sy ) + 2 g2y
< Clayer (6B, b0, i) (101113 + 101 1125,
+ Chayer (bR, kR0, iz (1[5 172 ) + 19 X @ vl o1ry) -

The bound (1.20) then follows from the bounds (4.22) and (4.13); the bound (1.21) then follows
from the bound (4.8). ]

4.4 Proof of Lemma 4.7
Since

||¢HH;(BR) — sup |<¢7 q/}>|

vey ) 1Y)y
Y£0
(see, e.g., [53, Page 76 and Theorem 3.30]), if we can show that
|(ue — (uo +e(ure = 0:),9)Ba| S A N0 11131y (4.27)

for all v € L?(Bg), with
= CoryeebR. kR0, i)z (0250 + 535y ) -

then the bound (4.26) follows since L?(Bg) is dense in (H!(Bg))’. With ¢ an arbitrary element
of L?(Bgr), let W. € H'(Bgr) be the solution of the adjoint problem

b (v, W.) = (v,%)p, forallv € H'(Bg). (4.28)

We now claim that o -
b (We,v) = (¥,v)p, for all v € H'(Bg);

indeed, this follows from that fact that b°(-,-) is the sesquilinear form b(-,-) (1.6) with coefficients
A. and n., and the fact that (DtNy¢, ¥)r = (DtNgy, ¢)r (from Green’s second identity and the
Sommerfeld radiation condition (1.1); see, e.g., [82, Lemma 6.13]). Then, by (1.17),

IWelltr:(Br) < Crayer (KR, kRo, Tiwin) [|¥]| (112 (1)) - (4.29)

The following lemmas involve different components of the inner product on the left-hand side of
(4.27); we highlight that the first lemma is the point where the existence of the vector-potential
(4.20) is used.

Lemma 4.9 (The terms in the inner product (4.27) involving u. — ug)

(e — w0, ) By = — k(0" = 7%)uo, W) p,, — ((AC)* Vo, VL) |,

+e((Vx x @), VL), —e((V x ¢°) -v, W) (4.30)

r
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Proof. By the definition of W, (4.28),
(ue — w0, ) By = b (ue, We) — 0% (uo, We).
Since u. and ug are the solutions to the oscillatory and homogenized problems, respectively,
b (ue,v) = (f,v) B, = b (up,v) for allv € H'(BpR),

where b (-,-) denotes the sesquilinear form b(-,-) (1.6) with coefficients A¥ and nff in D;, and
A =land n =1 in Doy Therefore, since b and b° are identical on Doy,

(ue — o, ) = b (ug, We) — b% (g, We) = (A" — A%)Vug, VIV.) [, - — k2 ((n"! = 7%)uo, W2) .
(4.31)

Lemma 4.4 bounds the second term on the right-hand side; we therefore focus on the first term.
Since B := A(I — C), (AH — A®) + (AC) = A — B¢, and thus

(A" =A%) Vug, VIW2) , + ((AC)FVug, VIVL) ,, = (A" — B*)Vug, VW) |,
= (A" = B)Vug)", VIVe) , .
By the definition of q (4.20), ((AH — E)Vuo)E = —(Vy x g)°, and thus
(AT = A%)Vup, VWL) ) = —((AQ)* Vo, VW2) ,, = ((Vy x @)%, VW) |,
combining this with (4.31) yields

(ue =0, ¥) . = —k*((n" =7%)ug, W2) , — (AQ)*Vug, VW) |, — ((Vy x @)%, VIV2) ) . (4.32)

We now focus on the term involving (Vy x q)¢. By (4.1),
(Vy xq)* =¢(Vxgqg° —(Vxxq)°)
and thus, by the divergence theorem,
((Vy x @), VW.) , =e(Vxq", VIV.), —e((V x @), V)
=e((Vxq) v,W.), —e((Vx X q)E,VWE)Dm,

where we have crucially used that V-V x ¢° = 0; the result (4.30) then follows by combining this
last equality with (4.32). |

Lemma 4.10 (The term in the inner product (4.27) involving cu, )
—(eu1,6,9) By = — € bous (B(u5), We) + ((AC)*Vug, VIVL) 1,
+ k2e(Au5, We) py, — e((AVxur)?, V), . (4.33)
Proof. By the definitions of W, (4.28) and u; . (4.25),
—(eur,e; V) B = —€ b (u1,e, We) = —€ bout (E(u), We) — € b, (ui, We),

where b5, (-, ) :==b°(+,-) — bous(+,-). By this definition,

—e b, (u§, We) = —& (A°Vu§, VW.) p,, + e k*(A%us, We)p,, -
and so to prove the result (4.33), we only need to prove that

—e(A*Vu5, VL), = ((AC) Viug, VL) |, — e((AVyur)*, VL) |, (4.34)
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By (4.1) and (4.10),
2 € 1 5 e 1/\5
V(ul) = (Vxu1)® + g(vyul) = (Vxu1)® — gC Vuo;
therefore,
~ ~ 1 ~n
AV (u5) = (AVyxuy ) — g(AC)EVuO,
and (4.34) (and hence (4.33)) follows. |

Proof of Lemma 4.7. By the discussion at the start of the subsection, it is sufficient to prove
(4.27). By the definitions of W, (4.28) and 6. (4.23)

e(0c,v) = eb® (0, We) = e bous (E(uf), We) +e((V x ¢°) - v, We)r. (4.35)
‘We now rewrite

(ua - (uO + 5(ul,& - 05)); w)BR
using (4.30), (4.33), and (4.35), to obtain that

(U — (UO + E(Ul e~ 95))vw)BR

k2 (0™ — 7 )ug, We) . — ((AC)*Vuo, VL), +¢((Vx x @)°, VIV2) ,

Din in
((V % q°) - v, We) |, — e bout (B(uf), We) + ((AC)*Viug, VIWL) |, + k2e(us, W)
(AVxu1)®, VW2) o, T Ebout(BE(ul), We) +¢((V x ¢°) - v, We) .
(

kz ( )U‘O? WE)Din + 5((Vx X q) VW ) k25(h\auiv WE)Din + 5((:&vxu1)a, VWE)Din'

Din

— € Din

— €&

Diy

In particular, we see that the terms e((V x q°) - v, W.)r and € by (E(us), We), present in the
right-hand sides of (4.30) and (4.33), respectively, have been removed thanks to the definition of
the boundary corrector 0. (4.23) and its consequence (4.35).

We now bound each of the four terms on the right-hand side. By (4.19),

B[ ((n" = 20, We) | S ke lwoll gy 5,y Il (i

and by (4.21),
el(Vx x @), VWe) | S

) IWell (D,

Using the fact that ||n°||z~(y) < 1 (by Definition 1.9), the Cauchy-Schwarz inequality, and the
bound (4.11), we have

k25| (nui, W) in| N 5(k”ui”L2(Dm )(kHW HL?(Dm)) (||Uo||H2 BR)+k|\U0HH1(3R))HW | 2 1(Din)-
Similarly, using that ||/X\||Loo(y) < 1 (again by Definition 1.9), and the bound (4.11), we have

el(AVxu1)®, VIV2) pyu | < €llA%]| pow (Do) (Vi1 )% 22 (D4 ) [We 11 (D)

S 5( HUOHHQ(BR) +Fk ||U0||H,§(BR) )||Wa||H;(Di,,)-

in

Combining these bounds, we have
|(ue — (uo +e(ure = 0:)),¥)Bal < e(Nuoll gz + & 1ol g 5y MIWell1 s

and then using (4.29) we obtain (4.27). |
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4.5 Proof of Corollary 1.15
By Lemma 2.9, it is sufficient to prove that, if F(v) = fBR f o, then

C’sol.H
HUJEHH;(BR) < k/ [1 + Clayer(kRv kRo, Nmin) ((ke)l/z + k€>:| ”fHL?(BR) . (4.36)

By the triangle inequality, Theorem 1.14, and the definition of Cyso,m (1.11),

luell gy () < llue = woll g1 (myy + w0l g1 sy »

CSOI,H C(sol,H
< ——CyClayer (KR, kRo7nmin)(<k5)1/2 + kf) Hf”L?(BR) +e H@HH%(DM + L ||f||L2(BR) )

=k
(4.37)

The bound on uj (4.12) and the bound (4.8) imply that

_ Csol, H
elluillg () S e(1+ (ke)™t) (|U0|H2(Dh,) +Fk ||U0HH;(BR)) S SZ, (L4 ke) £l p2(ppy s (4-38)

the bound (4.36) then follows by combining (4.37) and (4.38).

A Regularity of periodic cell problems

The goal of this section is to show that the functions X; and i appearing in the homogenization
section have the required regularity, namely that y; € H'**(Y) N C'(£), for some s > 0, and
that 1 € C1(2). Recall that Hﬁl(Y) is the subspace of H].(Y) consisting of functions with zero
mean.

Lemma A.1 Given f € (Hl(Y))/ with (f,1) = 0, there exists a unique element u € H} (Y') such
that, in a distributional sense,

V. (/Xvu) —finY. (A1)

Furthermore, if :&(y) does not depend on yy for some £ € {1,...,d} and

d
0
<f,v>:/yf0v+jz=;/yfj8y1; for allv € HY(Y) (A.2)

where fo, f; € L2(Y) are functions that are independent of y,, then u does not depend on y;.

Proof. Given f € (H 1(Y))/, by the Poincaré-Wirtinger inequality and the Lax-Milgram lemma
applied in the space Hj (Y'), there exists a unique u € H,;(Y') such that

(;‘\‘Vu, VU)Y = <f,v> for all v € Hﬁl(Y) (A.3)

Now let ¢ € C(Y), with ¢g € C the mean value of ¢. Then b=c¢d—do € Hﬂl(Y), so that, by
(A.3) and the fact that (f, ¢o) =0,

(AVu, Vo), = (AVu, Vo), = (f,8) = (f,);

the result (A.1) follows. Since functions in Hﬁl(Y) can be periodically extended, the translation
operation 7, ¢ : v(y) — v(y + hey) is well-defined. Then, with the summation convention,

(KV(TMU),VU)Y = (AVU,V(T#L,W))Y = (fo, —nev)y + (f5,0;(T—nev))y
= (Thefo,v)y + (Thefis 95v)y = (fo,v)y + (f5:05v)

so that u = 75, u for all A € R; therefore u does not depend on y,. [
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Lemma A.2 If Condition 1.10 holds, then X;, j = 1,2,3, defined by (4.3) exists, is unique, and
satisfies X; € H'T5(Y) N CY(L), for some s > 0, and i defined by (4.18) exists, is unique, and
satisfies i € C1 (). Furthermore, if A and 7 do not depend on y,, then neither do X; and [i.

Proof. We first claim that both X; and y satisfy equations of the form (A.1), (A.2) with (f,1) = 0.
For 1 this is immediate from (4.18) and the fact that, by the definition of n (4.2), (nf =7, 1)y = 0.
For X, observe that, by its definition (4.3), for all v € H*(Y),

A(A) <A 8v> A(A)
— oY =((A)ir,— ] , that — ( ———,1) =0.
< 0ye v> (A)ae 0ye ) v SOt 0ye

Therefore, by Lemma A.1, both X; defined by (4.3) and p defined by (4.18) exist and are unique.

The lemma also implies that if A and 7 do not depend on Yye, then neither do ¥; and f.
We now give the details of the proof of the regularity for X;; the proof of the regularity of fi is
very similar. Our goal is to use

1. that, for functions depending on r variables, then, if t > 0, there exists C' > 0 such that

[ollco.eyy S il grrase(y) (A4)
i.e., Sobolev embedding (see, e.g., [53, Theorem 3.26]), and
2. an elliptic regularity shift.

Regarding 2.: such a shift is well-known, at least in the non-periodic case. To go from the periodic
case to the non-periodic case, we extend the functions u, fo and f; in (A.1) and (A.2) by periodicity
and multiply by a cutoff function, and obtain a problem posed in a bounded domain in Q c R?
with Y CC Q. We can then just use the standard interior regularity shift result; see, e.g., [53,
Theorem 4.20].

We need to check that both the coefficient A of the PDE (4.3) and the right-hand side
—8(3\)31 /0y, have sufficient regularity under either (a) or (b) in Condition 1.10.

If (a) holds, then both A and X; only depend on y;, so that (4.3) becomes

d (& d>24> d(A)
—— [ (A 2L ) = — .
dyr <( )del dyr

Therefore, if Ais piecewise C%!, then d(;&)ll /dy is piecewise L?, and Y is piecewise H? by elliptic
regularity (see, e.g., [53, Theorem 4.20]). By (A.4), ; is C° and piecewise C'. By the definition
of the Slobodeckii seminorm, if 0 < s < 1/2, then a function that is locally H® is in H*(Y).
Therefore, Vx; € H*(Y) for s < 1/2; thus x; € H*5(Y) for s < 1/2.

Finally, for (b), by integrating by parts piecewise the right-hand side of the variational problem

defining X, we find that, for all v € H} (Y),
(A I(A);e
{ ((A)JKVUJ,Z? U) O - ( ay[ , U

~ B ~ ov
AVE, Yoy = 3 ((Amayf)w

weP weP
_ N B O(A)je

where 0% denotes the set of interfaces of the partition, and [-] denotes the jump of a function
across an interface I'. By elliptic regularity (see, e.g. [53, Theorem 4.20]), since each I" is C?1, the

periodic extension of A is piecewise C!*! and hence piecewise H2, we have
UGT
Ay

<

X5l 22y S + 3 A - verllasemy S 1Al 2),

HY(®) T€dP

by continuity of the trace map H?(D) — H?3/2(D) for a C™' domain D (see, e.g., [53, Theorem
3.37]). By (A.4) with r = 2, Vx; € C%H(2) for all 0 < t < 1, and thus certainly Y; € C'(2).
Finally, exactly as in (a), since VX, is locally H® for s < 2, it is in H*(Y) for s < 1/2; thus
xj € H'T5(Y) for s < 1/2. [
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B Periodic vector potentials

The goal of this appendix is to prove Theorem B.6 below, from which Lemma 4.5 follows.

B.1 Periodic Sobolev spaces

In this section C*°(R?) is the space of smooth complex vector-valued functions; i.e., C*(R?) :=
C>(R%C%. Y = (0,1)¢ is the d-dimensional unit cube. The space CS° (V) consists of those

per
functions in C*°(R?) that are Y-periodic, i.e. ¢ € C™(R?) and ¢(y + ;) = ¢p(y) for all y € R%,
where, for 1 < j < d, e; denotes the 4 vector in the canonical basis of R%. For ¢ € Cou(Y),
1Bl3.y = 1172y +IVy - DllT2pys  NPlourry = @1 720v) + IVy X @l T2y,
H¢||i11(y) = ||¢H%2(Y) + ||Vy¢||i2(Y),

and H pe,(div,Y), Hper(curl,Y) and H (V) are the closures of C22 (Y) in L*(Y) with respect

per ) per
to the || - [[aiv,y> || - lcurt,y and [ - [ g1 (y) norms, respectively.

The spaces Cy°(Y), Hy(div,Y), Hy(curl,Y) and H%(Y) are the subspaces of CC.(Y),

H,,(div,Y), Hper(curlY) and Hrl,er(Y), respectively, consisting of functions with zero mean.

Since the map L*(Y) — C? defined by ¢ — ‘71| [y ¢ is bounded, C3°(Y) is dense in Hy(div,Y),
H;(curl,Y), and HI}(Y)

B.2 Fourier series

For o € Z%, let

d
laf? = Za? and  e*(y) :=e?™*Y  forall y € R%
j=1

For ¢ € L?_(Y), we define ¢* € Z¢ by

per
(¢a)] = (¢j7ea)L2(Y) fOI' all (6 NS Zd.

Then, by the L? theory of Fourier series (see, e.g., [77, §4.26, Page 91| for the results in one
dimension, and, e.g., [37, Prop. 3.1.15 and 3.1.16, Page 170] for the results in arbitrary dimensions)

ez %% < o0 and
b= ¢,

aczd

where the sum converges in L*(Y). Conversely, if {¢p*}qcza is a set of coefficients satisfying
3o |12 < 0o then there exists a unique ¥ € L*(Y) such that ¢ = ¢ and

Pi= ) e,

acZd

where the sum converges in L*(Y). If ¢ € H e (div,Y’) then, by the divergence theorem (see, e.g.,
[60, Part 2 of Theorem 3.24])

(Vy-¢)* =2rmia-¢* sothat Vy-¢p=2mi Y (a-¢*)e™. (B.1)

aczd

Similarly if ¢ € H e (curl,Y) then integration by parts (see, e.g., [60, Theorem 3.29]) gives

(Vy X @) =271 x ¢*  sothat V, x ¢ =2ni Z (e x p™)e™. (B.2)

aczd
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B.3 Sobolev norms defined by Fourier coefficients

For s € R, we define the Sobolev semi-norms on vector- and scalar-valued functions by

|Bl3r vy = 2m)° D lea*|@%  and |9}y = (20)° Y a6 (B.3)

aczd aczd

where | - |5 denotes the Euclidean norm on C¢ (and the modulus on C); observe that then

d
Pl (vy = Z |65+ (v (B.4)
j=1

Let

m [t]
2 2
Pl e vy = Z |Pl31e vy, meZT, and Dl e vy == Z DI (vy + 1@l re vy, t €RY\ZY,
s=0

s=0
(B.5)
and similarly for scalar-valued functions. We use below the particular consequence of (B.4) and
(B.5) that

d
2 2
81501000y = 3 - (B.6)
J=

Lemma B.1 Let 0 < s < 1. If ¢ € Hpe(div,Y) with Vy - ¢ = 0 and Vy x ¢ € H¥(Y), then
¢ € H'5(Y) with
[Pl s vy < [Vy X @lEs(v)- (B.7)

An immediate consequence of Lemma B.1 is that
if ¢ € Hper(div,Y) N Hper(curl,Y) then ¢ € H) (V). (B.8)
Proof of Lemma B.1. The identity
la?v = (o - v)a + (a x v) X a,

holds for all @ € Z¢ and v € C?. Using this with v = ¢, along with (B.1) and (B.2), we have
27i|al?¢™ = 27i(a - ™) + 27mi(a x %) x @ = (Vy - d)%a+ (Vy X ¢)* X «
= (Vy X )" X o,
since Vy - ¢ = 0 by assumption. Therefore

|(Vy x )% x of
||

2m|a|®] = < [(Vy x #)%.

Recalling the definition (B.3), we have

‘d)ﬁ_]lJrS(y) — (27_‘_)2(1-&-3) Z |a|2(1+s)|¢a|2 _ (271_)23 Z |a|2s(2ﬂ_|a||¢a|)2

aeZd aczd

< (2m)> ) el [(Vy x @)*° = |Vy X @3- v)-

acZd
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B.4 Univariate vector potentials
Lemma B.2 For all ¢ € Hy(div,Y) with Vy, - ¢ = 0, there ezists a unique q € Hé (Y) such that
Vyxg=¢ and V,-q=0. (B.9)
In addition,
lallwon < (14 2) 10l (8.10)
The analogue of Lemma B.2 in bounded domains appears in, e.g., [35, Theorem 3.4].

Proof of Lemma B.2. Under the assumption that the solution ¢ € H t%(Y) exists and is unique,
the inequality (B.7) with s = 0 shows that

lgla1 vy < IVy < allp2ivy = @llL2vy-

Since the mean value of g vanishes and Y is convex, the Poincaré inequality

1
lallL2(vy < ;|Q|H1(Y),

holds, and (B.10) immediately follows. We now show that if the solution to (B.10) exists, it is
necessarily unique. It is sufficient to prove that if ¢ = 0, then g = 0. If ¢ = 0 then Vy, x g = 0,
and |q| g1 (yy = 0 by (B.7); therefore q is constant. But since g € H& (Y), its mean value vanishes,
showing that g = 0. It remains to prove existence; given ¢ € Hy(div,Y'), define the vector g* by

1 ax¢®

0 a
=0, =
d 1 2mi  |a?

, aczh\{o}. (B.11)

Since Y- ez [q*? < (2m) 71 Y [9%]* < 00, the results recapped in §B.2 imply that

q:= Z q“e* € L*(Y).
aeZd

Since (q,1)y =q° =0, q € L?(Y). It remains to show that g satisfies (B.9), since then the fact
that q € H&(Y) will then follow from ¢ € L?*(Y) and the relation (B.8).

First, since a- (e x v) = 0 for all v € C¢, - q® = 0 for all a € Z%; therefore (B.1) implies that
Vy - q = 0. Next, the fact that Vy - ¢ = 0 implies by (B.1) that - ¢~ = 0 for all « € Z¢\ {0}.
Therefore,

AP = (@ ™)a+ (o x ¢%) x & = (@ x %) x o = 2rila* (@ x ¢%),

and therefore

271i(a x ¢%) = ¢~ (B.12)

for all € Z4\ {0}. For a = 0,
2ri(a x q%) = 0 = ¢, (B.13)
since ¢ € Hy(div,Y). Combining (B.12), (B.13), and (B.2), we find that Vy x ¢ = ¢, which
concludes the proof. n

The next lemma involves the L (Y) and L*°(Y") norms defined by

||‘IHLoo(Y) :=esssup|q(y)lz and ||qHL°°(Y) = esssup |q(y)|- (B.14)
yey yey

Theorem B.3 Let ¢ € Hy(div,Y) with Vy - ¢ = 0, and assume that ¢ does not depend on the
ya variable.
(i) If q € H; (Y) is the unique solution to (B.9), then q does not depend on the yq variable.
(i) If, in addition, ¢ € H*(Y) for some s > 0, then ¢ € L=(Y) and there exists Cemp,s > 0
such that

1
=) < ot (143 ) 10l (B.15)
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Proof. (i) We consider the case d = 3; the case d = 2 is very similar (and easier). For y € R?, we
write y = (y’,y3) for y’ € Y’ = (0,1)2. Similarly, for 1» € R? we write 1» = (¢, 13). We introduce
the notation that, for 9'(y’) a two-dimensional vector independent of y3, divy ¥’ := 0y, 1] + 0y, V4
and curlys ¥’ := 0,95 — 0,,v}. Furthermore, if 13(y’) is a scalar field that does not depend on
y3, then curly s = (0y,93, —0,,¥3) (i.e. curly: is the rotation of the gradient of ). These
definitions imply that, if ¥ = (', 13) is a vector field that does not depend on ys, then

curlyy = (curly s, curlys 9'). (B.16)

Now, since ¢ is independent of y3 and Vy - ¢ = 0, divy ¢’ = 0. Observe that, with the notation
¢ = (¢',¢3), both ¢" and ¢3 have mean value zero. Using the lower-dimensional analogues of
the Fourier-series argument used to prove Lemma B.2, one can show that there exists a unique
pa € Hy(curl,Y’') and a unique p’ € Hy(curl,Y”’) such that

curly: ' = ,

Indeed, the Fourier coefficients of p3 and p’ are given by

(p3)™ = {l)a|_2(0¢2’ —an) - (9), Z ig

and

AY-2 |Oé|_2(052, _al)(¢d)a7 « 7é 0,
(P> = {o, a=0.

(compare to (B.11)). We then set p := (p’,p3). Since p’ and ps both have mean value zero, so
does p. Since p is independent of y3, (B.16) implies that

Vy X p = (curly ps, curly, p'),

which equals ¢ by (B.17); therefore p € Hy(curl,Y'). Since Vy - p = divy p’ + dps/dys = 0,
p € Hy(div,Y) and then the relation (B.8) implies that p € Hé(Y) Since the solution to (B.9) is
unique by Lemma B.2, g = p, so that q does not depend on ys.

(ii) Since Vx q = ¢ € H*(Y), g € H'™*(Y) by Lemma B.1, with

\alm+e vy < |DlE=(v)-

Using this with (B.10), we find that

gl s vy = lalE vy + a7 vy
2

2
1 1
< (142) 101 + By < (14 3) Iy (B9

Our goal is now to use Sobolev embedding to bound [|q|| (v by [|q|| g1+ (y)- Recall that [[v| L= <
||| grasars for 0 < s < 1 (see, e.g., [63, Theorem 3.26]), indicating that for d = 3 we require the
H?/?> norm of q. However, since q and its components are only functions of y’ € Y’ ¢ R¢~1,
and d — 1 < 2, we only require the H'™ norm of q. Given 0 < s < 1, there exists a constant

Cemb,s such that

H¢||LQC(Y/) S Oemb,s |w||H1+s(Y/) for all ¢ S H1+S(Y/). (Blg)

Using (in this order) the definition of the L*(Y") norm (B.14), the bound (B.19), the fact that (by
Part (i)) ¢ € H'**(Y) and does not depend on the y4 variable, and the property (B.6), we have

d d
ani‘x’(Y) < Z ”CI]’”%OO(Y’ < Ceme,s Z H%‘”?{Hs(}//) = Cegmb,s||QH,QHl+s(y)- (B.20)
Jj=1 j=1
The result (B.15) then follows from combining (B.20) and (B.18) |
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B.5 Bivariate vector potentials

We now consider functions ¢ : Dj, x Y — C such that
¢(x,y) = M(y)v(x), (B.21a)

where M is a Y -periodic matrix-valued function with zero mean value that does not depend on y4
and is such that

~

Mo € H*(Y) N L®(Y) (B.21b)
for some fixed s > 0, and v € H 2(Din). We further assume that
Vy - ¢(x,-) =0

in the sense of distribution for a.e. x € Dj,.

Lemma B.4 Assume that ¢ satisfies (B.21) and additionally that v € C*°(Diy). Then, for all
x € Dy,, there exists a unique q(x,-) € H;(Y) such that

Vy xq(x,-) =¢(x,-) and Vy-q(x,-)=0 (B.22)

for ally € Y. Furthermore, g € C*(Diy, H§(Y)) with

1\ ||~
B . < - OB .
@200 an v, < (14 7 ) [0, (B.23)
and q(x,-) € C®(Di,, L=(Y)) with
1\ ~
102065, =) < Come (147 ) 1Ml |0 0) ) (B.24)
for all B € Zi and x € Dy,. In particular,
€ 1 N
10205201y < Cont (14 1) L1207 1, (B.25)
and
98q)° <c 1+ 1) P B.2
||( xq) ||L2(F) > Uemb,s + ; || ||Hb(Y) H UHL2(F)5 ( . 6)

forall B € Zi.
Proof. The existence and uniqueness of the solution g(x,-) € H& (Y) for all x € Dy, is a direct

consequence of Theorem B.3. Now, set § > 0 and define Di‘sn C Dy, as the subset of D;, of distance
> § from I'. With x € D}, and x’ € Dy,

[Ty xtatm—ae ) = o) =0
vy ' (q(X, ) - q(xlv )) = 0,
so that, by (B.10),
Jatx.) = al Mary < (14 ) 1965, = S lzz0r
< (1 7 ) ] s IR0
and, by (B.15),

1
la(x,-) — q(X,’ ')HL“(Y) < Cemb,s (1 * 7T) |b(x,-) — ¢(X/a ')”HS(Y)a
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1 ~
< Conts (14 2 ) Ix =] s [FC) V0l

X€Din

Since the above inequalities hold for any x’ € D;,, we deduce that

1 .
sup [|Vxq(x,)l|m1v) < (1+ ) sup [[M(")Vxv(x, )|l L2 (v
x€D?, T/ x€Din

and .
sup ||qu(X, ')HL""(Y) < Ccmb,s <1 + 71') sup ||'\/I(')VX'U(X7 )”HS(Y)

x€D? XEDin
But now, since the upper bounds are independent of §, we obtain (B.23) and (B.24) for |3| =1 by
letting & — 0. We have there proved that ¢ € C'(Dy,, H' (Y))NC' (D, L= (Y)); we can therefore
differentiate (B.22) with respect to x;, to obtain that 8,,q € C°(Diy, H'(Y)) N C%Dsy, L=(Y)).
By linearity, we can then repeating the above argument with q := d,,;q and ¢ = 9,,¢. We then
obtain (B.23) and (B.24) by induction on |3|.
By integrating over D;, and using (B.24), we have

2
1020 o,y = [ [020) (x. %) ax< [ [1020) 6 ey, (B.27)

Din Din
1\ =
< Comn? (14 1) 1My [ 10%0)00Pax,

and (B.25) follows. The bound (B.26) follows similarly, but integrating over T ]

Theorem B.5 Assume that ¢ : Din x Y — C satisfies the three conditions in (B.21) with v €
H?(D;y,). Then there exists a unique vector potential q¢ € H?(Diy, Hé(Y)) such that

Vy xq(x,-) =¢(x,-) and Vy-q(x,-)=0

for a.e. x € Dy,. Futhermore,

1 —~
[(Vx x @)°llL2(py) < Cemb,s (1 + W) M| s (v v 1 (D) » (B.28)
V x ¢ <llg° <C ANy B.29
IV 54"Vl < g% gy < Coms (142 )[R lolagy . (B29)
and
. 1~ N\~
IV > q° Vo) < ZIMllz= ) [0l gy + Cembis ( 1+ — ) IMIz= vy [0le ). (B.30)

In addition, if kRg 2, 1,

IV % @ vl g1y S (U4 (k2) ) (B0l g,y + [0l (o, ) (B:31)

in

(where the omitted constants depend on ||I\7I||Hs(y) and |||\7|||Loo(y)).

Proof. Once we have shown that g exists, is unique, and satisfies the bounds (B.25) and (B.26)
for [8] <1 the bound (B.28) is a direct consequence of (B.25), and the bound on |[g° x v|[g2(r) in
(B.29) is a direct consequence of (B.26). We now prove the bound

IV % g vg-1ry < lla° X Vg2 (B.32)

to complete the proof of (B.29). Consider a test function ¢ € C*°(Djy). Observe that

(qua'ya¢)1—*: (VXq87v¢)D :_(qa XV7V¢)F7

in
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with the first equality holding by the divergence theorem and the fact that V- (V x ¢°) = 0, and
the second equality holding by the Green-type identity in, e.g., [60, Theorem 3.29] and the fact
that V x (V¢) = 0. The bound (B.32) then follows since v(C°(Dy,)) is dense in H*(T) (see, e.g.,
[19, Page 276)).

To prove (B.30), we observe that, by (4.1),

VX g = (Vo x @) + L(Vy < q)" = (Vi x @) + M0,
Since (l\7|)jg € L>®(Y) for 1 < j,¢ < d, (B.30) follows from this last equality by taking norms and
using (B.26).
To prove (B.31), we let T : L*(I') — H '(T') be the operator T : v — V x ¢° - v. By
interpolation (see, e.g., [53, Appendix B]) using the bounds (B.29) and (B.30) (similar to in the
proof of Lemma 4.3), we have

IVXxq vig-1rm S g1/ ol g2ry + [0lgr2ey  forallve H'(Diy).

By the multiplicative trace inequality (2.23),

— 2 1 2 —
et H’U||L2(r) S Re ||’U||L2(Dh,) +et ||’U||L2(Dm) V|1 (Dyy)

1 2 k 2 1 2 1 1 2 2 1 2
< e Iz, + z [vlz2(py) + ?5\”|H1(Din) S e 1+ R k= lollz2(pyy + ?E|U|H1(Din)>

and then (B.31) follows from the assumption that kRy 2 1.

It therefore remains to show that g exists, is unique, and satisfies the bounds (B.25) and (B.26)
for || < 1. Given v € HQ(Din) there exist v, € C*°(Dy,) such that v, — v in HQ(Din) as
n — oo. Let q,, € C*(Diy, H§ (Y)) be the solution of

Vy X 4,(x,y) = M(y)va(x), Vy-gq,(x,y) =0,
which exists by Lemma B.4. By linearity,
Vy X (qn - qm)(x>Y) = M(Y) (vn - Um) (X)a vy : (qn - qm)(X>Y) =0.

The definition of the Bochner norm

2
||Q||i12(DT1,H;(Y)) = Z ||85q’|L2(Tm,H;(Y))
1Bl<2

and the bound (B.23) imply that

1 .
g, — qm||H2(Tm,H;(Y)) < {1+ p HMHLOO(Y) [[on — vm||H2(Din)

for all n,m. Therefore g, is Cauchy sequence in H?(Dx,, H t%(Y)) and converges to some q €
H?(Diy, H§(Y)) By continuity of weak derivative operators, Vy x ¢ = ¢ and Vy - g = 0 for
a. e. X € Dy,. Furthermore, by (B.24),

1\? ~
[ 102,105 e 5 < Conn? (143 ) Wy, [ 100,00 ax

in

and

‘/;in

for |3] < 2 and n,m € N. Therefore q,, is a Cauchy sequence in H2(D;,, L*(Y)) and

1\ =
1020, = @) 65 e 05 < Conn? (152 ) WM r, [ 10°(0, = 000 ax

in

1\* -
[ 10 e a5 < Cont? (14 1) Wy, [ (0P 0P ax (B33

in

for |8] < 2. The bounds (B.25) and (B.26) for |8| < 2 therefore follow from (B.33) using similar
reasoning to in (B.27). |
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Theorem B.6 Let I' be C1t. Assume that ug € H?(Diy), M e Hy(Y)NL>(), for some s >0,

and that M does not depend on yq. Assume further that Vy - (I\7Iw) =0 for all w € C? independent
of y. Then there exists a unique vector potential q € H'(Diy, H; (Y)) such that

Vy % q(x,") = M(y)Vuo(x) and  Vy-q(x,) =0
for a.e. x € Dy,. Futhermore,
1V % @Fllg20) S [ulironys 1167 % Vllgaqey S luolan o), (B.34)
and, if kRy 2 1,
IV % @ v 12y S (14 (k&)™) (Klluoll i1 (Do) + luoll a2 () (B.35)
(where the omitted constants depend on ||h7|||Hs(y) and ||'\7|||L00(y)).

Proof. By applying Theorem B.5 with v = Vug, we see that g exists and the bounds in (B.34),
(B.35) hold when uy € H3(Dyy,). By the density of H3(Dyy,) in H?(Dyy,), and the fact that right-
hand sides of the bounds (B.34) are controlled by [|uo||z2(p,,), g exists and the bounds in (B.34),
(B.35) hold for ug € H2(Dyy). .

C Bounding Cy, (A, n., k, R, Ry) for kR sufficiently small

As discussed in §1.3.2, in [13, Bottom of Page 2539 and top of Page 2540] Cio1(Ac, ne, k, R, Rp) is
assumed to be independent of £ and to only depend on nmin, Nmax, Amin, and Apax. We now show
that this is true if kR is sufficiently small. _ B

By [54, Lemma 3.3], given ko, Ry > 0, there exist Cptxy = Cpin(koRo) such that

— R(DtNp, ¢). > CoenR™ @],y  forall g € HY2(Tg), k> ko, and R> R, (C.1)

By, e.g., [87, Corollary A.15], there exists Cpr = Cpr(Q2_) (‘PF’ standing for ‘Poincaré-Friedrichs’)
such that

— 2 — 2 2
B2 o)y < Cor (R [0laqr + V022 sy)  forallve H'(Bg).  (C2)

Lemma C.1 (Coercivity of b(-,-) for kR sufficiently small) If

kR < — SrmaxCpr (C.3)
min{Amin, Coen}
then
min Amin; 6 Nmax
Rb(v,v) > { 5 Duv} Vo175, + 5 K |[vl725,) for allve H'(Bg). (C.4)
The bound

Csol(Ac,ne, k, Ry Ry) < (min {min{Amin,éptN}, nmax})_l

under the assumption (C.3) then immediately follows from the Lax—Milgram lemma and the defi-
nition of Cyq (1.11)

Proof of Lemma C.1. Using the definition of b(-,-) (1.6) and the inequalities (C.1) and (C.2), we
have

Rb(v,v) = Amin ||VU||2Lz(BR) — K Nimax HU||2L2(BR) + R Cpix HU”QLZ(FR) )

. ~ 2 1 2 2
Z mln{Amin, ODtN}( ||VU||L2(BR) + E ”UHLQ(FR)) — k2nmax ||U||L2(BR) ’

min{Apmin, Coen t 2 1 2 min{ Apmin, Coin} 21 12
2 5 <||VU||L2(BR) TR ||UHL2(FR)) + Mmax | =1+ 2riman (KR)?Cror k= vllz2 s, »
and the result (C.4) follows. |
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