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Abstract. The growth of the computing capacities makes it possible
to obtain more and more precise simulation results. These results are
often calculated in binary64 with the idea that round-off errors are not
significant. However, exascale is pushing back the known limits and the
problems of accumulating round-off errors could come back and require
increasing further the precision. But working with extended precision,
regardless of the method used, has a significant cost in memory, compu-
tation time and energy and would not allow to use the full performance
of HPC computers. It is therefore important to measure the robustness
of the binary64 by anticipating the future computing resources in or-
der to ensure its durability in numerical simulations. For this purpose,
numerical experiments have been performed and are presented in this
article. Those were performed with weak floats which were specifically
designed to conduct an empirical study of round-off errors in hydrody-
namic simulations and to build an error model that extracts the part due
to round-off error in the results. This model confirms that errors remain
dominated by the scheme errors in our numerical experiments.

Keywords: Floating-point · Round-off error · Hydrodynamics · HPC ·
Exascale

1 Industrial and scientific context

The HPC industry applies to an ever-increasing number of scientific domains
— biology, molecular dynamics, meteorology, astrophysics, aerodynamics, etc.
It must therefore evolve regularly to adapt to theoretical and material changes,
as well as to new regulatory or commercial demands. The list of usual require-
ments for HPC simulation codes is then increased by new needs. To name a
few requirements: improving speed, robustness, accuracy and maintainability,
energy efficiency, portability on heterogeneous resources (GPU or FPGA type
accelerators), or the measurement of uncertainties in the results [12].
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In this context, simulations must both improve and guarantee the results
while relying on constantly renewed computing resources (HPC) (GP-GPU) and
on parallel computing (MPI, Multithreading, Vectorization) of which perfor-
mance increases year after year. The strategy commonly used to take advantage
of the possibilities promised by the exascale consists in relying on the exploita-
tion of proven models and schemes and in increasing the size of the problem
studied — such as the size of the mesh, the number of particles, elements, etc.
This strategy of improved accuracy leads to a contradiction since finite precision
calculations also introduce errors. Indeed, by increasing the size of the simulated
problems, the number of operations also increases, thus degrading the results
contrary to the expected effect. Therefore, in order to guarantee the quality of
the results, it is important to measure the optimal point between their improve-
ment by adding information versus their degradation by round-off errors due
to floating-point arithmetic. In other words, in the current context, the ques-
tion addressed here could be summarized as follows: Is binary64 sufficient for
exascale computing?

The use of the common theoretical tools such as interval arithmetic, Taylor se-
ries or probability do not provide satisfactory answers to this question [6,23,11,8].
Because of the large number of operations in a simulation and the complexity of
the programs, the bounds obtained to frame the error are too large to be useful.
This is why new approaches have emerged and recent advances in formal proofs
have allowed the determination of thin theoretical bounds for framing the er-
ror for a finite differences scheme on the wave equation[4] and the Runge-Kutta
method[5]. The bounds obtained are compatible with the tolerances of the in-
dustry but for simulations of more complex problems, the empirical approach
remains unavoidable today in order to detect the real weight of round-off errors
in the numerical results.

In this paper, we focus on the measurement of numerical error in hydro-
dynamic simulations [7], which are the skeleton model of many more complete
physical models. A new analysis tool, the weak floats, has been developed to im-
prove the traditional empirical approach — extended precision — which is too
slow to be conducted on large meshes. After introducing our approach, section 2
describes the implementation of the weak floats within a numerical error model.
In section 3, the framework of the hydrodynamic applications is detailed: the
equations, the discretisation method, the details of the HPC implementation
and the test cases used. In section 4, the numerical results are presented. The
tests are performed in dimension 1, using Godunov type numerical schemes of
order 1. Also using several test cases of reference [24] with the floating types of
the IEEE-754 standard [14] and the weak floats. Finally, the versatility of the
developed tools, their ease of use, and their speed allowed us to obtain sufficient
data to conclude this study, while realizing a proof of principle of their applica-
tion for empirical analysis. By extrapolating the data obtained to exascale, an
attempt is made to answer the problematic of required arithmetic precision for
the exascale in the conclusion.
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2 Model of the numerical error

2.1 Measurement of the error due to floating-point arithmetic

We are interested in the numerical error, denoted εnum, which we define as the
deviation between the theoretical result from the mathematical model, ymodel,
and the result obtained by the simulation, ysimulation. In this work, we focus on
the case where ymodel and ysimulation are space-time fields. Using the L2 norm:

εnum := ||ymodel − ysimulation||L2
. (1)

This numerical error εnum has two sources: the error due to the discretization
of the equations εscheme and the error created by finite precision computations
εfloat.

Every numerical scheme introduces errors. But if the scheme is consistent,
the discretization error εscheme can be seen as the error caused by the lack of
information. Therefore, it is sufficient to add information (cells, particles, etc.)
to decrease this error — the decrease of the error compared to the injected infor-
mation defines the order of the scheme. Processing this additional information
involves more calculations and therefore more operations. The error from finite
precision computations εfloat can be seen as the accumulation of errors due to
rounding committed for each operation [17] [20]. We understand then that these
two sources of errors will counteract each other. To be more precise, to reduce
εscheme, we must do more operations but each operation can introduce an ad-
ditional round-off error increasing then εfloat. Therefore there is a minimum
for the numerical error εnum which corresponds to a certain problem size that
should not be exceeded.

Fig. 1 illustrates (on a floating-point number) what this divergence point
means. When the simulation is not accurate enough, the last bits of the mantissa
do not contain relevant information (gray pattern error), so the round-off error
is hidden. As the calculations proceed, the round-off error accumulates in the
last bits and moves up to the significant part of the information. If it exceeds
the area of irrelevant information, then the round-off error appears and spoils
the relevant information.

In a simulation, this backtracking process is complex. The round-off errors
can be compensated, amplified, and occur more or less quickly in certain cells
and on certain quantities. The error can contaminate the cell or spread. This
behavior depends on the code but also on the input data.

The possibility of detecting round-off errors εfloat in a numerical simulation
implies constraints on the choice of the numerical experiment. A study can be
conducted only if: i) the problem is mathematically well defined, at least in some
configurations, ii) there exists convergent numerical schemes to solve the prob-
lem, iii) there exists implementations of these schemes that do not introduce
systematic errors (via non-ordered sums on sets for example), iv) the software/-
component stack (libraries, compilers, chips) is reliable, v) reproducibility 4 is
4 If several realizations of the same experiment under identical conditions give exactly
identical results, then the experiment is said to be reproducible.
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Fig. 1. Idealized illustration of the encounter between the round-off error (red) and
the relevant information (blue) in a floating-point number. The irrelevant information
(gray) is the scheme error.

ensured, vi) the computational speed is high enough to explore large problem
sizes.

2.2 Error model on an explicit numerical scheme

Similarly to an ordinary differential equation [2], the expected behavior of the
numerical error for a one-dimensional problem discretized by a numerical scheme
of order 1 is:

εnum ≤ C1h+ C2h
−1 , (2)

where C1, C2 are constants specific to the case studied and to the scheme,
and h a parameter characterizing the finiteness of discretization of the equations
(for example equal to the space step for a 1D spatial discretization).

The convergence order of the scheme can be seen in the first member C1h.
Without round-off errors, the numerical error would tend toward 0 with h, giving
results more and more accurate. The second member C2h

−1 is identified as the
accumulation of the round-off error, which depends on the number of operations
and thus on the space step. Indeed, in the case of explicit schemes, the number
of iterations in time of the simulation Nit — on which depends Nop the number
of operations — depends on the time step ∆t, itself constrained by Courant-
Friedrichs-Lewy (CFL) number [27], [19] which relates it to the space step h.

When the number of cells becomes infinite, the asymptotic behavior of the
two components of the numerical error is:

lim
h→0

εscheme = 0 , lim
h→0

εfloat = +∞ . (3)

The decomposition of the numerical error into two sources is illustrated qual-
itatively in fig. 2 by showing the part of εnum due to discretization in blue hatch-
ing and the part due to round-off errors in green hatching. This illustration allows
to interpret the results presented in the following sections.

It is important to note that when εfloat becomes significant compare to
εscheme, then the results deviate quickly from the analytical solution and the
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Fig. 2. Qualitative representation of the behavior of the numerical error and of its
components with a convergent scheme.

curve diverges. The simulation loses all its meaning and the total error (the
measured one) suddenly increases. The quantity of interest that seemed relevant
to us is the number of cells at which the divergence occurs. This divergence
point depends on the floating-point precision and is written Ndouble

d for binary64
numbers.

2.3 Weak floats

To certify that the code is used within a valid domain, it is necessary to obtain
an estimate of the divergence point of the binary64 Ndouble

d . It is precisely for
this purpose that the weak floats have been developed.

The idea of weak floats is to use precisions smaller than the binary64, to
find the divergence points for these sub-precisions, and to extrapolate the values
in order to estimate the divergence point of the binary64. A similar approach
exploiting a sub-precision has been used in [15].

To speed-up the computation, operations between weak floats are carried out
on a CPU stem type (binary32, binary64, etc.), which mantissa size is higher than
the weak floats mantissa, then the result is truncated and rounded. The weak
floats have therefore the same number of exponent bits as the chosen stem type
(binary64 in our simulations). Due to the truncation and rounding operations,
it is impossible for the compilers to use many optimizations. The execution is
thus largely slowed down by the weak floats while the precision is reduced.

In the following, weak N designates a binary64 floating-point number of
which only the N first bits of the mantissa are used, the others being truncated
(thus a precision of N + 1 bits with the implicit bit).
N.B. All weak floats are thus numbers obtained by two rounding operations.
The first operation is the rounding operation of the IEEE-754 standard on the
binary64 (hardware) and the second is the one of the weak floats (software).
With the nearest rounding mode (nearest), the double rounding is not equal
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to the last rounding ◦m(◦n(x)) 6= ◦m(x)) with m < n (see [21]). This double
rounding is thus a rounding mode in itself, different from those of the standard;
it has no significant impact on the production of round-off errors and does not
produce a visible bias on the results.

3 Description of the numerical experience

3.1 Mathematical model

The hydrodynamic equations — also called Euler equations — are a good can-
didate to evaluate the impact of round-off errors. This system of coupled dif-
ferential equations is at the heart of many numerical simulations performed in
industry and academia. It still contains a large number of open problems both
numerically and theoretically, but it can be solved numerically with schemes
of which the convergence is proven and exact solutions exist for certain initial
conditions.

The system of Euler equations for a fluid is written:

∂t

 ρ
ρu
ρE

 + ∇ ·

 ρu
ρu⊗ u + pI3

(ρE + p)u

 = 0 , (4)

with ρ, E, p and u respectively the density, the total specific energy, the pressure
and the velocity vector of the considered fluid.

The system of equations (4) is closed using an equation of state relating
pressure, energy and density. Only the ideal gas law is used in the following.
This equation of state is written:

p = (γ − 1)ρe , (5)

with γ the polytropic coefficient and e the specific internal energy of the fluid
and E = e+ u2

2 .

3.2 Numerical schemes

The study of the impact of round-off errors is based on comparisons of re-
sults from simulations performed with a numerical scheme based on Godunov’s
method [9], widely documented in the literature [27] [19].

In his founding paper of 1959, Godunov introduced a new discretization for
hyperbolic systems of conservation laws such as the Euler equations using the
solution of the Riemann problem. In the original version of the method, Godunov
uses an exact solver. Later, Lax-Friedrichs [18] and Rusanov [22] independently
developed an approximate solver, much less expensive in computation time and
accurate to the order of the scheme. Many other Riemann solvers exist and the
quality of each of them depends on the domain of use. This study explores the
impact of round-off errors on the Rusanov solver.
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The convergence of the scheme is only possible if the time step ∆t respects
the CFL condition [27], [19]:

∆t ≤ a ∆x

max
{i∈N}

(|ui + ci|, |ui − ci|)
, (6)

with a the dimensionless CFL number, N the number of cells and ui, ci the fluid
velocity and the sound velocity in the cell i.

3.3 Software and hardware environment HPC

As mentioned above, the convergence of the numerical scheme and the repro-
ducibility of the results obtained by the computational code are essential for the
study of round-off errors. The possibility for the scheme to perform numerical
simulations on a very large number of cells is an additional constraint which
requires the development of a code capable of exploiting HPC resources.

In order to respect all the imperatives stated above, the Variant code devel-
oped for this study is entirely parallelized by sub-domain of calculation. Com-
munication between all sub-domains is provided using the MPI library. Load
balancing on the sub-domains is ensured by an equal division of all sub-domains,
taking into account the domain edge cells, without any conditional branching
on the computations to be performed in each cell (no test on the cell values to
select the operations). Each sub-domain with its edge cells is itself processed in
parallel using multithreading.

One executable is compiled for each type of the floating-point number. These
types are: binary32, binary64 or weak floats. All the rounding modes of the
standard IEEE 754 [14] are implemented for the weak floats (with a nuance for
the nearest mode, see 2.3).

3.4 Test cases

The behavior of the numerical scheme implemented is studied using several test
cases from the literature. These specific test cases were selected for this study
because they have an analytical solution allowing precise measurements of the
numerical error. They also involve several characteristics found in large-scale
numerical simulations performed in industry or academia (shock, contact dis-
continuity, relaxation, large displacement, etc.).

The Sod shock tube [24] is a two-state Riemann problem. The computational
domain [0, 1] is separated at the position x = 0.5, the state on the left has a
density ρ = 1 and a high pressure p = 1 and the state on the right has a density
ρ = 0.125 and a low pressure p = 0.1. Both fluids are described by the ideal
gas law (5) with a coefficient γ = 1.4. This 1D test is performed with Neumann
boundary conditions (wall type). At the initial time, both fluids are at rest, i.e.
without initial velocity. As soon as t > 0, the pressure difference will create a
shock which will propagate towards the right. The gas on the left will expand and
the gas on the right will compress. The exact solution is given by the solution
of a Riemann problem.
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The double rarefaction or centered rarefaction is a 1D test which consists in
separating a fluid in the middle of the domain [0, 1] to create a vacuum. We
initially define a constant pressure p = 0.4 and a constant density ρ = 1. The
internal energy is calculated with the equation (5) and the velocities are constant
and opposite. The left half of the domain goes to the left and the right half of
the domain goes to the right, which results in a low density in the center and
two expansion profiles that meet. The exact solution is also given by solving a
Riemann problem.

Advection of a gaussian and a crenel. This one-dimensional test transports a
density profile at constant velocity. This test involves a constant velocity u = 1
and a constant pressure p = 1. The first advection case transports a density
profile which has a centered Gaussian shape and the second one transports a
crenel. The advection of the density profile being performed at constant speed
on a numerical domain [0, 1] with periodic boundary conditions, the analytical
solution of the density profile at the final time tf = 4 (corresponding to 4 full
turns of the numerical domain) is given by ρ(x, tf ) = ρ(x, 0).

4 Results & Discussions

The results on the different cases are presented in this section, using several
schemes and precisions with as reference scheme for all the results: the order 1,
in dimension 1, with the Rusanov solver.

To understand what is hidden in a numerical error, the first result presented is
the test case of the advection of the Gaussian with different precisions (variations
on the size of the mantissa). The following results are compared on graphs in
logarithmic scale. On the x-axis is the cell number and on the y-axis is the
difference in L2 norm between the average density per cell ρ̄ obtained by the
simulation and the analytical or semi-analytical solution.

εnum := ‖ρ̄sim. − ρ̄exact‖L2 (7)

Next, to isolate the effect of round-off errors alone, the CFL number and the
final time are varied. Finally, the divergence point is measured and its relation
with the size of the mantissa is quantified.

4.1 Variation on the size of the mantissa

Where the round-off error causes the results to diverge

Fig. 3 is a summary of a set of simulations concerning the advection of a
Gaussian simulated with different weak floats. Each point of each curve is the
numerical error εnum of a complete simulation. On this figure, it is first inter-
esting to notice that the evolution of the error is consistent with the prediction
of the qualitative model — equation (2) and fig. 2. We can also observe that the
binary64 follows the order of the scheme while the other precisions diverge from
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its curve. The divergence point of each type of floating-point number increases
with the size of the mantissa.

The binary64 does not seem to be affected by round-off errors. The conver-
gence is still valid even at 1 million cells. The computation time required to
reach the divergence point of the binary64 is too large and this point cannot be
directly determined numerically.
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Fig. 3. Error curve of the advection of a Gaussian simulated with different precisions
using a Rusanov solver at order 1.

4.2 Variation on the CFL number

Where we isolate the round-off error

Fig. 4 presents a simulation of the Gaussian advection case at order 1 with the
Rusanov solver using different CFL numbers. The CFL numbers used are 0.5
(default), 0.25 and 0.125. The mantissa sizes shown are 21 and 23 (binary32 ).

These curves highlight the contribution of the round-off error in the total
numerical error. For the same simulation, the decrease of the CFL number will
increase the number of iterations without significantly decreasing the error due
to the scheme, as long as the state is converged. The only cause of the increase
of the error is then the increase of the number of operations (since all the other
parameters are identical). With each division of the CFL number, the divergence
point decreases for each precision used (see table 1). Finally, the smaller the
mantissa is, the smaller the divergence point will be (Nm

div ∼ m). It confirms
that the error is due to a defect in the ability of the mantissa to absorb the
round-off error of the calculations. This effect does not show up in the formula
(2), which invalidate its simplicity and requires a more complete model to be
developed.
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Fig. 4. Error curve of the advection of a Gaussian simulated with different CFL num-
bers using a Rusanov solver at order 1. binary32 in solid line and weak floats 21 in
dashed line. The same color is used for a given CFL number.

Table 1. Mantissa size, CFL, number of iterations and divergent mesh size.

mantissa size CFL Nit Ndiv

21 0.5 161 338 3 968
21 0.25 182 143 2 240
21 0.125 227 634 1 408

23 0.5 343 495 8 448
23 0.25 395 539 4 864
23 0.125 519 364 3 200

25 0.5 666 172 16 384
25 0.25 832 242 10 240
25 0.125 1 124 164 6 912

4.3 Variation on the final time

Fig. 5 presents the same case as figure 4 using different fraction of the final time.
These new final times are 0.25T , 0.5T and 1.0T with T the default final time
value. The mantissa sizes shown are 21, 23 (binary32 ) and 25.

The variation of the final time in Fig. 5, like the variation of the CFL number,
isolates the effect of the number of operations. By increasing the final time,
the simulated cases are different. Since it is a transport of a Gaussian on a
periodic domain, only the number of turns of the domain changes. The numerical
error then becomes larger when the case simulates more turns but the curves
remain parallel to each other. However, with more operations, the accumulation
of rounding errors is larger and the point of divergence decreases as shown in
table 2.
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Fig. 5. Error curve of the advection of a Gaussian simulated with different final times
using a Rusanov solver at order 1. binary32 in solid line, weak floats 21 in dotted line
and weak floats 25 in dashed line. The same color is used for a given final time.

Table 2. Mantissa size, final time and divergent mesh size.

mantissa size 0.25 T 0.5 T 1.0 T

21 4864 4608 3968

23 10240 9728 8448

25 20480 19456 16384

4.4 Prediction of the divergence point

Where we build up an error model

By varying the CFL number, the final time and the mantissa size, we observe
a quasi-linearity of the divergence point between mantissa size and number of
operations.

A systematic search for the divergence point for a given test case confirms
this linearity as shows in fig. 6. This figure plots the divergence point obtained
with respect to the mantissa. By linear regression, we can see that the linearity
(in logarithmic scale) is very close from each experimental observation and each
case can be fit with great accuracy with two parameters α, β by a basic model:
2αm+β where m is the size of the mantissa.

The test cases seem to produce round-off errors regularly during the calcula-
tion. The error production rate increases linearly with respect to the mantissa.
Concretely, this implies that an additional bit in the mantissa allows to increase
exponentially the number of cells needed (and thus of operations) to reach the
divergence point. The divergence point is not doubled for each additional bit
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because with more cells, the results become more accurate and require more bits
in the mantissa.

Although the cases used are different, it is quite remarkable that a single
linear model is sufficient to represent accurately the round-off error produced
in the simulations. We think that this result can be related to an analogous
numerical experiment conducted in [26].

19 20 21 22 23 24 25 26 27 28
103

104

105

106

mantissa size

ce
ll
nu

m
be

r Double rarefaction
Advection of a crenel
Advection of a Gaussian
Sod shock tube

Fig. 6. Number of cells of the divergence point as a function of the mantissa size for
four cases. The curves are plotted in logarithmic scale on the y-axis. The lines are
obtained by linear regression.

We used the linear model 2αm+β , to extrapolate divergence point of the
different test cases for binary64. Once the parameters α and β are calibrated
by linear regression for each case, the extrapolated point is then simply given
by the formula applied with m = 52. We conclude that in dimension one, the
number of operations needed to make the binary64 diverge is 220 million cells
with 9 billion iterations for the Gaussian advection and 286 billion cells with 251
billion iterations for the Sod shock tube (see table 3). These values are orders of
magnitude greater than the capacities of exascale supercomputers.

Table 3. Extrapolation of the number of cells needed to observe the divergence of the
binary64 as a function 2αm+β with the parameters obtained by linear regression.

test case number of cells number of iterations α

Double rarefaction 6.98× 1010 5.75× 1010 0.659
Advection of a crenel 2.75× 109 9.82× 1010 0.600

Advection of a Gaussian 2.21× 108 8.99× 109 0.509
Sod shock tube 2.86× 1011 2.51× 1011 0.710



Modeling round-off errors in hydrodynamic simulations 13

5 Conclusion

The question of round-off errors is of proeminent concern for all HPC simulation
codes ([10], [15], [25], etc.). Although the problem is addressed in many textbooks
([13], [1], [16] [17], [2]), an analysis of the impact of finite precision arithmetics
on a complete computational code is missing in the literature.

Thanks to the weak floats and the performances on large mesh sizes of the
massively parallel computational code Variant [29], an in-depth study could be
conducted. The impact of round-off errors has been analyzed in detail on simu-
lations of ideal gas hydrodynamics in HPC conditions. This study is important
as it gives confidence on the future HPC developments. Indeed, the results show
that:

– the round-off error is dominated by the scheme error and validate binary64
on large meshes;

– a linear model is sufficient and surprisingly accurate to predict the rounding
error in our simulations.

– the tools and the model developped could determine when it is legitimate to
use single precision (binary32 ) in addition to an approach as in [28].

The next step is to get rid of the dependence on the test-case to calibrate
the model. Since it is possible to compute bounds on the round-off error on
each routine of the code and since these routines are common to the majority
of numerical schemes, it is possible to assemble the theoretical bounds to give
an estimate of a global bound on the round-off error [3]. Theoretical bounds
are wider than empirical bounds but they allow to validate any initial condition
including chaotic and turbulent cases.
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