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Abstract

This paper presents a novel approach to track objects from 4D-flow MRI
data. A salient feature of the proposed method is that it fully exploits
the geometrical and dynamical nature of the information provided by
this imaging modality. The underlying idea consists in formulating the
tracking problem as a data assimilation problem, in which both posi-
tion and velocity observations are extracted from the 4D-flow MRI data
series. Optimal state estimation is then performed in a sequential fash-
ion via Kalman filtering. The capabilities of the method are extensively
assessed in a numerical study involving synthetic and clinical data.

Keywords: 4D-flow MRI, aortic wall tracking, data assimilation, Kalman
filter.

1



Springer Nature 2021 LATEX template

2 CONTENTS

Contents

1 Continuous problem and discretization 5
1.1 State estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 The position observation operator from grayscale images . . . . 7
1.3 Fully discrete formulation . . . . . . . . . . . . . . . . . . . . . 10

1.3.1 Spatial and temporal discretization . . . . . . . . . . . . 10
1.3.2 Discrete observation operator . . . . . . . . . . . . . . . 11
1.3.3 Discrete estimation problem . . . . . . . . . . . . . . . . 12

2 State estimation via Kalman filter 13
2.1 Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Proposed estimation algorithm . . . . . . . . . . . . . . . . . . 15
2.3 Computational complexity. . . . . . . . . . . . . . . . . . . . . 17

3 Numerical experiments 18
3.1 Tracking of a vesicle immersed in a lid-driven cavity flow . . . . 19

3.1.1 Data generation . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Sensitivity to data quality . . . . . . . . . . . . . . . . . 23
3.1.3 Sensitivity to regularization parameters . . . . . . . . . 29

3.2 Aorta tracking from 4D-flow MRI data . . . . . . . . . . . . . . 33
3.2.1 Data generation . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2 Description of the test . . . . . . . . . . . . . . . . . . . 34
3.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Conclusion 40

Introduction

Among cardiovascular diseases, arterial aneurysms (i.e., abnormal enlargement
of arteries), depict a high risk of mortality [1, 2]. To prevent complications,
surgery is proposed in current clinical practice, consisting in the removal of
the aneurysm and the replacement of the aortic section by a synthetic tube in
Dacron. The surgical decision follows guidelines [3–5] which are solely based
on the diameter of the aneurysm [3, 4]. Nevertheless, recent studies [6] showed
that dissection and rupture can appear even when the aortic diameter is lower
than current thresholds, in case of ascending aorta aneurysms and for patients
without any specific medical history. Consequently, there is a strong clini-
cal demand for more robust predictive parameters of aortic aneurysm risk.
Biomarkers derived from mechanistic parameters such as wall stiffness, wall
shear stress (WSS), inlet flow jet angle, etc. are being increasingly investigated
to assess the risk of rupture of aneurysm. In Hope et. al [7], a correlation has
been established between high growth rate of aortic aneurysm and abnormal
flow displacement for patients with biscuspid aortic valve (BAV).

The most convenient way to obtain those parameters is based on Phase
Contrast Magnetic Resonance Imaging (PC-MRI) [8], a medical imaging
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modality developed in recent decades with the aim of visualizing and quantify-
ing the blood flow in the vasculature. In the literature, this imaging technique
is also called 4D PC-MRI or 4D-flow MRI, because it includes time-resolved
slice images covering a volume of acquisition, with flow encoding. It provides
both anatomical (magnitude images) and functional (phase images) informa-
tion that enables the non invasive analysis of blood vessel hemodynamics, and
consequently the assessment of flow driven parameters of interest. Hope et.
al [7] demonstrate a good reproducibility of biomarkers computed through
4D-flow MRI. However, 4D-flow analysis requires extensive pre-processing. In
particular, the extraction of the aortic geometry at each time step of the car-
diac cycle may be needed. The manual contouring of the aortic lumen takes
20-30 minutes for each time step1 and cannot be considered as viable part
in any clinical routine. It is thus necessary to develop automatic or at least
semi-automatic segmentation algorithms of the aortic wall.

We distinguish segmentation from reconstruction, the first aims at enhanc-
ing in the images (for example with a binary mask or contours) pixels belonging
to an organ of interest (aorta), whereas with the latter, the geometrical config-
urations of this organ are extracted. In the practice, 4D-flow MRI visualization
and quantification require a 3D reconstruction of the geometry. This can
be achieved by volume rendering followed by segmentation or by any ves-
sel reconstruction technique using a contrast enhanced Magnetic Resonance
angiography (MRA) sequence derived the 4D Flow MRI data[9]. Concerning
the latter option, the purpose of using a MRA derived sequence is to benefit
from a better image quality (contrast, spatial resolution) than 4D Flow MRI.
Using this sequence, different techniques adapted to 2D image segmentation
can be applied on the stack images of the MRA sequences, such as model
based approaches, tracking techniques [10] or supervised/unsupervised image
contour segmentations as referred in the review [11]. The common practice is
thus to extract one 3D patient specific aortic reconstruction from 4D Flow
derived image sequences, and all biomarkers are evaluated based on this con-
figuration. However, more advanced parameters such as time-averaged WSS
are often computed through numerical simulation, due to the limited spatial
and temporal resolution of 4D MRI. WSS related biomarkers are increasingly
investigated first to quantify the effect of abnormal flows near the aortic wall,
and then to predict the location of dissection or rupture. Ideally, one would
like to evaluate the biomarkers from patient specific fluid-structure interaction
simulations of the aorta. This would require to reconstruct different aortic wall
configurations from 4D-flow MRI. Furthermore, the extraction of Lagrangian
information (i.e., point-to-point match between configurations) from 4D-flow
MRI would also facilitate this calibration. Robust and accurate techniques have
been proposed for the time coherent segmentation of 4D MRI image sequences
(anatomic series) of the aorta with minimal human intervention [12]. The
surface of the aorta can be reconstructed afterwards from 4D segmentation

1There is no standard time, but it depends on the expert.
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resulting in a series of mesh representing different time configurations. Point-
to-point correspondence is not generally required in these meshes. Notable
results have been achieved in the reconstruction of time configurations with
point-to-point matching, specifically for the left ventricle [13]. 2D contours lines
are pre-segmented from time series of grayscale 3D images prior to applying
the reconstruction. A patient specific template is reconstructed and deformed
to fit the segmented contours, using a tree-based structure. The point-to-point
matching is obtained by relying on geometrical assumptions. Note that the
twist of the ventricle is not captured. Another alternative is to use 4D Tagged
MRI data. The local deformation of the left ventricle endocardium is inte-
grated in the reconstruction in terms of Lagrangian tracking [14]. Tagged MRI
is however limited to organs with sufficient thickness, so that assessing the
local deformation of the aortic wall from Tagged MRI might be delicate.

In this work, we address the tracking of the aortic wall motion from 4D-
flow MRI sequences. The velocity data serves as a kinematical a priori for
the estimation of the Lagrangian wall deformation. Several corrections are
proposed in the literature to the near-wall velocity, due to the so-called partial
volume effect [15, 16]. In the proposed method, we model this effect as an
additive noise in the 4D-flow velocity field and the subsequent uncertainty is
treated via Kalman filtering estimator. This provides both an estimate of the
state of the system and of the quality of the estimation. A position observation
operator is introduced to extract geometrical information from the grayscale
images. It mimics active contours approaches [17, 18], which minimize the sum
of an internal energy (the deformation energy which ensures surface regularity)
and of an external energy (often build from the gradient of image intensity).
Since the image gradient can be noisy or have some irregularities, additional
features are added to smooth the image gradient as in [19], where the external
energy is expressed with a generalized gradient vector flow.

In the literature, active contour approaches have been combined with
Kalman filtering in order to achieve robust edge detection in 3D CTA seg-
mentation, by tracking 2D contours from slice to slice [10]. Kalman filter has
also been combined with active contours to perform 4D reconstruction of ves-
sels from ultrasound [20], by tracking the centerline of the vessel at specific
time steps. In the present paper, Kalman filtering is considered with a model-
based prediction and correction from both time resolved anatomic images and
flow series. Alternative algorithms that address the time reconstruction of
moving parts of the heart from time-resolved image sequences can be found
in [13, 14, 21]. They mainly rely on pre-processed or pre-segmented images,
and do not exploit the flow information (Eulerian velocity field) provided by
4D MRI. The mesh point tracking, when considered, is performed through
morphological hypotheses, image intensity or velocity approximations from
complementary images with enhanced temporal resolution.

The rest of this paper is organized as follows. In the next section, the
tracking problem is presented in both the continuous and the discrete set-
tings. The position observation operator is presented in Section 1.3.2. After a
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brief presentation of Kalman filter, the proposed tracking algorithm is detailed
in Section 2.2. Section 3 provides a numerical assessment of the proposed
approach using synthetic and clinical data. Finally, a summary of the results
and some conclusion with perspectives are drawn in Section 4.

1 Continuous problem and discretization

At the continuous level, we assume that the Lagrangian tracking of the aorta
can be approximated by the tracking of the local deformation of an elastic sur-
face Γ, which is transported by some regular velocity field u. The deformation
of Γ is parametrized by means of a mapping ϕ : ΓR× [0, T ] −→ Rd, for a given
final time instant T > 0, ΓR being a reference configuration. The transport
equation is given by :

{
∂tϕ(ξ, t) = u(ϕ(ξ, t), t), (ξ, t) ∈ ΓR×]0, T ],
ϕ(ξ, 0) = ϕ0(ξ), ξ ∈ ΓR,

(1)

where ϕ0 : ΓR → Rd stands for initial configuration of the surface (see
Figure 1).
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<latexit sha1_base64="0vtC+bbEHLUI45+AKY39wD4kn1M=">AAAG4XicnVTLbtNQEJ0GCCU8msKSjUWEaFEVJREIlhWwYIMoLWkjmhDZzk1i1bEtP0KrKB/AAgmx5TPYwkew5A/gLzgzua6aZ6M4sj33zJwzD99cK3CdKC6V/qxlrly9lr2+fiN389btOxv5zbuHkZ+EtqravuuHNcuMlOt4qho7satqQajMnuWqI+vkJfuP+iqMHN97H58FqtEzO57TdmwzBtTMP6r37XiQDLfkXQ+6TmqeOsOduFnZlofRzBdKxZJcxrRR1kaB9LXnb2Z+U51a5JNNCfVIkUcxbJdMivA7pjKVKADWoAGwEJYjfkVDyoGbIEohwgR6gmcHq2ONelizZiRsG1lc3CGYBj0Ex0dcCJuzGeJPRJnRedoD0eTazvC2tFYPaExdoJfx0shledxLTG16Lj046CkQhLuztUoiU+HKjQtdxVAIgLHdgj+EbQsznbMhnEh659ma4v8rkYzy2taxCf2TKrlOD9gnmVdPOvCgPwAeSc5Y6hgKkvZnoYMB1YAOFyr4iIzmsD9cylZSgQMsVeiKwrxK5qul8bz/GmP8SPgF4Iv5fT3taQVrKYWBaLDCqBNLdm/rfN/xytD8V5LLlW+o6I3O81Z/fV7xrn8sOhzTkSynojxa12nnHFtNkXdme0IxxVatkfmTNY6wRVPbx3t6B1lY7wP9CO9i/sFMBf6HuEAOgDfh30LELH2DtpfQH87YF+MZ0h2yep4AU2tJpopkYh1X/B19VnAGnqohdwFxHBNeiOEMOZzq5ckzfNo4rBTLT4uld08Kuy/0+b5O9+kBOijTM9ql17RHVdT5hX7QT/qVtbOfs1+z30ahmTXNuUdjV/b7f+unYBw=</latexit>

u(�(⇠, t2), t2)

Fig. 1 Illustration of the transport of Γ(t) through the velocity field u.

The problem considered in this paper consists in estimating the motion ϕ
from the following information (see Figure 2):

• the time-resolved grayscale image sequence described in terms of the scalar
function FM : Ω× [0, T ]→ R;

• the measurement uM : Ω× [0, T ]→ Rd of the Eulerian velocity field u in Ω.
The measured field uM is presumably less regular than u;

• a prior mapping ϕ̃ : ΓR × [0, T ] → Rd such that the surface ϕ̃(ΓR, ·) has a
similar topology and close geometrical position as ϕ(ΓR, ·).

The first two points correspond to the data traditionally provided by 4D-flow
MRI image sequences [22, 23].
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Fig. 2 The surface Γ(t) is transported by u within the domain Ω. Due to contrast we can
detect Γ(t) on the image sequences FM and uM is a measurement of the velocity field u.

1.1 State estimation

We first introduce a variational formulation of the state estimation problem
as follows: Find

• a mapping ϕ̂ : ΓR × [0, T ]→ Rd;
• and a velocity field v̂ : ΓR × [0, T ]→ Rd,

which minimize the misfit functional

(φ,v) 7→ 1

2

∫ T

0

∫

ΓR

(
∥ψM −φ∥2Bpos

+ ∥uM(ψM)− v∥2Bvel

)
dξ dt, (2)

where ψM : ΓR × [0, T ] → Rd is an observation of the unknown mapping ϕ.
For the moment let assume that ψM is given and depends on both the time-
dependent images FnM and the prior ϕ̃. The procedure to compute this term
will be described in the next section. The symmetric positive definite matrices
Bpos, Bvel have two purposes. First, they ensure dimensionless comparison
between the misfit to the position observation and the misfit to the velocity
observation. Second, Bpos and Bvel quantify the confidence in the observed
mapping ψM and in the observed velocity uM(ψM), respectively.

An additional constraint is added to the transport equation (1) to impose
some regularity on the solution v̂. Here we chose the following system of
equations:





∂tφ(ξ, t) = v(ξ, t), (ξ, t) ∈ ΓR×]0, T ],
∂tv(ξ, t) = κ∆ξ

(
φ(ξ, t)− ϕ̃0(ξ)

)
, (ξ, t) ∈ ΓR×]0, T ],

φ(ξ, 0) = ϕ̃0(ξ), v(ξ, 0) = ṽ0(ξ), ξ ∈ ΓR,

(3)

where ϕ̃0 : ΓR → Rd and ṽ0 : ΓR → Rd denote the initial conditions and play
the role of a control on the φ and v, in order to reach the optimum in (2) and
∆ξ is the Laplace-Beltrami operator on the reference surface. Consequently,
the misfit functional (2) could be written as a function the initial condition
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(ϕ̃0, ṽ0) through (3). Hence, the optimization problem reads as:

min
ϕ̃0,ṽ0

1

2

∫ T

0

∫

ΓR

(
∥ψM −φ∥2Bpos

+ ∥uM(ψM)− v∥2Bvel

)
dξ dt, (4)

such that φ and v depend on ϕ̃0 and on ṽ0 as follows





∂tφ = v in ΓR×]0, T ],
∂tv = F(φ) in ΓR×]0, T ],

φ(·, 0) = ϕ̃0(·) v(·, 0) = ṽ0(·) in ΓR,

(5)

and with F(φ) := κ∆ξ
(
φ− ϕ̃0

)
. The state estimation is formulated as a space

and time continuous optimization problem controlled by the initial condition.

1.2 The position observation operator from grayscale
images

In this section, we describe the observation operator of the unknown mapping
ϕ from the images FM. It corresponds to the mapping ψM introduced in the
minimization problems (2) and (4). Grayscale intensity images of the domain
Ω provide geometrical information on the location of the surface Γ(t). In fact,
moving objects on images are usually visible and trackable to the naked eyes, at
least in cases in which there is sufficient intensity contrast, and provided that
there is reasonable prior information on the position and the shape. As shown
on Figure 2, the mapping describing the motion of the surface is unknown, but
we can see the surface moving due to the contrast of the image. The ability to
track the surface motion is a consequence of the fact that the contour, which
identifies Γ(t), is associated with a local extremal value of the norm of the
gradient of the image intensity. This mere property is widely used in basic edge
detection techniques. Different image filters have been developed in order to
quantify the gradient of the image intensity [24, 25] and thus facilitate contour
segmentation. Among them, the Canny edge detection [26] proposes contour
identification, since it selects candidate contours given ribbons of extremal
gradient. This approach can be impacted by the image contrast and local
inhomogeneities which might result in artefacts in the segmentation and non-
smooth geometry reconstruction. This shows that maximizing the gradient of
the image intensity does not guarantee the regularity of the boundary, even
if the boundary of the real object is smooth. For this reason, a regularizing
constraint is also added in the surface position operator that will be presented.

In what follows, the norm ∥ · ∥ is induced by the canonical euclidian scalar
product ⟨·, ·⟩. If the space of positive-definite symmetric matrices of dimension
d× d is referred as Sd(R), then for each element B ∈ Sd(R) we can define the
scalar product ⟨x,x⟩B = xTB−1y,∀x,y ∈ Rd, and the induced norm ∥ · ∥B.
At a given t ∈ (0, T ), the proposed position observation operator involves
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the minimization of the following functional Jt, defined for sufficiently regular
deformation mapping ψ : ΓR → Rd:

Jt(ψ) =
1

2

∫

ΓR

(
−
∥∥∇xFM

(
ψ(ξ), t

)∥∥2
Bimg

+
∥∥ψ(ξ)− ϕ̃(ξ, t)

∥∥2
Bprior

+δ
∥∥∇ξ

(
ψ − ϕ̃0

)
(ξ)
∥∥2
)

dξ.

(6)

Here, the symbols ∇x, ∇ξ denote the gradient with respect to the cartesian

and the curvilinear coordinates, respectively. The mapping ϕ̃ represents a prior
on the unknown mapping ϕ, so that the second term can be interpreted as
a trust region. The matrices Bimg and Bprior, both in Sd(R), weigh the confi-
dence in the image gradient term, and the confidence in the geometrical prior,
respectively. In practice, we have

Bimg :=
γ

∥∇xFM(·, t)∥2∞
Id,

with Id the identity matrix in dimension d, γ > 0 a dimensionless user-defined
parameter. Bprior is a diagonal matrix whose coefficients are given by the
spacings of the image in its three spatial directions. The larger γ, the more
confidence is given to the image gradient maximization. The third term of (6)
is a regularization term penalizing the norm of the derivatives of the mapping
ψ− ϕ̃0. The position observation is thus defined as ψM : ΓR× [0, T ]→ Rd such
that

ψM(·, t) := arg inf
ψ
Jt(ψ(·)) (7)

for all t ∈]0, T ]. Minimizing Jt is equivalent to selecting a smooth surface
among all possible surfaces resulting from the local maximization of the image
gradient around ϕ̃, see Figure 3.

The Euler-Lagrange equations yield the following necessary condition
satisfied by ψM:

−∇xxFM(ψM)B−1
img∇xFM(ψM) + B−1

prior(ψM − ϕ̃)− δ∆ξ
(
ψM − ϕ̃0

)
= 0,

(8)

where the symbol ∇xxFM denotes the Hessian matrix of FM.

Remark 1 As stated, the position observation operator behaves like an active contour
method. The functional Jt can be decomposed into an image-based energy, given by
the two first terms, and an internal energy with the norm of the surface gradient. □

Obtaining the observed mapping ψM directly from (8) would require to
treat the non-linearity induced by the image gradient and Hessian term. In
what follows, we propose a splitting procedure which mitigates the difficulties
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Fig. 3 The position observer. On the image at t ∈ [0, T ], the maximization of the norm
of the image gradient would result in the mapping ψ with high local curvature. Among
all those maps, the regularizing constraint selects ψM. Having the trust region around ϕ̃
enforces a selection of a specific extremal area.

encountered either in a direct minimization of Jt or in the resolution of the
Euler-Lagrange equations. Note that the two first terms of Jt in (6) treat
independently points on ψ(ΓR) while the third couples nearby points on the
surface. The proposed two-step approach reads as follows:

1. Minimization of a simplified cost functional J̃t to generate an intermediate
observation ψ̃M:

ψ̃M(·, t) := arg inf
ψ
J̃t(ψ(·)), (9)

with

J̃t : ψ →
1

2

∫

ΓR

(
−
∥∥∇xFM(ψ(ξ), t)

∥∥2
Bimg

+
∥∥ψ(ξ)− ϕ̃(ξ, t)

∥∥2
Bprior

)
dξ.

(10)
2. Surface regularization that provides the end-of-step position observation
ψM:

ψM − ψ̃M − δ∆ξ
(
ψM − ϕ̃0

)
= 0. (11)

Some remarks are in order to motivate the above splitting approach as an
alternative to (7).

We have Jt = J̃t + G, with

G : ψ → 1

2

∫

ΓR

δ
∥∥∇ξ

(
ψ − ϕ̃0

)
(ξ)
∥∥2 dξ.

The intermediate position observation ψ̃M returned by (9) does not satisfy a

priori the optimality condition for Jt, that is, ∂ψJt(ψ̃M) ̸= 0. With a slight
abuse of notation we have denoted here with ∂ψ the Fréchet derivative of
Jt with respect to the function ψ. Consequently, a descent gradient method
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would suggest to move in the opposite direction of the gradient of Jt, namely,
−δ(∂ψJ̃t(ψ̃M)+∂ψG(ψ̃M)) = −∂ψG(ψ̃M). The second step (11) performs such

a gradient descent step from ψ̃M, but with an implicit treatment of ψM in the
Fréchet derivate term ∂ψG.

1.3 Fully discrete formulation

In this section, we present the fully discrete counterpart of the continuous
estimation problem introduced in the previous section, after temporal and
spatial discretization.

1.3.1 Spatial and temporal discretization

The surface Γ(t) is discretized in space by means of a triangular mesh
with NP points. The mesh points are uniquely identified by their indices
i ∈ {0, · · · , NP− 1} and the motion of the surface Γ(t) is assessed through the
time-dependent positions

{
qi : [0, T ]→ Rd

}
i=0,··· ,NP−1

of of its points. Let

introduce the position Q(t) =
(
q0(t)

T · · · qNP−1(t)
T
)
∈ RdNP and velocity

U(t) =
(
u0(t)

T · · · uNP−1(t)
T
)
∈ RdNP vectors. After discretization in space,

the dynamics (5) yield the following linear ODE system:





Q̇ = U in [0, T ],

U̇ = κK
(
Q− Q̃0

)
in [0, T ],

Q(0) = Q̃0,

U(0) = Ũ0.

(12)

where Q̃0, Ũ0 ∈ RdNP stands for the (unknown) initial location and velocity of
the surface points and K denotes the stiffness matrix of the surface Laplacian
(which can be derived from a finite element approximation, or using spring-
mass models [27]). By introducing the full state of the system X := (QT UT ) ∈
R2dNP , system (12) can be recast into the general form

Ẋ(t) = AX(t) +R in [0, T ], (13)

with the notations

A :=

(
0 IdNp

−κK 0

)
, X̃0 :=

(
Q̃0

Ũ0

)
, R :=

(
0

κKQ̃0

)
.

In the present work, we consider one-step time discretizations of (13) by
means of implicit methods (Backward Euler or Crank-Nicolson), which yield
the following time-marching scheme:

{
Xn = Dn|n−1X

n−1 +Rn, 1 ≤ n ≤ NT ,
X0 = X̃0,

(14)
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where, for instance, in the case of the Backward Euler scheme we have

Dn|n−1 = (I−∆TA)−1, Rn = (I−∆TA)−1R.

Here, ∆T := T/NT denotes the time-step length, with NT + 1 the number of
data samples available.

1.3.2 Discrete observation operator

The continuous position operator (9) and (11) is also discretized, so as to pro-
vide the observation of the mesh points location. For n = 0, · · ·NT , the 4D
MRI data is given in terms of the image sequences FnM and the Eulerian mea-
sured velocity unM as piecewise constant (scalar and vector, respectively) fields
on a voxel grid of size N1 × · · · ×Nd. In what follows, the voxels are denoted
by Ωα and are uniquely identified by the multi-index α = (α1, · · · , αd) ∈
[1, N1]× · · · × [1, Nd], as in the blue annotations of Figure 4 (d = 2). The gra-
dient of FnM, noted ∇xF

n
M, is approximated voxel-wise by means of a centered

finite differences scheme. Both FnM and ∇xF
n
M are taken constant per voxel.

The voxel values of unM are assigned to voxel centers, they are defined on a
generic point of Ω via trilinear interpolation.

The position observations are evaluated by means of the two-step approach,
as in Section 1.2:

1. The discrete image-gradient based cost functional counterpart of (10), noted
Jn(q̃

n
i ; ·) is minimized for voxel centers within a local window search for

size 2∆N + 1 for each mesh point i to generate an intermediate observed
position qn−i,M. Note that the mesh points can be treated independently.
The voxel window search for the minimization is introduced through the
compact notation

B(k,∆N) = {α = (α1, . . . , αd), s.t. |kj − αj | ≤ ∆N, ∀j} , (15)

with ∆N < minkd {(Nkd − 1)/2}, and represents the set of voxel indices
within the box centered in the voxel Ωk, of size (2∆N+1) in each direction.
Let denote π : Ω → [1, N1] × · · · × [1, Nd] the function which associates
to each point x ∈ Ω, the multi-index k′ of the voxel strictly containing
x. The minimization is performed by evaluating the cost functional on the
centers cα of the voxels Ωα. Hence, the intermediate observed position is
qn−i,M(t) = ck∗ with

k∗ := argmin
k∈B(π(q̃ni ),∆N)

Jn(q̃
n
i ; ck), (16)

and
Jn(q̃

n
i ; ·) : Ω −→ R

x 7−→ −γ ∥∇xF
n
M(x)∥2

∥∇xFnM∥2∞
+ ∥x− q̃ni ∥2Bprior

.
(17)
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Bprior ∈ Sd(R) is the same as in the space continuous problem, see Section
1.2.

2. The end-of-step observation qni,M is computed by applying the discrete
regularization:

Qn
M −Qn−

M = −δKobs · (Qn
M − Q̃0), (18)

with Qn
M =

(
(qn0,M)T · · · (qnNP−1,M)T

)
∈ RdNP , Qn−

M =(
(qn−0,M)T · · · (qn−NP−1,M)T

)
∈ RdNP and Kobs := κobsK ∈ RdNP×dNP . The

diffusion step (18) is performed with the same discretization as introduced
in Section 1.3.1.

Fig. 4 Two-dimensional illustration of optimization step parameters in the position obser-
vation operator (∆N = 2). The landmark (mesh point) i is in q̃i(t) in the prior mesh (yellow).
It is inside the voxel Ωπ(q̃i)

(in red) which defines the local window search B(π(q̃i(t)),∆N)
for the optimum. The functional Jt(q̃i; ·) will be evaluated in the voxel centers ck for all
k ∈ B(π(q̃i(t)),∆N).

The complete state observation Zn ∈ R2dNP is thus given by

Zn =

(
Qn

M

Un
M

)
,

with UM =
(
unM(qn0,M)T · · · unM(qnNP−1,M)T

)
∈ RdNP .

1.3.3 Discrete estimation problem

After spatial and temporal discretization, the discrete counterpart of (4)-(5)
takes the form

min
X0=(Q0,U0)T

1

2

NT∑

i=1

∥Zn −Xn∥2B, (19)

such that {
Xn = Dn|n−1X

n−1 +Rn,

X0 = X0,
(20)
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with X0 the control representing the unknown initial condition and we denote

Zn = Fobs

(
FnM,u

n
M, Q̃

n, γ,∆N, δ, κobs

)
. (21)

the discrete observation operator. This associates to the data an estimation
of position and velocity by solving the optimisation problem introduced in
Section 1.3.2.

In (19), the symbol B ∈ R2dNP×2dNP denotes he diagonal block matrix,
whose NP first and NP other blocks of size d× d are identically equal to Bpos

and Bvel, respectively:

B =




Bpos

. . .

Bpos

Bvel

. . .

Bvel




.

Problem (19)-(20) can be solved using either variational or sequential
approaches (see, e.g., [28]). On the one hand, variational methods (and more
specifically 4D-VAR approaches) search for the optimal control (initial condi-
tion) such that the resulting estimation best fits all the observations. To this
purpose, one may solve the associated Euler-Lagrange equations, or apply an
optimization algorithm to find the saddle point of the associated Lagrangian.
On the another hand, sequential estimation techniques such the Kalman fil-
ter improve the current state estimation as observations are provided. In case
where the model and the observations are both linear, the estimation returned
at a certain time by a (linear) Kalman filter is the best linear estimation given
the observations provided up to that time. All observations are thus integrated
in the estimation only at the final time for Kalman filter. Linear Kalman filter
and 4D-VAR approaches return the same state estimation, only at final time
[29].

2 State estimation via Kalman filter

In this section, we briefly review the main features of the Kalman filter [30,
31] then we build on it to formulate the sequential estimation counterpart of
(19)-(20).

2.1 Kalman filter

When the model describing the evolution of the state is linear, as Eq. (20),
and the observations Zn are linear in the state, the Kalman filter provides an
optimal estimation of the state.
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Algorithm 1 (Simplified) Linear Kalman Filter

Require:
(
X̂0; P0

)
,
(
An|n−1,Rn=0,··· ,NT

; Wmodel

)
, (Zn; Wobs)

for n = 1, · · · , NT do
Prediction: (X̂n−1,Pn−1)→ (X̂n−

,Pn−)

X̂n− ← Dn|n−1X̂
n−1 +Rn

Pn− ← Dn|n−1Pn−1D
T
n|n−1 +Wmodel

Correction: (Zn,Wobs, X̂
n−
,Pn−)→

(
X̂n,Pn

)

Sn ← Pn− +Wobs

KT
n is solution of STnχ = PT

n−

X̂n ← X̂n−
+ Kn(Z

n − X̂n−
)

Pn ← (I− Kn)Pn−

end for
return

(
X̂n,Pn

)
, n = 1, · · · , NT

The Kalman filter presented in Algorithm 1, and whose main steps are
described below, will be directly applied to our specific case.

Initialization

To initialise the method, we need to provide an initial prior state X̂0 =
((Q̂0)T (Û0)T )T ∈ R2dNP and its associated covariance matrix P0 ∈
R2dNp×2dNp . Its interpretation is the following: the prior can be written as
X0 + η0, where X0 = X(0) is the real (unknown) initial state and η0 is a ran-
dom variable such that E[η0] = 0 and of E[(η0)T (η0)] = P0. In the present
context, Q̂0 defines the prior on the initial position the mesh points and Û0

their associated initial velocity.

Prediction

At time tn, given the best state estimation at previous time as well as its asso-

ciated covariance, X̂n−1 =
(
(Q̂n−1)T (Ûn−1)T

)T
, we compute a prediction,

denoted by X̂n− and the so called a priori covariance matrix P−
n by exploiting

the model: {
X̂n− = Dn|n−1X̂

n−1 +Rn,
Pn− = Dn|n−1Pn−1D

T
n|n−1 +Wmodel,

where the symbol Wmodel ∈ R2dNp×2dNp stands for the model error covariance
matrix.

Correction

In its classical formulation, we write the estimation of the state at time instant
tn, denoted by X̂n, as a correction of the prediction provided by the model,
X̂n−. The correction term depends upon the discrepancy, namely (Zn−X̂n−).
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The correction step takes the form:

X̂n = X̂n− + Kn(Z
n − X̂n−), (22)

where Kn is called the Kalman filter gain. Note that the general formulation
of the linear Kalman filter considers the observation Z = HX + η as a linear
function of the state X, with H usually a rectangular matrix and η a white
noise. Here, H is the identity. The covariance matrix Wobs ∈ R2dNP×2dNP

quantifies the uncertainty in the observation. Its expression is derived from
the precision of the position observer, and the noise in the measured velocity.
The most expensive part of the correction step is the calculation of Kn in
Algorithm 1. In a vast majority of applications, Kn is of smaller size since the
observation is of lower dimension than the state. Here, calculating Kn might
require a significant amount of memory and computational time, depending
on the size of the state vector.

2.2 Proposed estimation algorithm

Implicit-Explicit model prediction.

In the present work we discretised in time the model equations Eq.(13) by
means of implicit schemes (Backward Euler or Crank-Nicolson). In the case of
the Backward Euler scheme this would lead to a prediction step of the form:

Dn|n−1 = (I−∆TA)−1,

Rn = (I−∆TA)−1R,

X̂n− = Dn|n−1X̂
n−1 +Rn. (23)

From a practical point of view, computing the update of the state just involves
the resolution of a sparse linear system, which can be performed efficiently.
The covariance update, however, will be computationally very expensive, as it
would involve the resolution of 4d·Np linear systems. This is the reason why, in
the present work, we propose to update the covariance by means of an explicit
scheme. We will refer to this approximation as implicit-explicit prediction.

In particular, let D
(exp)
n|n−1 = I +∆TA, the update of the covariance matrix

reads:
Pn− = D

(exp)
n|n−1Pn−1[D

(exp)
n|n−1]

T +Wmodel (24)

The covariance matrix of the model error Wmodel is calculated from
the assumption that the model error results from a white noise in accel-
eration whose covariance matrix is σ2

aIdNp
. Consequently we propose an

approximation2 of model error covariance matrix, given by:

Wmodel = σ2
a

(
∆T 4

4 IdNP

∆T 3

2 IdNP

∆T 3

2 IdNP ∆T 2IdNP

)
. (25)

2This approximation results from the propagation of a noise in acceleration for a zero-
acceleration dynamical equation, that is to say q̈ = a, with a a white noise.
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Remark 2 We propose a reasonable order of magnitude for σa from the expression
of Wmodel(σa). In fact, the noise in acceleration induces an error on the position

∆T 2σa/2 which could be of the order of some voxels spacing N
√

h21 + · · ·+ h2d. In

such a case, it would have a significant effect on the reconstruction compared to the
observation error introduced by (16). This yields to the approximation

σa ∼ 2N
√

h21 + · · ·+ h2d/∆T 2. (26)

This heuristics provides a first evaluation of the order of magnitude, which has proven
to work for the synthetic test case and the application to real data in Section 3.

Generating the prior Q̃n

As explained previously, the observation at iteration n depends on Q̃n which
is yet to be determined. Since Q̃n is a prior value for the state at iteration n, a
reasonable guess could come from the model prediction. Given X̂n−1 the prior

for the local maximization of the image gradient is set to B−1
n|n−1

(
X̂n−1 +Rn

)

or equivalently Bn|n−1Q̃
n = X̂n−1+Rn. Consequently, the observation is given

by

Zn = Fobs

(
FnM,u

n
M, ”B

−1
n|n−1

(
X̂n−1 +Rn

)
”, γ,∆N, δ, κobs

)
,

taking up the notation introduced in Section 1.3.1. Note that Bn|n−1 is not
actually inverted, we solve the associated linear system instead.

Algorithm 2 Full algorithm

Require:
(
X̂0; P0

)
,
(
An|n−1,Rn=0,··· ,NT

; Wmodel

)
, Wobs

for n = 1, · · · , NT do

Generate observation Zn = Fobs

(
FnM,B

−1
n|n−1

(
X̂n−1 +Rn

)
, γ,∆N, δ, κobs

)

Apply Prediction: (X̂n−1,Pn−1)→ (X̂n−
,Pn−) from Algorithm 1

Apply Correction: (Zn,Wobs, X̂
n−
,Pn−)→

(
X̂n,Pn

)
from Algorithm 1

end for
return

(
X̂n,Pn

)
, n = 1, · · · , NT

The Kalman filter requires the user to specify the following parameters:

• For the model: σa > 0, directly associated to the norm of Wmodel from (25).
Through (26), an order of magnitude of the σa is provided.

• For the observation: σq > 0 and σp > 0, parameters for the covariance
matrix Wobs ∈ R2dNp×2dNp :

Wobs = Wobs(σq, σp) =

(
(σqDNP)

2 0
0 σ2

pIdNp

)
.
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DNP
= diag(D, · · · ,D) ∈ RdNP×dNP denotes the block diagonal matrix

defined with the spacing matrix of the image data, D = diag(δ0, · · · , δd−1) ∈
Rd×d. For i = 0, · · · , d− 1, δi is the image spacing along the i-th axis.

• For the initial configuration: σP0,q > 0 and σP0,p > 0, parameters of the
covariance matrix P0 ∈ R2dNp×2dNp :

P0 = P0(σP0,q, σP0,p) =

(
(σP0,qDNP

)2 0
0 σ2

P0,p
IdNp

)
.

Unlike σp and σP0,p, the user-defined parameters σq and σP0,q are dimensionless
and their values represent pixel radius of trust regions. In addition to the
Kalman filter parameters, specific parameters must be specified:

• For the model (prediction): the elasticity parameter κ ≥ 0.
• For the observation: γ > 0, ∆N ∈ N∗ the size of the local search win-
dow. Those parameters will be fixed. Intuitively the values prescribed
should depend on the quality of the image. For the elasticity equation: the
parameters κobs ≥ 0, or rather the product κobsδ ≥ 0.

One can refer to Figure 5 for an overview of the parameters.

Initial state 

 
(guess, reference, closest 

configuration)
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X̂1, · · · , X̂NT

⌘

Fig. 5 The parameters of the Kalman filter and the state observation.

Some of the parameters depends on the data quality.

2.3 Computational complexity.

The computational complexity of the proposed algorithm is discussed in this
section. The different steps of the Kalman filter estimation are commented
separately. Let N = 2dNP and the state be a vector X ∈ RN .
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Prediction.

In the prediction phase, the state is predicted by solving a linear system.
The use of a direct solver would lead to a complexity of O(N 3), whereas an
iterative solver would make it possible to scale as O(N 2). In order to perform
the covariance update we have proposed an explicit update. This amounts to
perform a matrix-matrix product. The system matrix A is sparse. Let c ∈ N
be the maximum number of non-zero elements in a row or column of A. Then,
the cost scales as O(cN 2).

Observation.

The observation of the position requires the resolution of the optimisation
problem defined by Eq.(6). This has been split into two sub-steps. In the first
one, a non-linear optimisation problem is solved locally around every point
of the mesh, by performing an extensive search inside a window. The cost is
therefore linear in the number of points, i.e. O(NP ) ∼ O(N ). The second step,
which aims at regularising the shape, takes the form of a diffusion step, carried
out implicitly. This implies the resolution of a linear system, which requires
O(N 3) or O(N 2) depending on wether we use a direct or an iterative solver
respectively. The velocity observation operation takes the form of a multi-linear
interpolation. Its cost scales as O(N ).

Update.

The Kalman filter update requires matrix-matrix operations to update the
covariance. This is in general the most costly step of the procedure, and it takes
O(N 4) or O(N 3) operations depending on wether we compute the matrix S
in Algorithm 1 by using a direct or an iterative solver.

The cost is essentially related to the mesh size, and it is so also when
considering real data coming from 4d-flow MRI. In a realistic setting, given
the image resolution (a voxel of typically 2mm of size), it is reasonable to
consider a mesh of around 103 points. The proposed method is feasible when
considering this number of points.

3 Numerical experiments

The purpose of this section is to illustrate the capabilities of Algorithm 2 by
means of numerical experiments. The proposed test cases also aim to assess
the sensitivity of the method to free parameters (see Tables 1 and 2) and
noisy data. We consider two test cases. The first one (Section 3.1) is based on
synthetic data and the second (Section 3.2) uses real data from 4D-flow MRI
exam of a human aorta.

The precision of the surface segmentation is evaluated through the Dice
coefficient, a metric used in image segmentation to compare the level of similar-
ity of two segmentations. For X the ground truth segmentation, and X ′ another
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segmentation, both represented by collections of voxels, the Dice coefficient is
given by the relation

Dice(X ,X ′) :=
card(X ∩ X ′)

card(X ) + card(X ′)
,

where card stands for the cardinality of a set. In the synthetic test case, another
complementary approach is proposed to account for the quality of the point-
to-point tracking. It is essential to note that a good surface reconstruction
(Dice coefficient close to 1) does not necessarily mean a good point tracking. If
we consider the example of a circle rotating on itself, mesh points with a very
fine resolution have a rotating motion while the surface would be apparently
motionless on images. Standard surface reconstruction method are not able to
detect the motion of the circle on itself, unless additional kinematic information
is processed. The proposed tracking algorithms allows to estimate both the
position and velocity of the surface. Algorithm 2 has been implemented using
the standard C++ libraries, and the Eigen library for linear algebra operations
[32]. The VTK library has also been intensively used for handling images and
geometrical objects [33].

3.1 Tracking of a vesicle immersed in a lid-driven cavity
flow

In this example, we consider the tracking of the motion of an elastic vesicle
immersed in a lid-driven cavity flow (see Figure 6). The bi-dimensional motion
of the vesicle is more complex than the deformation of the aorta under the
pulsatile blood flow. Synthetic image data are generated from numerical sim-
ulations of the corresponding dynamical system. In particular, the simulated
Eulerian velocity field is extracted so as to mimic 4D MRI flow series. Algo-
rithm 2 is then used to retrieve the motion of the vesicle from the generated
synthetic data. We investigate the sensitivity of the reconstruction consider-
ing the data quality (image, velocity measurements) and the regularization
parameters.

3.1.1 Data generation

The considered dynamical system can be modelled by a non-linear fluid-
structure interaction model (see, e.g., [34] for the details). The fluid is initially
at rest and occupies the domain Ω := [0, 1] × [0, 1]. The vesicle is also ini-
tially at rest and has the shape of a circle centered at (0.6, 0.5) with radius
0.2. All the units are given in the CGS unit system. The fluid is described by
the incompressible Navier-Stokes equations, while a non-linear Timoshenko-
Ehrenfest beam model in Lagrangian formalism is considered for the vesicle.
The physical parameters for the fluid are: ρf = 100, ν = 10, and for the solid
equationρs = 100, the Young Modulus E = 5.6 × 103 and the Poisson’s ratio
ν = 0.4. The boundary conditions on ∂Ω := Γfwall∪Γ

f
in∪Γfout∪Γftop (see Figure
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Fig. 6 Geometrical configuration.

6) are the following: no-slip boundary conditions on Γftop ∪Γfwall, zero traction

on Γfin ∪ Γfout, constant velocity equal to 1 on Γftop. Synthetic data has been
generated by simulating 4000 time steps, of length ∆T0 = 5.0×10−3, using the
numerical method proposed in [34] with a fluid mesh made of 12800 triangular
elements and 19360 edges, and a solid mesh made of 160 edges.

Some snapshots of the fluid velocity magnitude and solid deformation are
given in Figure 7. The vesicle deforms and rotates within the fluid cavity.

(a) t = 0.0. (b) t = 2.0s. (c) t = 4.0s. (d) t = 7.0s.

(e) t = 9.0. (f) t = 10s. (g) t = 14s. (h) t = 20s.

Fig. 7 Data generation - Motion of the immersed vesicle, from FSI simulations.
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From the solid displacement, the grayscale image frames {FnM}n=0,··· ,NT−1

of the vesicle in motion are generated, with a sampling time length ∆T =
20×∆T0, which represents the temporal resolution of the images. It results in
NT = 200 image frames. The pixel grid dimension is 80× 80 with an isotropic
spacing h1 = h2 = 0.0125. In fact , two adjacent triangles in the mesh of the
cavity combine into one square, defining a pixel, as shown in Figure 8.This sets
the image resolution. In order to generate the grayscale image at a time-step
n ∈ {0, · · · , NT − 1} ,we first assign one value among {0, 200} to each pixel
depending on its location with respect to the vesicle Γn. Pixels located inside
the vesicle are assigned the maximum value 200, and those strictly outside
have a value 0. The resulting binary image FnM,0 at the time step n thus writes

FnM,0 :
{
Ωα=(α1,α2) s.t. (α1, α2) ∈ [1, 80]× [1, 80]

}
−→ {0, 200}

(Ωα, t) 7−→
{
200, if cα is inside Γn

0 otherwise,
(27)

where {Ωα,α ∈ [1, 80]× [1, 80]} is the voxel grid covering Ω, cα the center of
a voxel Ωα.

FnM,0 is then blurred to generate a grayscale image FnM,1 using a Gaussian

filter implemented in the VTK library vtkImageGaussianSmooth3. The filter
consists in a convolution with a 2D Gaussian kernel4 as follows:

K2D(i, j) :=
1

2πσ1σ2
exp

[
−
(
i2

2σ2
1

+
j2

2σ2
2

)]

=
1√
2πσ1

exp

(
− i2

2σ2
2

)

︸ ︷︷ ︸
:=K

(1)
1D (i)

1√
2πσ2

exp

(
− j2

2σ2
2

)

︸ ︷︷ ︸
K

(2)
1D (j)

,

for i ∈ {−R1,−R1 + 1, · · · , R1} and j ∈ {−R2,−R2 + 1, · · · , R2}, R1, R2 ∈
N∗. For a voxel labelled α = (α1, α2), the evaluation of FnM,1 is given by :

FnM,1(α1, α2) = [FnM,0 ∗K2D](α1, α2)

=

R1∑

i=−R1

R2∑

j=−R2

FnM,0(α1 − i, α2 − j)K2D(i, j)

=

R1∑

i=−R1

[FnM,0 ∗K(2)
1D ](α1 − i, α2)K

(1)
1D (i)

=

R2∑

i=−R2

[FnM,0 ∗K(1)
1D ](α1, α2 − j)K(2)

1D (j),

(28)

3Detailed implementation on https://github.com/Kitware/VTK/blob/master/Imaging/General/vtkImageGaussianSmooth.cxx
4see vtkImageGaussianSmooth
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where ∗ denotes the convolution product. Note the abuse of notation for
FnM,0, F

n
M,1, since the voxel label is assimilated to the voxel itself. VTK adds a

normalization to the Gaussian kernel. The kernel size parameters Rk, k = 1, 2
depend on the parameters σk with the relation Rk = 2⌊σkR′⌋+ 1, R′ being a
radius factor. The Gaussian blur is performed with σ1 = σ2 = σ and R′ = 1.
The standard deviation σ is expressed in pixel units. The main purpose of the
Gaussian kernel is to reduce the gradient gap across the contours, hence arti-
ficially degrading the performance of the image gradient maximization. The
larger σ, the more challenging an accurate contour detection might be. Gra-
dient artefacts are finally added to FnM,1, as it may occur with 4DMRI, using
a Gaussian noise with null-expected value and a standard deviation of 5% of
200, providing the image FnM.

The Eulerian velocity field uM is composed of the exact velocity inside the
cavity Ω, with an additive Gaussian noise η with 0-mean and σ2

v I2 covariance
matrix. The evaluation of uM at any point inside the cavity is approximated
by linear interpolation before adding the Gaussian noise.

d2 = 0.0125

d1 = 0.0125

Fig. 8 Data generation - The mesh of the cavity, with the initial geometrical configuration
of the real vesicle.

Initial configuration.

The initial configuration for the tracking is given by a mesh composed of
NP = 16 equally distributed points

{
q̂0i
}
i=0,··· ,NP

along an ellipse centered at

(0.65, 0.42) of semi-major axis 0.22 and semi-minor axis 0.2, see Figure 9. The
center of the ellipse has been translated by a vector (0.05,−0.08) with respect
of the center of the real initial configuration, such that the Dice coefficient at
the initialization is 0.72. The time resolution is ∆T = 0.1, NT = 200. A finer
time integration is used for the model (20), namely 0.001, as mentioned in
Section 2.2.
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Fig. 9 Initial configuration. In red, the initial position of the real vesicle. In blue, the initial
mesh given to the filter for reconstruction.

3.1.2 Sensitivity to data quality

The sensitivity of the filter with respect of the level of blur σ in the images is
investigated for different values of the velocity noise σv. The blur parameter
σ controls the diffusion of the gradient extremal values, so that large values
of σ makes the observation of the surface position more challenging. The data
quality thus depends on σ and σv. The parameters of the simulations are given
in Table 1.

Data quality Intialization Model Observation
σ σv σP0,q σP0,p κ σa γ ∆N κobsδ σq σp

{2.0, 6.0} {0.003, 0.03,
0.075, 0.105} 10hx 0.1 10 5.0 100 30 0.1

{1.5,
2.5, 3.0} σv

Table 1 Parameters for the first synthetic test case.

The simulations are performed with σ = 2.0, 6.0 (see Figures 10 and 11)
and σv = 0.003, 0.03, 0.075, 0.105. The values of σv simulate respectively 1%,
10%, 25% and 35% of the half range of variation of the highest component of
unM in an area around the vesicle, for all time steps. Here, that half range cor-
responds to 0.30. Those percentages deem as an appreciation of the estimated
level of noise in the flow series, see Figures 12. Depending on the level of blur,
the precision σq of the position observation operator is adapted accordingly.
For σ = 2.0, 6.0, 8.0, we respectively set σq = 1.5, 2.5, 3.0. Since every simula-
tion is unique for a set of parameters (σ, σq, σv), the Dice coefficient is averaged
over 100 simulations. For a given triplet of parameters (σ, σq, σv), every sim-
ulation is unique and provides a subsequent evolution of the Dice coefficient
over the iterations. 100 simulations are performed for a each set of parameters
and the Dice coefficient at each time step is averaged over all the simulations.
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(a) t100, σ = 2.0. (b) t100, σ = 6.0.

Fig. 10 Noisy images with σ = 2.0, 6.0.

(a) t100, σ = 2.0. (b) t100, σ = 6.0.

Fig. 11 Gradient magnitude images with σ = 2.0, 6.0.

In addition to measuring the accuracy of the surface segmentation with the
evolution of the dice coefficient, we also check the point-to-point tracking on
single simulations. For n ≥ 1, the exact position of the tracked surface Γn is dis-
cretized in terms of a set of points {qnj }j=0,··· ,NE

, and {q̂ni }i=0,··· ,NP
denote the

estimation provided by Algorithm 2. The quality of the point-to-point track-
ing of Γn by {q̂ni }i=0,··· ,NP

is measured by comparing the trajectories of two
points whose labels imin, imax ∈ {0, · · · , NP} respectively to the trajectories of
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(a) t75, σ = 2.0, σv = 0.003(1%). (b) t75, σ = 2.0, σv = 0.030(10%).

(c) t75, σ = 2.0, σv = 0.075(25%). (d) t75, σ = 2.0, σv = 0.105(35%).

Fig. 12 The velocity field around the vesicle, images with σ = 2.0 and σv =
0.003, 0.030, 0.075, 0.105.

jmin, jmax ∈ {0, · · · , NE}. imin, imax are defined as follows:

imin := argmin
i∈{0,··· ,NP}

d(q̂NT
i ,ΓNT ), imax := argmax

i∈{0,··· ,NP}
d(q̂NT

i ,ΓNT ),

where the symbol d(q, S) indicates the distance between the surface S and
the point q. jmin and jmax are the labels of the closed-point projections on
ΓNT of the points q̂NT

imin
, respectively q̂NT

imax
. Note that, the discrete trajecto-

ries {q̂nimin
}n=1,··· ,NT

and {q̂nimax
}n=1,··· ,NT

respectively represent the best and
worst choice for error quantification. When using Kalman filter, the presum-
ably tracked point on ΓNT by {q̂ni }i=0,··· ,NP

can only be assessed at the final
iteration. In fact, the linear Kalman filter estimation improves as observa-
tions are provided, which makes it the most accurate at final iteration. In the
result section, the plots of the discrete trajectories {q̂nimin

}n=1,··· ,NT
compared
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to {qnjmin
}n=1,··· ,NT

is referred as ”min” trajectories, and {q̂nimax
}n=1,··· ,NT

compared to {qnjmax
}n=1,··· ,NT

as ”max” trajectories.

Choice of the free parameters

The parameters σ and σv are used in this test case to control the data quality.
However the user-defined parameter σp is given to the Kalman filter as an
expected level of noise in the velocity data. We assume that at each time, the
noise in the each velocity component is Gaussian with a standard deviation σp.
Here due to the specific synthetic case, we already have σp = σv, but in real
application, this parameter has to be calculated by the user. Even if the noise
of the velocity has a very complex origin and structure, a reasonable value for
σp can be proposed by calculating the standard deviation of the velocity field
in a region of the image known to be a white noise area. The parameters to
quantify the level of confidence that we have in the initialization are σP0,q and
σP0,p. σP0,q is expressed in voxel/pixel units. Depending on the origin of the
initial configuration, t can be taken more or less close to 1. In the vesicle test
case, it is taken quite large, because we force a bias of the initial configuration
compared to the real one. When it comes to the aorta, we recommend a value
close between 1-3 if the initial configuration has been segmented from 4D-flow
MRI, or any derived image sequence (PC-MRA). σP0,q has to be taken very
high, because the default initial value for the velocity of the aortic wall is null.
We have no reasonable estimation of the initial velocity of the aortic wall. The
critical parameters of the method are the model parameters. The parameter κ
models the vessel elasticity in a simplified way and contributes to regularize the
prediction of the wall motion. σa is proportional to the norm of the model error
covariance matrix Wmodel and ponders the confidence in the model prediction
compared to the confidence in the observation. The larger κ is, the more rigid
the predicted surface will be. Ultimately, compared to standard semi-automatic
segmentation method, few parameters have an incidence on the quality of the
tracking, and even for those parameters, it is possible to find through numerical
experiments stable range of variable which results in equivalent quality of the
reconstruction.

Results

We present the results of the numerical tests on the method in this section. For
every couple of parameters (σ, σv), 100 simulations are performed and the Dice
coefficient is systematically averaged per time iteration, given all the results of
the simulations. The evolution of the averaged Dice coefficient from the initial
iteration to the final iteration is plotted for σ = 2.0, 6.0 with different levels of
velocity noise, see Figure 13.

For σ = 2.0, the averaged Dice coefficient shows a satisfactory surface
reconstruction. The Dice coefficient goes from 0.72 (initial value) to 0.92 within
5 iterations, see Figure 13(a). It reaches a narrow range of variation, after only
5-10 iterations. After 60 iterations over 200, the level of similarity is preserved
throughout the iterations. The final averaged Dice coefficient is between 0.94
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(a) Image blur σ = 2.0.
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(b) Image blur σ = 6.0.

Fig. 13 Dice evolution, averaged over 100 runs. γ = 100, κ = 10, κobsδ = 0.1.

and 0.95. The same trend is observed for the different levels of velocity noise.
Note that the lower the level of noise is, the higher the Dice coefficient is
in average. For σ = 2, the gradient magnitude profile is preserved despite
the blur and the noise, see Figure 10(a). The contours are actually easily
detectable to naked eyes. The observation operator finds the position of the
surface, hence the fast convergence towards a large Dice coefficient. Regarding
the Dice coefficients, the method shows equivalent level of precision for different
levels of noise, going from a low velocity noise σv = 0.003 to more severe noise
σv = 0.105, as shown in Figure 13(a). However the point trajectory plots are
more sensitive to the velocity noise, as shown by Figures 14 and 15, in terms
of regularity.

(a) Final state. (b) ”Min” trajectory. (c) ”Max” trajectory.

Fig. 14 Simulation for σ = 2.0, σv = 0.003, σq = 1.5. Red : real vesicle. Blue : estimation
by the method. κ = 10, κobsδ = 0.1.

For σ = 6, an accurate contour detection becomes more challenging, as
shown by Figures 10(b) and 11(b) because of the blur in the image. The Dice
coefficient requires 10-15 iterations to reach a lower level compared to σ = 6,
namely a value of 0.9. The final Dice coefficient is between 0.85 and 0.90, see
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(a) Final state. (b) ”Min” trajectory. (c) ”Max” trajectory.

Fig. 15 Simulation for σ = 2.0, σv = 0.105, σq = 1.5. Red : real vesicle. Blue : estimation
by the method. κ = 10, κobsδ = 0.1.

Figure 13(b). The method is globally less accurate in terms of surface recon-
struction and point-to-point trajectory tracking, as shown by Figure 16, due
to a more diffused image gradient. The behavior of the method differentiates
with the noise in the velocity, at least between σv = 0.003 and σv > 0.003. For
σ = 6 large oscillations are observed as the noise in the velocity increases. The
point-to-point tracking is more erratic for high velocity noise, see Figure 17.

(a) Final state. (b) ”Min” trajectory. (c) ”Max” trajectory.

Fig. 16 Simulation with σ = 6.0, σv = 0.003, σq = 2.5. Red : real vesicle. Blue : estimation
by the method. κ = 10, κobsδ = 0.1.

The quality of the segmentation is assessed through the Dice coefficient
which characterizes a global similarity. However a large Dice coefficient could
hide variable local irregularities in the mesh such as point collapsing, edge
twists. The predictive model (spring-mass model (12)) is designed to avoid
point collapse, for instance. In fact large values of κ tends to get the structure
stiffer, hence rigidifying its motion. Despite this model regularization, point
collapse can occur in the vesicle test case because the vesicle deforms with large
amplitudes with respect to the zero-energy configuration. The model prevents
vertices from collapsing by penalizing locally high elastic energy, with the
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(a) Final state. (b) ”Min” trajectory. (c) ”Max” trajectory.

Fig. 17 Simulation with σ = 6.0, σv = 0.105, σq = 2.5. Red : real vesicle. Blue : estimation
by the method. κobsδ = 0.1

assumption of small deformations around the circular shape. A more suitable
predictive model adapted to the vesicle deformation might require to take into
account the local curvature of the surface in the discrete equation (12).

3.1.3 Sensitivity to regularization parameters

The isolated and joint effects of the model parameter κ and the observation
parameter κobsδ on the accuracy of the estimation are investigated in this
section.

The data quality is fixed by σ = 6.0, σv = 0.075, which corresponds to
considerably lowered data quality. This test would conjointly serves to exhibit
a range of stability of the method, if it exists. The parameters are in the CGS
unit system.

Data quality Initialization Model Observation
σ σv σP0,q σP0,p κ σa γ ∆N κobsδ σq σp

6.0 0.075 10h1 0.1
{0.0,1.0, 5.0,
10, 30, 50} 5.0 100 30

{0.0, 0.1, 0.5,
0.7, 1.0} 1.5 σv

Table 2 Parameters for the second synthetic test case.

We investigate the following values for the parameters: κ =
0, 1.0, 5.0, 10, 30, 50 and κobsδ = 0.0, 0.1, 0.5, 0.7, 1.0. The unchanged parame-
ters are specified in Table 2.

For this second test, we appreciate the robustness of the method, regarding
the regularization parameters by considering a fixed point labeled i∗ = 12 ∈
{0, · · · , NP}. The discrete trajectory {q̂ni∗}n=0,··· ,NT

of i∗ is compared to the

trajectory {qnj∗}n=0,··· ,NT
of a material point j∗ such that qNT

j∗ is the closest

point projection of q̂NT
i∗ on ΓNT . If the method is robust, then qNT

j∗ should
remain in a same vicinity for the values of parameters improving the regularity
of the point trajectories.
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Results

We present the results of the sensitivity analysis with respect to the regular-
ization parameters. The image blur is set to σ = 6 and the noise in the velocity
σv = 0.075.
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(a) κobsδ = 0.
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(b) κ = 0.

Fig. 18 Marginal effect. γ = 100, σ = 6.0, σv = 0.075.
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(a) κobsδ = 0.1.
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(b) κobsδ = 0.5.

Fig. 19 Effects of κ and κobsδ. γ = 100, σ = 6.0, σv = 0.075.

When κobsδ = 0 , the effect of the model regularization κ on the surface
reconstruction is evaluated. Increasing κ improves the surface reconstruction
within a limited interval, as shown by Figure 18(a). From κ = 0 to κ = 10,
the final averaged Dice coefficient gains more than 5.0. For larger values of κ,
κ > 30, considerable oscillations of the Dice coefficient are observed during
the reconstruction. It corresponds to alternative shrinking behavior, as the
vesicle deforms and rotates. The vesicle actually alternates between circular
and ellipsoidal configurations during its motion, as visible on Figure 7. Large
values of κ tend to shrink the capsule to a circle, since the zero-energy state
of the model is the initial shape which is circular.
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(a) Configuration
at t1.

(b) Configuration
at t15.

(c) Configuration
at t199.

(d) Point to point
trajectories.

Fig. 20 Vesicle configuration (blue) at tn, n = 1, 69, 199 against the solution (red). Right
hand side : trajectory of a point in the estimation (blue) compared to the one of the presumed
tracked point in the real vesicle (red) at final iteration. Parameters : κ = 0.0,κobsδ = 0.1,
σ = 6.0, σv = 0.075.

(a) Configuration
at t1.

(b) Configuration
at t15.

(c) Configuration
at t199.

(d) Point to point
trajectories.

Fig. 21 Vesicle configuration (blue) at tn, n = 1, 69, 199 against the solution (red). Right
hand side : trajectory of a point in the estimation (blue) compared to the one of the presumed
tracked point in the real vesicle (red) at final iteration. Parameters : κ = 10,κobsδ = 0.0,σ =
6.0, σv = 0.075.

(a) Configuration
at t1.

(b) Configuration
at t15.

(c) Configuration
at t199.

(d) Point to point
trajectories.

Fig. 22 Vesicle configuration (blue) at tn, n = 1, 69, 199 against the solution (red). Right
hand side : trajectory of a point in the estimation (blue) compared to the one of the presumed
tracked point in the real vesicle (red) at final iteration. Parameters : κ = 10, κobsδ = 0.1,σ =
6.0, σv = 0.075
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When κ = 0, the effect of the observation regularization is analyzed. Note
that having κ = 0 inhibits the model regularization, and more specifically the
velocity regularization. Consequently, the noise in the velocity might amplify
and propagate with the model integration. For κ = 0.0, κobsδ = 0.1 and κ =
10.0, κobsδ = 0.0, the reconstruction provides equivalent results, see Figure
20, and Figure 21. For κobsδ > 0.1, alternative oscillations of very large
amplitude are systematically observed, see Figure 18(b). They account for
shrinkage behavior and also degraded surface reconstruction. The stable range
of variation of κobsδ is limited of 0.0 − 0.1. For larger values of κobsδ, the
numerical resolution with the algorithm provides uncontrolled results.

Concerning the combined effect of the model and the position observation
regularization, oscillation of the Dice coefficient are systematically observed for
κobsδ = 0.1. In fact, the observation generates an additional recall force to the
circular initial shape when κobsδ is large. The algorithm is unable to properly
capture the deformation of the surface. The vesicle remains mostly circular
and the Dice coefficient is bounded from below by the initial Dice coefficient,
which ensures some robustness. As shown through Figure 19, κobsδ = 0.1 is
an upper bound in this case. The parameter κobsδ seems to be a very critical
parameter with dramatic effect on the reconstruction. Note that large values
of κobsδ are actually very small, which prevents the user to set κobsδ arbitrary.

Finally, a salient feature of Algorithm 2 is that the spectrum of covariance
matrix Pn can be used to provide a bound on the uncertainty of the estimation.
This is reported in Figure (23), which provides an ℓ∞ bound of the discrepancy
between the estimated and actual positions at final time, for the for the set of
parameters σv = 0.03, σ = 2 and σq = 1.5.

Fig. 23 Uncertainty of the position estimation at the final time, for σv = 0.03, σ = 2 and
σq = 1.5.
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3.2 Aorta tracking from 4D-flow MRI data

In the section, we apply Algorithm 2 to the dynamical reconstruction of the
aorta from a real 4D-MRI exam, provided by Dijon University Hospital.

3.2.1 Data generation

The 4D-flow MRI acquisition was performed with complete volumetric cover-
age of the thoracic aorta, on a patient with a dilatation of the ascending aorta.
The MRI System of acquisition was a 3T Skyra Siemens. The data were pro-
vided and anonymized by Dijon University Hospital. The considered patient
was part of a research protocol5 which has been approved by the local ethics
committee. The 4D-flow MRI data include:

• Time-resolved magnitude images of the volume of acquisition;
• Three series of time resolved images encoding the three directions of the
velocity. The velocity encoding (VENC) is 2500mm · s−1, which ensures
proper representation of velocities in the range ±2500 mm · s−1.

The image parameters are the following:

• Temporal resolution: ∆T = 43.319ms, with NT = 25 frames;
• Spatial resolution (spacing): 1.988× 1.988× 2.0mm3.

In addition to those images, a contrast enhanced MR angiography (MRA),
representing an averaged image of the volume of acquisition, obtained with
breath hold was also provided, for the same patient. The spatial resolution of
the MRA is 1.0×1.0×1.0 mm3. The image quality of MRA is more suitable for
both vessel visualization and segmentation than 4D Flow MRI, due to the con-
trast as visible on Figure 24. The angiographic series has been in fact acquired
right after the injection of contrast agent. Note that a direct segmentation of
an aortic configuration directly from 4D anatomic series (Figure 24(a)) at any
time of the cardiac cycle is challenging, if only based on images, because of
the low image quality.

Parsing, reading and extraction of images from the Dicom files were per-
formed using QIR 4D, a 4D MRI post-processing software developed by the
CASIS company. The magnitude series and the flow series were exported as
VTI files and handled with the VTK Library. No image filter (Gaussian,
median, etc.) has been applied to the magnitude series. The MRA exam
was segmented and reconstructed with the Mimics/Materialise software, and
smoothened with Autodesk Meshmixer’s tools. The inlet and outlets of the
aortic mesh have then been cut by perpendicular planes to the centerlines at
the level of the inlet (ascending aorta) and the four outlets (three carotid ves-
sels on the aortic arch and descending aorta). Semi-automatic rigid registration
to the first magnitude image has been performed on the resulting geometry
to serve as initial configuration for Algorithm 2, Figure 25 summarizes the
corresponding input data in the present example:

5See clinicalTrials.gov with protocol code NCT03817008.
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(a) 4D-MRI magnitude image at t3. (b) MRA images.

Fig. 24 Slice of magnitude series and MRA series. The view is oblique sagittal. The slices
are taken in the middle of the respective volume of acquisitions.

1. The mesh point positions
{
q̂0i
}
i=1,··· ,NP

of the initial configuration obtained

after MRA segmentation, reconstruction and registration;
2. Time-dependent grayscale image

{
FnM
}
n=0,··· ,NT

provided by the raw

magnitude series;
3. Measured velocity field

{
unM
}
n=0,··· ,NT

from the three time-dependent flow

series.

One can refer to Figure 26 for a three dimensional visualization of the
(noisy) velocity field provided by 4D Flow MRI.

3.2.2 Description of the test

As indicated above, the initial mesh of the aorta comes from MRA data. As
shown on Figure 27(A.), the initial mesh is a reasonable guess for the initial
state of the tracking. There is in fact a good match between the slice cut of
the initial mesh and the position of the aortic wall on the anatomic series at
time t0.

Note that the largest deformations of the aortic wall during the cardiac
cycle are observed close to the inlet (see Figures 27(A.–C.)), with a maximum
displacement at peak systolic phase. The systolic phase goes approximatively
from time iteration t1 to t10, with the peak systolic at t4, as assessed by the
flow rate calculation at the inlet (see Figure 28).

The inlet motion observed in the grayscale images requires a proper track-
ing, which is the purpose of Algorithm 2. As shown on Figure 26(a), the velocity
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Fig. 25 Input data for the proposed method.

(a) Slice view of the velocity magni-
tude.

(b) velocity field visualization at 3
slice cuts.

Fig. 26 Snapshots of the 4D flow MRI velocity field data at peak systolic phase.

field is noisy, especially around the aorta. The mesh consists of NP = 793
points and 1582 triangles. The state estimation X̂ is of size 6NP = 4758.

Compared to the reconstruction of the motion of the immersed vesicle
example (Section 3.1), the tracking of the aorta has some specificities. The
aorta is surrounded by other vessels and cavities, whose voxel intensities are
also sensitive to blood flow over time (the principle of MRI). Consequently the
local window search, introduced to avoid undesired segmentation of neighbor-
ing vessels, has to be limited to 1 or 2 voxels. Additionally, the gradient will
be normalized by the maximum value inside the local window search instead
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Fig. 27 Slice view of the initial configuration against the magnitude images of the 4D MRI
series, at time iteration t0 (A.), t4 (B.) and t7(C.).

Fig. 28 Flow rate at the inlet of the initial configuration. Time iteration tk = k ·∆T .

of the maximum value of the volume of acquisition in the position observa-
tion operator (16) of Algorithm 2. The purpose is to reduce the sensitivity of
the position observation to distant and high image intensity variations. Except
those specificities, the parameters that will be tested are almost the same as
in the immersed vesicle example:

• κ, which represents the stiffness of the aorta, modeled as spring-mass net-
work. After some preliminary tests, we found appropriate range of variation
for κ, namely between 5.0 · 103 and 5.0 · 104;

• σa, which indirectly quantifies the level of the confidence in the observation
compared to the predictive model. The formula (26) provides a reasonable
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order of magnitude for σa, namely σa ∼ 104, N=2. It assumes that the
uncertainty induced by the model is comparable to N-voxel size. We have
performed a few tests around 104 and we propose 1.0 · 103 < σa < 1.0 · 104.

• γ, κobs, the first one weights the gradient compared to the distance to the
prior in the local maximization of the gradient (17), the second parametrizes
the regularity of the position observation outcome (18).

• σp, the global level of noise in the velocity data. The order of magnitude
of level noise σp for the velocity is assessed by estimating the standard
deviation of each component of the velocity field in a region of interest in
the middle in the descending aorta at the end the diastolic phase. We found
approximatively 50mm/s. The values obtained are possibly underestimated
since they do not take into account the noise around the aorta, which is
much higher, see Figure 26(a).

The parameters of the filter are given in the Table 3 (length in mm and
time in s).

Initialization Model Observation
σP0,q σP0,p κ σa γ ∆N κobsδ σq σp

2.0 500 5.0 · 103 1.0 · 103 20 1 5.0 1.0 75
(voxels) (mm/s) 1.0 · 104 1.0 · 104 40 (voxels) 20 100

5.0 · 104 mm/s2 80 40 (mm/s)
Table 3 Parameters used in Algorithm 2 for the reconstruction of the aorta.

Remark 3 For the 4D MRI exam provided, note that the observation of the carotid
vessels on the aortic arch from the magnitudes images is very challenging, due to the
limited contrast and the spacial resolution. This can be inferred from Figure 24, by
comparing the magnitude of the 4D Flow exam with the angiographic series.

3.2.3 Results

The purpose of this section is to show the behavior of the tracking algorithm
and to provide insight on the sensitivity of the reconstruction with respect to
the user-defined parameters. Algorithm 2 returns a sequence of time-dependent
point-to-point displacements from the initial configuration, with the associated
velocity field. For each set of parameters, the quality of the reconstruction is
assessed by computing the Dice coefficient at time t3. To this purpose, we have
performed a manual segmentation of the aorta (at time t3) as ground-truth.
This manual segmentation is partial (see Figure 29(A)), since one carotid on
the aortic arch is not visible due to the quality of the 4D MRI magnitude series.
The Dice coefficient is evaluated within a region of interest (ROI) which con-
tains the ascending aorta, the aortic arch, and the beginning of the descending
aorta (see Figure 29(C)).

Figure 30 reports the values of the Dice obtained over all the reconstruc-
tions performed with the parameters specified in Table 3. The average Dice on
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Fig. 29 Definition of the ROI and the slice plane location for the computation of the Dice
coefficient. A: the aorta from manual segmentation at t3 (green). B: the reconstruction at
t3 (red). C: The region of interest for the calculation of the Dice in blue.

the ROI is 0.929± 0.00367, with as maximum Dice 0.935 for κ = 5.0 · 103s−2,
γ = 80, κobsδ = 10, σa = 1.0 · 104 mm · s−2, σp = 100mm · s1 , and a minimum
Dice 0.920 for κ = 1.0 · 104s−2, γ = 20, κobsδ = 20, σa = 1.0 · 103 mm · s−2,
σp = 75mm·s−1. As a reference the Dice of the initial configuration (registered
MRA segmentation) is 0.915.

Fig. 30 Dice on the region of interest
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The reconstruction is performed with acceptable accuracy (Dice>0.920)
inside the region of interest at time iteration t3. For the range of parameters
specified in Table 3, the reconstructions are equivalent with a Dice between
0.920 and 0.935 as shown by Figure 30 and the slice cut views in Figure 31. The
best and worst configuration are defined as the ones with the maximum and
minimum respectively, and an average Dice coefficient has a Dice equal to the
average Dice of all simulations, namely 0.929, with a tolerance of 10−4. Table 4
summarizes the values of the best, average and worse Dice configurations with
the parameters that generated them. For 3 reconstructions are of comparable
quality. The significant discrepancy with the manual segmentation especially
at the level of the descending aorta (DAO P3, DAO P4, Figure 31) can be
mainly explained by the low variations of the image gradient intensity around
the descending aorta.

Configuration Dice coefficient κ α κobsδ σa σp

Worse Dice 0.920 1.0 · 104 20 20 1.0 · 103 75
Average Dice 0.929 5.0 · 104 40 10 1.0 · 104 75
Best Dice 0.935 5.0 · 103 80 10 1.0 · 104 100

Table 4 Parameters of best,average and worse dice configurations, with Dice on the ROI
at t3.

Fig. 31 Visualization of the contours obtained by cutting the geometries at 5 planes loca-
tions : AAO P0 = inlet of the geometry, AAO P1, AAO P2 = ascending aorta, DAO P3,
DAO P4 = descending aorta. On the left, the position of the 5 planes. At the right, 10
slices cut views. For each plane, on the left side (with asterix (*)), the contour with the best
Dice configuration and the manual segmentation with low opacity for better image visual-
ization, and on the right side, the 4 contours corresponding to the worse Dice configuration
(red), one of the average Dice configurations (yellow), the best Dice configuration (green),
the manual segmentation (black), see Table 4 for more detail on the parameters.
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Note that, compared to the vesicle test case, the Dice of the initial config-
uration is much higher (0.72 compared to 0.915), because a MRA exam was
available, which is not always the case. Otherwise, a MRA-type image could
be generated using the whole time sequences of the 4D MRI exam (see [9]) to
perform segmentation, without need for further registration.

Considering the whole cardiac cycle, the tracking is qualitatively satisfying,
at the level of the inlet, the beginning of the descending aorta (Figure 32) and
the mid-ascending aorta (Figure 33). The slice views of the reconstruction show
that the filter properly tracks the position of the surface (also observed in the
vesicle example of Section 3.1). A more notable discrepancy with the image
slice contour is however observed at the inlet, especially during the systolic
phase (see Figure 32(B)).

Fig. 32 Slice cut view, at the inlet of the geometry. On the left, the position of the plane
for slice visualization. On the right, the slice cut at 3 time iterations : A) t3, B)t9 is the end
of the systolic phase, C) t20 during the diastolic phase. The best Dice reconstruction is in
green, one of the 3 average Dice reconstruction in yellow, and the worst Dice case is in red.

4 Conclusion

We introduced a novel approach to track the aortic wall motion from medical
imaging data. Geometrical configuration and Lagrangian deformation of the
wall are estimated from one patient specific reconstruction and the complete
4D MRI data set (magnitude and flow series). The magnitude image sequences
are interpreted as geometrical information and the flow series as kinematical
prior. The reconstruction does not require any pre-processing on the image
sequences (smoothing, segmentation, contouring, etc.). The tracking is based
on Kalman filter with ad hoc position observation operator which converts
grayscale image sequences into a geometrical position given a patient specific
prior. The Kalman filter provides a quantification of the uncertainty on the



Springer Nature 2021 LATEX template

CONTENTS 41

Fig. 33 Slice cut view, at the level of the ascending aorta. On the left, the position of the
plane for slice visualization. On the right, the slice cut at 3 time iterations : A) t3, B)t9 is the
end of the systolic phase, C) t20 during the diastolic phase. The best Dice reconstruction is
in green, one of the 3 average Dice reconstruction in yellow, and the worst Dice case is in red.

reconstruction. The method was extensively investigated on a 2D synthetic
example to track the deformation of a vesicle immersed in an incompressible
flow. To this purpose, synthetic data has been generated to mimic 4D-flow
(image sequences and volumetric velocity). The results showed that the method
achieves proper tracking of the surface of the vesicle and pointed out the
dependance of the parameters on the data quality (image and velocity). A
promising tracking of the aorta has been obtained from real 4D-flow MRI
and a patient-specific initial configuration. The quality of the tracking has
been assessed by comparing with one manual reconstruction. It is important
to point out that the Lagrangian reconstruction of the aortic wall returned
by the tracking algorithm using Kalman filter represents an average outcome.
The Kalman filter provides also a covariance matrix of the error associated to
the state estimation. Assessing the quality of the local (point-to-point trajec-
tory) tracking would be more challenging, since the literature lacks of validated
point-to-point 3D reconstruction of the aorta. The proposed algorithm is cur-
rently being tested on a cohort of patients exams acquired with the same
MR machine. The method is not limited to the tracking of the aorta, and
might be used to reconstruct the motion of other cardiovascular parts (car-
diac wall, pulmonary artery, etc.), as long as 4D MRI acquisition is available
with a patient specific initial configuration. The initial configuration could
be generated from different approaches (MRA, reconstructed MRA, one time
reconstruction, etc.). Another interesting point that deserves investigation is
the assessment of the impact of the discretization on the quality of the estima-
tion. Preliminary results in the 2D example indicate that spatial refinement
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might improve the estimation. In particular, we observe that there is a range
of grid refinements for which the estimations are satisfactory. A forthcoming
extension of this work will address state estimation in fluid-structure simula-
tions of the aorta from 4D MRI data, by exploiting the complete dynamical
information obtained with the present tracking approach.
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