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ABSTRACT
During the last decade, Machine Learning (ML) has increasingly
become a hot topic in the field of Computer Networks and is ex-
pected to be gradually adopted for a plethora of control, monitoring
and management tasks in real-world deployments. This poses the
need to count on new generations of students, researchers and
practitioners with a solid background in ML applied to networks.
During 2020, the International Telecommunication Union (ITU) has
organized the “ITU AI/ML in 5G challenge”, an open global compe-
tition that has introduced to a broad audience some of the current
main challenges in ML for networks. This large-scale initiative
has gathered 23 different challenges proposed by network oper-
ators, equipment manufacturers and academia, and has attracted
a total of 1300+ participants from 60+ countries. This paper nar-
rates our experience organizing one of the proposed challenges:
the “Graph Neural Networking Challenge 2020”. We describe the
problem presented to participants, the tools and resources provided,
some organization aspects and participation statistics, an outline
of the top-3 awarded solutions, and a summary with some lessons
learned during all this journey. As a result, this challenge leaves
a curated set of educational resources openly available to anyone
interested in the topic.

CCS CONCEPTS
• Social and professional topics → Computer science edu-
cation; Informal education; • Computing methodologies →
Artificial intelligence; Machine learning; • Networks → Network
performance evaluation;

KEYWORDS
AI for Computer Networks, Machine Learning challenge, Non-
Formal Education, Graph Neural Networks.

1 INTRODUCTION
The last decade has witnessed a prolific era of Machine Learn-
ing (ML) with a plethora of groundbreaking applications in many
fields such as Computer Vision, Natural Language Processing (NLP)
or Automated Control (e.g., self-driving cars) [21, 23]. This has
raised a large interest among the networking community, which
is actively investigating on the use of ML techniques to efficiently
solve, not only classic networking problems (e.g., Traffic Engineer-
ing [30], Congestion control [20]), but also others related to emerg-
ing paradigms (e.g., SDN/NFV [22], Internet of Things [11], 5G and
beyond [31]). The use of Artificial Intelligence (AI) is thus expected
to be ubiquitous in the next-generation Internet, shaping solutions
for network control and management, traffic monitoring and anal-
ysis, security, or QoS provisioning among many others [1, 14, 29].

With this prospect, the networking community will arguably
experience in the next few years a great demand of professionals
with deep knowledge in AI/ML, and special focus on the applica-
tion of these technologies to computer networks. This requires to
prepare new generations of networking students, researchers and
practitioners with specific educational programs on AI/ML con-
cepts, while offering the needed motivation and support to help
them dive into these subjects. In this vein, the organization of open
ML competitions is becoming increasingly popular to raise interest
on relevant challenges of a particular area (e.g., Computer Vision,
NLP) [8, 10]. This represents a unique opportunity to reach a broad
audience via a non-formal educational format, where participants
are motivated by the incentives of competing with other members
and gain recognition from their community (e.g., certificates, public
award ceremony, cash prizes). Overall, competitions represent a
good alternative, complementary to formal education, that can help
attract interest through a fun self-learning experience assisted by
the tools and resources provided by the challenge organizers.
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As a side contribution, ML competitions may serve to establish
reference benchmarks for future research in the field. The availabil-
ity of public data is crucial to make progress in ML applications, as
data is the basic unit to train and evaluate ML models. An example
of this is the well-known ImageNet dataset [15] used in the ILSVRC
competition for image classification [9], which ushered in a series
of pioneering breakthroughs in the area of computer vision. In the
field of computer networks, it is often difficult to find open datasets
for ML applications, as data is typically difficult and costly to obtain,
and sharing data with other researchers is often problematic due
to privacy issues; hence the lack of public datasets often represents
a main barrier to create ML-based solutions for networks. In this
context, ML competitions may help establish relevant open datasets
for benchmarking existing solutions in the area.

During 2020, the International Telecommunication Union (ITU)
has run a competition called the “ITU AI/ML in 5G challenge” [4],
with the purpose of bringing to light a collection of relevant use
cases on ML applied to networking. This competition started with
a first round including 23 different challenges that ran in parallel,
proposed by network operators, equipment vendors and academia.
Then, the winning solutions from these challenges were uniformly
evaluated in a final round. By the end of the event, statistics present
a total of 1300+ participants from 60+ countries, including a side
program with 26 webinars in AI/ML for networks given by experts
in the field, and cash prizes for the top teams [5].

This paper presents an overview of our experience organizing
one of the challenges that have run under this initiative, namely
the “Graph Neural Networking challenge 2020” [7]. This challenge
presents a fundamental problem related to network performance
modeling: predicting the per-path mean delay given a network
snapshot (topology + traffic matrix + routing), where only solutions
based on neural networks were accepted. This 6-month compe-
tition has attracted 124 participants from 24 different countries,
including a wide variety of profiles (undergraduate, PhD students,
senior researchers and professionals). As a baseline, we provided
RouteNet [25] – a network modeling tool based on Graph Neural
Networks (GNN) [26] – which is the responsible for the name of
the challenge. Overall, the central piece of the competition is a large
collection of datasets for networkmodeling generatedwith a packet-
level network simulator (OMNeT++ [27]). We hope these datasets
have not only contributed to the development of this competition,
but also that they will serve as a reference for future research and
education in the field. In short, this challenge leaves the following
set of tools and educational resources that can be useful in the fu-
ture: (𝑖) datasets for network modeling including a wide variety of
samples with different topologies, routing configurations and traffic,
(𝑖𝑖) an API to easily read and process the datasets, (𝑖𝑖𝑖) an open-
source implementation of the GNN baseline solution along with
a quick-start tutorial, and (𝑖𝑣) a webinar presenting the proposed
problem and some guidelines to participate in the challenge.

The remainder of this paper is structured as follows: Section 2
describes the problem statement of the challenge. Section 3 outlines
the tools and resources provided to participants. Section 4 presents
the main organization details and some participation statistics. In
Section 5, the top-3 awarded teams describe briefly their solutions.
Section 6 shares some lessons learned during the celebration of the
challenge, and finally Section 7 concludes the paper.

2 PROBLEM STATEMENT
Network modeling is essential to build optimization tools for com-
puter networks. A network model is intended to predict the result-
ing performance (e.g., utilization, delay, jitter, loss) given a network
configuration. As a result, these tools can be used to find the opti-
mal configuration (e.g., routing) according to a target policy (e.g.,
minimize the end-to-end delay). This can have many applications
for offline network optimization (e.g., what-if analysis, planning,
troubleshooting), but it is also essential to achieve online operation.
Particularly, automatic optimization can be achieved by combin-
ing a network model with any optimization algorithm (e.g., Local
Search [16], Reinforcement Learning [30]). In this symbiotic com-
bination, the optimization algorithm is responsible for generating
alternative configurations (e.g., routing), while the network model
evaluates the resulting performance of each configuration [25].

One fundamental aspect of optimization tools is that they can
only optimize metrics that the network model can predict. For
instance, if we want to optimize the end-to-end delay in a network
we need a model that can infer what would be the resulting delay
with a new routing configuration. In general, if we want to optimize
complex QoS metrics (e.g., delay, jitter, loss), we need to count
on a network model able to predict these metrics for any input
configuration. The ultimate ambition of the network modeling
community is to achieve an exact digital replica that can reproduce
the behavior of real networks, that is why these models are often
referred to as Digital Twins [32].

Traditional modeling techniques do not meet the requirements
to produce accurate estimates of complex performance metrics,
such as delay or jitter, at limited cost. Nowadays, QoS-aware net-
work models are mainly based on packet-level simulation (e.g., OM-
NeT++ [27], ns-3 [24]) or analytical models (e.g., queuing theory).
The former are computationally very expensive, while the latter
are fast but do not achieve accurate estimates in real networks [30].

In this context, ML arises as a promising technique to build accu-
rate Digital Twins that can operate in real time. However, existing
ML-based solutions do not meet the needs for accurate modeling of
real-world networks. One main open challenge lies into the lack of
ability of these models to generalize to network scenarios unseen
during the training phase –e.g., new topologies, configurations,
traffic. Generalization is an important property, as it enables to
train a Digital Twin in a controlled testbed (e.g., in a networking
lab) and then be able to commercialize it for direct deployment in
any real network, without the need for (re)-training on premises.

The goal of the “Graph Neural Networking challenge 2020” is
to find Digital Twin solutions based on neural networks that can
accurately estimate end-to-end performance metrics given a net-
work snapshot. Particularly, requested solutions should predict
the per-path mean delay given: (𝑖) a network topology, (𝑖𝑖) a net-
work configuration (routing, queue scheduling), and (𝑖𝑖𝑖) a source-
destination traffic matrix – as illustrated in Figure 1.

The ambition of this challenge is to test the generalization ca-
pabilities of proposed solutions. To this end, we provide a training
dataset with a great variety of network scenarios (i.e., topology
+ configuration + traffic), and then we evaluate the accuracy of
solutions on another dataset with samples simulated in a different
network topology (more details in Section 3.1).
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Figure 1: Description of the problem statement.

3 TOOLS AND RESOURCES
This section describes the tools and resources that were prepared
and publicly released for this challenge. We hope this material can
be useful for future education in ML for networks, as well as serving
as a reference for research in the area of network modeling. We
summarize below the main resources provided:
• Datasets for training, evaluation and test (totaling 550k samples).
• Python API to read and process the datasets.
• Baseline solution: open-source implementation of RouteNet [25]
in TensorFlow v2.1, including a quick-start tutorial.

• Webinar including a motivation of the proposed problem, some
background on Graph Neural Networks, and an overview of
their main applications to Computer Networks (presented in the
ITU AI for Good Global Summit 2020 [2]).

• Platform for automatic and real-time evaluation of participants
(see more details about the evaluation process in Section 4).

• Mailing list for questions and answers related to the challenge.
All these resources can be accessed via the challenge website [7];

except for the evaluation platform, whichwas closed after the end of
the competition. The following subsections provide a more detailed
description of the datasets and the baseline solution.

3.1 Datasets
The datasets were produced with a packet-accurate network sim-
ulator (OMNet++ [27]). Each sample was simulated in a network
scenario defined by: (𝑖) a topology, (𝑖𝑖) a routing and queue sched-
uling configuration, and (𝑖𝑖𝑖) a src-dst traffic matrix. Then, it was
labeled with some per-flow performance measurements obtained
by the simulator (see Fig. 2). Note that the challenge focuses only on
predicting the average per-packet delay at the flow-level glanular-
ity. However, datasets include other relevant per-flow performance
metrics that can be useful for future research, such as jitter (i.e.,
delay variance), some percentiles of the delay distribution (p10, p20,
p50, p80, p90), or the amount of packets dropped.

Three different datasets were provided for the competition:
(𝑖) training, (𝑖𝑖) validation, and (𝑖𝑖𝑖) test. As the challenge focuses
on the generalization capabilities of proposed solutions, the train-
ing dataset contains samples simulated in two real-world network
topologies: NSFNet (14 nodes) and Geant2 (24 nodes); while the
validation and test datasets were simulated in other topologies not
used for training: GBN (17 nodes) for validation, and RedIRIS (19
nodes) for test. All these topologies can be visualized at [3]. The
training and validation datasets were released at the beginning of
the competition, and they included all the per-flow performance
measurements (output labels in Fig. 2). The test dataset did not
include any performance measurements, only the input features,
and it was released at the end of the competition to evaluate the ac-
curacy of participants’ solutions (more details about the evaluation

Network 

topology

Configuration

(routing, queue 

scheduling)

Traffic 

matrix

Per-flow 

performance

Input features Output labels

Network 

topology

Configuration

(routing, queue 

scheduling)

Traffic 

matrix

Per-flow 

performance
Network 

topology

Configuration

(routing, queue 

scheduling)

Traffic 

matrix

Per-flow 

performance
(avg. delay, 

jitter, loss)

Datasets: training, evaluation, test

Figure 2: Representation of the dataset.

process in Sec. 4). Note that this latter dataset was carefully gen-
erated to ensure that input and output features followed a similar
distribution to the samples of the validation dataset. For the sake of
transparency, we released a new version of the test dataset including
the per-flow delay labels after the celebration of the competition.

These datasets combine for each topology hundreds of configu-
rations (i.e., routing, queue scheduling) and traffic matrices with
various load levels; totaling 400k, 100k, and 50k samples respectively
for training, validation and test. Particularly, routing configurations
were generated as variations of the shortest path policy. For the
queue scheduling configuration, devices implement different poli-
cies: Strict Priority (SP), Weighted Fair Queueing (WFQ), or Deficit
Round Robin (DRR). Each of the three datasets are composed of
four different subsets –each accounting for 25% of the samples–
differentiated by the queuing policies supported on devices, which
ultimately represent four increasing levels of difficulty. For instance,
in the first subset all devices implement aWFQ policy with 3 queues
in each output port, and all ports have the same queue weight distri-
bution (10,30,60); while the second subset contains configurations
with variable queue weight distributions across different devices.
In order to map packets to queues, src-dst flows in the input traffic
matrix may have 3 different Type-of-Service labels (ToS=[0,1,2]),
which are respectively mapped to the three queues at output ports
of devices –e.g., ToS=0 is mapped to the first queue.

Lastly, traffic matrices are carefully generated to cover a wide
range of traffic intensities. To this end, for each sample the simu-
lator randomly selects a reference maximum traffic intensity level
(𝑇 𝐼𝑚𝑎𝑥 ), from low to high load (400-2000 bits per time unit in the
simulator). Then, the traffic rate of src-dst flows [𝑇𝑀 (𝑠𝑟𝑐, 𝑑𝑠𝑡)] is
sampled using a uniform distribution (U):

𝑇𝑀 (𝑠𝑟𝑐, 𝑑𝑠𝑡) = U(0.1, 1) ∗𝑇 𝐼𝑚𝑎𝑥

During simulation, inter-packet arrival times are modeled with
an exponential distribution, and packet size follows a bimodal dis-
tribution; both adapted to fit the rate of each src-dst flow. We refer
the reader to [3] for more details about the datasets.

3.2 Baseline
Graph Neural Networks (GNN) [26] have recently shown a strong
potential to generalize over graph-structured information [13]. This
makes these models especially interesting for networking appli-
cations, as much network-related information is fundamentally
represented as graphs (e.g., topology, routing). Particularly, global
control and management problems (e.g., routing optimization) are
often formulated as NP-hard combinatorial optimization prob-
lems [28] that involve a set of network elements with complex
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Figure 3: Black-box representation of RouteNet.

relationships between them (i.e., graphs). For instance, to account
for QoS metrics (e.g., flow-level delay), we need to model the inter-
dependencies between flows in the network, and consider the state
of the links and devices that these flows traverse –which in turn
depends on the routing configuration. All these dependencies are
non-trivial to model, as they are circular –i.e., mutually recursive.

Nowadays, GNN is a hot topic in the ML field and, as such, we
are witnessing significant efforts to leverage its potential in differ-
ent fields where data is fundamentally represented as graphs (e.g.,
chemistry, physics, social networks) [33]. In the networking field,
early works [12, 17, 25] have already demonstrated the potential of
GNNs to generalize across different network scenarios. This can
be interesting from a commercialization standpoint, as it enables
to train ML-based solutions in controlled testbeds (e.g., in a net-
working lab), and then be able to deploy them in real networks
in production, without the need for on-site training. We refer the
reader to [13, 18, 26] for more generic background on GNN.

As a baseline, we presented to participants RouteNet [25], a GNN
model intended to estimate flow performance metrics in networks
(e.g., delay, jitter, loss). Thanks to the use of GNN, RouteNet revealed
ability to make accurate predictions in networks unseen during
the training phase, including other network topologies, routing
configurations, and traffic matrices (Fig. 3). We refer the reader to
the original paper [25] for more details about this model.

In the Graph Neural Networking Challenge, we extended the
problem to modeling network performance (per-flow delay) in
scenarios with various queue scheduling policies across network
devices (Fig. 1). In this vein, RouteNet does not support multi-queue
scheduling policies as input features; moreover it is not designed
to map traffic flows to particular queues according to their Type-of-
Service labels, which would be helpful to estimate accurately the
per-flow delay in the network scenarios of the datasets (Sec. 3.1).

We provide an open source implementation of RouteNet (Tensor-
Flow v2.1) [6], along with a tutorial on how to execute it and modify
key features of the model. Participants were encouraged to use this
model as a starting point to solve the challenge, or alternatively
create their own neural network-based solutions from scratch.

4 ORGANIZATION AND PARTICIPATION
STATISTICS

At the beginning of the challenge, participants were given the
training and validation datasets (Sec. 3.1), an open-source imple-
mentation of the baseline model (Sec. 3.2), and a webinar presenting
the problem. This latter activity was intended to engage partici-
pants and guide them on how to start working for the competition.
For this purpose, we motivated the relevance of the problem and
introduced the main existing solutions; also we gave some tips to
be successful in the challenge. Moreover, during the competition
we actively communicated with participants via the mailing list.

Approximately 4 months after the challenge kickoff, we released
the test dataset, which marked the start of the evaluation phase.
This dataset contained samples with similar distributions to those
of the validation dataset. Participants were asked to label it with
their neural network models and return the results in a standard
CSV format. This enabled to make the evaluation in real time, as our
evaluation platform automatically computed the resulting scores
over CSV files. Particularly, the score was defined as the Mean
Absolute Percentage Error (MAPE) over all the source-destination
delay predictions produced by solutions (Eq. 1).

𝑀𝐴𝑃𝐸 =
100%
𝑁

𝑁∑
𝑖=1

����𝑦𝑖 − 𝑦𝑖

𝑦𝑖

���� (1)

Where 𝑦𝑖 are the delay predictions produced by the model, 𝑦𝑖
represents the actual delay labels obtained by the simulator, and
N is the number of src-dst flows along the 50k samples of the
test dataset, totaling 17,100,000 src-dst delay labels. The evaluation
phase lasted 15 days and, as solutions were submitted, teams were
ranked automatically by the evaluation platform according to their
MAPE metric (less is better). They could see the evolution of the
ranking in real time, which helped create a competitive atmosphere
and get the participants more involved.

At the end of the evaluation phase, a provisional ranking with
the scores of all the teams was publicly posted; then top-5 solutions
were analyzed in detail to check that they complied with all the
rules of the competition. Among the most essential aspects, we
checked that these solutions were fundamentally based on a neural
network model, and did not use for instance any simulation tool as
the one used to generate the datasets. Also, as the challenge was
focused on the generalization capabilities of solutions, we imposed
that solutions could only be trained with samples from the training
dataset we provided, thus ensuring equal conditions for all the
teams with regard to data. This led us to reproduce the training and
evaluation of top-5 solutions to check that they really met this rule.

After this validation, top-3 participants were officially announced
and received certificates of recognition. Also, they advanced to the
global round of the ITU AI/ML in 5G challenge, where 33 solutions
from 23 different challenges were uniformly evaluated by an expert
panel during a final public conference. The global winners received
certificates of recognition (gold, silver and bronze medals, and three
runner-up awards) and the corresponding cash prizes [5].

The whole challenge lasted 6 months (7 months including the
global round), and attracted a total of 124 participants from 24
countries, including a wide variety of profiles: undergraduate, PhD
students, senior researchers, professionals; both from the academia
and industry. Table 1 summarizes the countries represented across
all the teams. Also, by manual inspection of the affiliations they

Table 1: List of countries represented in alphabetical order.

Countries

Austria, Belgium, China, Colombia, Egypt, Finland, France,
Germany, Greece, India, Israel, Italy, Jamaica, Japan,
Luxembourg, Malaysia, Portugal, Russia, Saudi Arabia,
South Africa, Spain, Tunisia, United Kingdom, United States
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provided, we identified that ≈59% of participants came from the
academia (universities and research centers/institutes), while ≈24%
were researchers and professionals from the industry. Note that a
small portion of them were not considered in any of these groups;
likewise some had dual affiliations that counted for both profiles.

5 OVERVIEW OF TOP-3 SOLUTIONS
This section presents the top-3 winning solutions of the challenge,
which were promoted to the global round of the ITU AI/ML in 5G
challenge. Table 2 summarizes the MAPE scores they obtained.

Table 2: Ranking with top-3 teams.

Rank Team name MAPE

#1 Steredeg 1.53
#2 Salzburg Research 1.95
#3 Gradient Ascent 5.42

The following subsections show a brief description of the solu-
tions proposed by these teams.

5.1 First: Steredeg (InterDigital, Univ. Rennes)
This team observed that node states cannot be modeled explicitly
with RouteNet. Their main assumption is that adding embeddings
(learned representations) for nodes would allow to store relevant
information about node queues (e.g., available capacity, drop rates).
Adding this third kind of embedding is challenging in the RouteNet
baseline, so they re-implemented an algorithm from scratch using
PyTorch and its GNN module “PyTorch-Geometric”. Dependencies
between paths’, links’ and nodes’ embeddings were defined using
three bipartite graphs: (𝑖) 𝐺𝑝,𝑙 connects each path to the links they
traverse –it is essentially the bipartite graph used in RouteNet;
(𝑖𝑖) 𝐺𝑝,𝑛 connects each path to the nodes it traverses; and (𝑖𝑖𝑖) 𝐺𝑙,𝑛

connects each (unidirectional) link to its source and destination
nodes.

Figure 4 provides an overview of the interactions between embed-
dings and the proposed dependency graphs. Embeddings are first
initialized with input features (step 1 ). Using message passing lay-
ers over the bipartite graphs𝐺𝑝,𝑙 and𝐺𝑙,𝑛 , the embeddings are then
updated in steps 2 to 5 (repeated𝑇 = 3 times to allow embeddings
to converge to a fixed point). The final embeddings are computed
using𝐺𝑝,𝑛 6 and readout layers output the predicted delay for each
path 7 . Numerical input features are standardized while categorical
features are mapped to embeddings. Other improvements include
using the Adam optimizer with a cyclic learning rate scheduler (to
improve models’ convergence) and training over the logarithm of
the expected delays with the MAPE loss. The best hyperparameters
allowed to reach a score of 1.66% (5 days of training on a Nvidia
Tesla M60). The winning score of 1.53% was obtained by averaging
the predictions of 4 models trained with various hyperparameters.

5.2 Second: Salzburg Research (SRFG, Univ.
Salzburg)

This solution is based on the RouteNet model provided for the
challenge. Without any modifications, the original model performs

Traffic info & ToS Capacities Scheduling

Path embedding

Link embedding

Node embedding

𝐺𝑝,𝑙 𝐺𝑙,𝑛

𝐺𝑝,𝑛

Per-path delay

Readout

Fully-connected layer
Message-passing layer

1 1 1

2 3
45

6

7

Figure 4: Overview of Steredeg’s proposed algorithm.

poorly as it was not developed for networks with heterogeneous
scheduling policies.

The overall structure of RouteNet was kept the same. Two neu-
ral networks exchange information with each other in a loop to
update path and link state information. These two neural networks
are gated recurrent neural networks in RouteNet. In our solution,
the path update neural network was extended to a stacked gated
recurrent network. The link update neural network was replaced
by a feed forward neural network with 2 hidden layers.

Additionally, important variables such as queue scheduling poli-
cies were added to the model and all variables were scaled onto
the interval [0, 1]. Note that the scheduling policy is a node prop-
erty. However, RouteNet only considers path and link information.
Hence, we mapped this queue scheduling policy onto links by as-
signing to each link the scheduling policy of its source node. We
set the dimension for path and link states to 64 elements each. For
the path states, 11 elements are initialized with data, then we apply
zero-padding to the vectors. Similarly, link states are initialized with
7 variables taken from the data set. Additionally, the loss function
for training the model was changed from the Mean Squared Error
originally used by RouteNet to the Mean Absolute Percentage Error
(MAPE), which is the target score of the challenge.

The final output from the path update neural network is used
for predicting average per-path delays with a feed forward neural
network consisting of two hidden layers in RouteNet. An additional
layer was added to this readout neural network without activation
function. This layer additionally receives the final path state in-
formation as an input. This can be seen as some kind of residual
neural network.

The training was done for 1.2 million training steps on a single
Geforce RTX 2080 Ti, which took ≈48 hours. With this model,
a MAPE of 1.95% was achieved for the test dataset simulated in
the RedIRIS topology. The code of this solution can be found on
GitHub1. An improved version of this model [19] achieves an error
of 0.89% for the same test data set.

5.3 Third: Gradient Ascent (Fraunhofer HHI)
Gradient Ascent’s solution is, in essence, a heavily scaled up version
of RouteNet. Modifications to the original model are as follows:
(1) The number of input features of both links and paths is in-

creased, in order to accommodate the heterogeneity of links
1https://github.com/ITU-AI-ML-in-5G-Challenge/PS-014.2_GNN_Challenge_
SalzburgResearch
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and paths. Compared to the original RouteNet, the set of link fea-
tures is extended by the link capacity and the queue scheduling
configuration, and the queue weight profiles at the ingress port
of the link. The set of path features is extended by the ToS label,
the avg. packet size, and the avg. packet rate. Where necessary,
these features were mapped to a floating point variable.

(2) The sizes of the path and link hidden state vectors (embeddings)
used in the message passing phase of the GNN are increased by
factors of eight and four, respectively.

(3) The dimension of the two hidden layers of the fully-connected
readout Neural Network is extended. Particularly, the number
of nodes in the hidden layers was increased by a factor 64.

Since the validation loss clearly converges after ≈1 million train-
ing steps with no sign of overtraining, no dropout layers are be-
ing used in the readout Neural Network (contrary to the original
RouteNet) and the L2 regularization is relaxed compared to the
original. Finally, the number of message passing iterations can be
lowered by a factor of twowithout any loss in accuracy, while reduc-
ing computation time. Training of the model (1.2 million training
steps) takes about 15 hours on an Nvidia Tesla V100.

6 LESSONS LEARNED
This section collects some lessons learned before and during the
organization of the challenge.

The use of an objective evaluation metric –MAPE in this case–
was positively perceived by participants. First, it enables to achieve
a transparent, fair, and uniformway to evaluate solutions. Second, it
is an automatic and scalable mechanism, which is essential to avoid
potential problems during the evaluation phase. In this context, it
is also important to be prepared to resize the computing resources
needed, as it is often difficult to foresee the level of participation
before the challenge celebration. For instance, this can be achieved
by relying on cloud computing resources with flexible plans.

One aspect that can be revisited for future competitions is the
definition of the rules and how to verify that all solutions comply
with them. In this challenge, the evaluation process was divided in
two phases; during the first phase solutions were evaluated auto-
matically based on the MAPE score and, in the second phase, top-5
solutions were shortlisted and manually reviewed. We did this to
verify to main aspects: (𝑖) that solutions were essentially based
on neural networks and did not include any network simulation
component, and (𝑖𝑖) that they were exclusively trained on data from
the training dataset. This permitted to ensure that at least top-5
solutions complied with all the rules. However, it was not a trivial
task, as it required to reproduce the training and evaluation of these
solutions. In this vein, alternative strategies could be devised to
check this type of rules in a more efficient way. For instance, pro-
viding access to sandboxes where participants can autonomously
run their solutions in controlled and homogeneous conditions.

One essential aspect for the successful development of the chal-
lenge was to actively engage participants. The initial webinar and
the use of a Q&A mailing list were essential to attract participants
and keep interest along the challenge. Also, it is essential to provide
tools and resources that can facilitate a quick start. For instance,
we provided an API for the datasets, an implementation of the base-
line model, and a tutorial with some guidelines on how to modify

fundamental features of this model. This kind of resources help
achieve promising results at an early stage of the competition; thus
encouraging participants to keep working until the end.

During the evaluation phase, the publication of a real-time rank-
ing allowed participants to compare their scores; this eventually
encouraged them to compete actively. Particularly, we observed a
clear last-mile effort at the end of the competition. In this vein, some
actions could be made to achieve a more constant dedication along
the challenge, such as considering a shorter duration, or celebrating
intermediate evaluation processes to shortlist solutions gradually.

Another interesting aspect was to observe that particularly top-3
teams achieved very close scores by devising substantially different
and complementary approaches (e.g., adding new elements to the
neural network architecture, adding new variables to initialize the
elements of the model, hyperparameter optimization). In this con-
text, as future work an interesting activity would be to prepare a
joint activity where teams can collaborate to create a final solution
that incorporates the main benefits of top solutions.

7 CONCLUSIONS
This paper has reported our experience throughout the celebration
of the Graph Neural Networking Challenge 2020, a worldwide com-
petition on ML for networking that has been organized under a
broader initiative: the ITU AI/ML in 5G challenge. We hope our
experience can be helpful for the organization of future competi-
tions in the field of computer networks. From a research standpoint,
this kind of competitions can serve to accelerate progress in a par-
ticular knowledge field, as it helps to introduce the topic to new
researchers and establish standard benchmarks. From an education
perspective, it is an effective non-formal initiative to attract and
train new generations of students and researchers in the subject.
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