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Abstract

We study the computability of the set of invariant measures of a com-
putable dynamical system. It is known to be semicomputable but not
computable in general, and we investigate which semicomputable sim-
plices can be realized in this way. We prove that every semicomputable
finite-dimensional simplex can be realized, and that every semicomputable
finite-dimensional convex set is the projection of the set of invariant mea-
sures of a computable dynamical system. In particular, there exists a
computable system having exactly two ergodic measures, none of which
is computable. Moreover, all the dynamical systems that we build are
minimal Cantor systems.

1 Introduction

In this paper we investigate the computability of invariant measures in com-
putable dynamical systems.

This topic has attracted some attention in the last decades. One of the
first results about computability in ergodic theory was obtained by V’yugin
in [V’y97], where he built a computable dynamical system with a computable
invariant measure for which the convergence of Birkhoff averages is not com-
putable. Galatolo et al. [GHR11] produced examples of computable dynam-
ical systems for which every invariant measure is non computable. Hoyrup
showed in [Hoy14] the existence of a computable shift-invariant measure which
is the average of two ergodic measures, none of which is computable. A con-
sequence of Neumann’s results in [Neu15] is that a finitely ergodic computable
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dynamical system always has a computable invariant measure. Other results
at the intersection of ergodic theory and computability theory can be found in
[Avi09, AGT10, FT14]. Computability of sets and of their elements is a rich
topic in computability theory, on which a recent account can be found in [IK20].

All these results show that in general, invariant measures, as a set or individ-
ually, are difficult or even impossible to compute. However, they leave several
questions open. What are the possible sets of invariant measures of computable
dynamical systems? Which computable dynamical systems have at least one
computable invariant measure? Which ones have at least one computable er-
godic measure? In particular, what can be said about finitely ergodic systems?

In this article, we investigate which semicomputable simplices can be real-
ized as the sets of invariant measures of a computable dynamical system. We
use a particular class of dynamical systems, namely Bratteli-Vershik systems.
We prove that every finite-dimensional semicomputable simplex is computably
affine homeomorphic to the set of invariant measures of a computable Bratteli-
Vershik system. As a consequence, we build a computable dynamical system
having exactly two ergodic measures, none of which being computable. More-
over, we show that every finite-dimensional semicomputable convex set is the
projection under a computable affine map of the set of invariant measures of a
computable Bratteli-Vershik system. We leave an open question: is every semi-
computable Choquet simplex realized by a computable Bratteli-Vershik system,
or by any computable dynamical system?

Our strategy is to express a given semicomputable simplex as the inverse
limit of a system of affine maps, and then to build a Bratteli-Vershik system
from these maps. The second part can easily be made computable: if the affine
maps are computable then the Bratteli-Vershik system is computable as well.
Our main contribution is to investigate the computability of the first part, which
is more subtle.

A first idea would be to use Lazar and Lindenstrauss’ result that every Cho-
quet simplex is affine homeomorphic to an inverse limit of affine maps [LL71].
However their proof cannot be made computable, which can be explained as
follows. The affine maps that they build are surjective. It is not hard to see
that if the affine maps are computable and surjective, then the Choquet sim-
plex obtained by taking their inverse limit is computable. Therefore, these affine
maps cannot be computable if one assumes the Choquet simplex to be semicom-
putable only. Therefore, we need a different argument, allowing the affine maps
to be non-surjective. The general idea is to express a given semicomputable
simplex as a computable infinite intersection of polygons, from which we build
a computable sequence of affine maps sending each polygon to the next one.
The inverse limit of these maps is then the simplex from which we started.

The paper is organized as follows. In Section 2 we present the needed back-
ground about Bratteli diagrams and Bratteli-Vershik systems. In Section 3,
we give three descriptions of the set of invariant measures of Bratteli-Vershik
system: the first one is expressed in terms of the underlying Bratteli diagram,
the second one is expressed using a stochastic process, and the third one is ge-
ometrical. In Section 4 we give the necessary background on computability. In
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Section 5, we prove the main results. In Section 6 we give two applications of
these results.

2 Background on Bratteli-Vershik maps

Here we present a very brief introduction to minimal Cantor systems and Bratteli-
Vershik systems.

2.1 Minimal Cantor systems

A Cantor system or Z-action is a pair (X,T ) where X is the Cantor space
and T : X → X is a homeomorphism (an N-action can be defined in the same
and only requires T to be continuous). If for every x in X the set {Tnx : n ∈ Z}
is dense in X, then we say that the Cantor system (X,T ) is minimal.

Let (X,T ) be a Cantor system. A Borel measure µ on X is called T -invariant
if for every Borel set A ⊆ X, we have µ

(
T−1A

)
= µ (A). In addition, a

probability measure µ is called ergodic if for every Borel set A which is T -
invariant up to a set of measure 0, one has µ(A) ∈ {0, 1}.

It is known (see [Phe01]) that the set MT (X) of T -invariant probability
measures of a Cantor system (X,T ) is a Choquet simplex and its extreme points
are exactly the ergodic measures.

Consider two Cantor systems (X1, T1) and (X2, T2). We say that both sys-
tems are conjugated (or topologically conjugated) if there exists a homeomor-
phism h : X1 → X2 such that h ◦ T1 = T2 ◦ h.

In [HPS92] it was shown that every minimal Cantor system is conjugated to
a combinatorial model called Bratteli-Vershik system. These systems will be our
main tool in the article. Below we recall their definition and main properties.

2.2 Bratteli-Vershik systems

Bratteli-Vershik systems were introduced in [HPS92], and are important because
they allowed to use the theory of C∗-algebras for studying the orbit structure of
Cantor minimal systems. They are also important since, due to their combina-
torial nature, Bratteli-Vershik systems are suitable for constructing examples,
see for instance [DFM15, DFM18].

2.2.1 Ordered Bratteli diagrams

A directed graph is a pair (V,E) where V is the set of vertices and E is the set
of edges, coming with two maps Sou : E → V and Ran : E → V (note that
there may be several edges from vertex u to vertex v).

A Bratteli diagram is a directed graph (V,E) where V =
⋃
k∈N0

Vk and E =⋃
k∈NEk ⊆ V × V satisfy the following conditions:

1. The family {Vk : k ∈ N} is pairwise disjoint,
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2. For every k ≥ 0, the set Vk is non-empty and finite and V0 has exactly
one element,

3. For every k ≥ 1, Ek is non-empty and finite,

4. For every k ≥ 1, Ek ⊆ Vk−1×Vk, i.e. the elements of Ek start at elements
of Vk−1 and end on elements of Vk,

5. For every v ∈ V , the set {e ∈ E | Sou(e) = v} is non-empty,

6. For every v ∈ V \ V0, the set {e ∈ E | Ran(e) = v} is non-empty.

For every v in V we define its depth as the unique k in N such that v belongs
to Vk.

Let B = (V,E) be a Bratteli diagram. The path space XB of B is the set of
infinite paths on B starting from V0:

XB = {(e1, e2, · · · ) | ek ∈ Ek and Ran(ek) = Sou(ek+1) for k ≥ 1} .

An ordered Bratteli diagram (V,E,�) is a Bratteli diagram with a partial
order � on E such that any two elements e, e′ ∈ E are comparable if and only
if Ran(e) = Ran(e′).

The order � on an ordered Bratteli diagram B = (V,E,�) induces a lexico-
graphic (partial) ordering on its path space XB , more precisely

(e1, e2, e3, · · · ) ≺ (f1, f2, f3, · · · )

(where ≺ stands for � and 6=) if and only if there exists k0 ≥ 1 such that ek = fk
for every k > k0, ek0 6= fk0 and ek0 � fk0 .

2.2.2 Vershik map

Let B = (V,E,�) be an ordered Bratteli diagram such that XB contains a
unique infinite path x− consisting of minimal edges only, a unique infinite
path x+ consisting of maximal edges only and x− 6= x+. We will refer to
these diagrams as proper Bratteli diagrams.

Let us first observe that every x ∈ XB \ {x+} has a successor with respect
to the lexicographic ordering induced by �. For this, write x = (ek)k∈N and
take k0 minimal such that ek0 is not maximal. This non-maximal edge ek0 has
a successor e′k0 with respect to the order �. There is a unique path y ∈ XB

such that its first k0− 1 edges are minimal, its k0th edge is e′k0 , and it coincides
with x from the (k0 + 1)th edge onward. This path y is the successor of x we
were looking for.

For a proper Bratteli diagram, we define the Vershik map TB : XB → XB

by

TB(x) =

{
Successor of x if x 6= x+

x− if x = x+.

For every k in N, we endow Ek with the discrete topology and Π∞k=1Ek
with the product topology. We consider the induced topology on XB as a
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subset of Π∞k=1Ek. With respect to this topology, the Vershik map TB is a
homeomorphism (see [HPS92]). The pair (XB , TB) is called a Bratteli-Vershik
system.

2.2.3 Counting Matrices

Let B = (V,E) be a Bratteli diagram. Let Mn be the counting matrix whose
entry (u, v) ∈ Vn−1 × Vn is the number of edges joining u with v. Points 5 and
6 of the definition of a Bratteli diagram (see Section 2.2.1) guarantee that no
column or row of Mn be null.

Let us define the height row vector

hn = (hn(v) : v ∈ Vn)

by setting hn(v) as the number of paths joining v0 ∈ V0 and v ∈ Vn. Height
vectors and counting matrices are related by the equality

hn = M1 ×M2 × · · · ×Mn.

For 1 ≤ m < n, let us define

Pm,n = Mm+1 ×Mm+2 × · · · ×Mn

and adopt the convention Pn,n = I. An entry (u, v) ∈ Vm × Vn of Pm,n corre-
sponds to the number of paths from u to v. We have

hn+1 = hnMn+1 (1)

and therefore
hn = hmPm,n. (2)

Remark 2.1. It is known (see [HPS92]) that every minimal Cantor system (X,T )
is conjugated to some Bratteli-Vershik system whose underlying diagram is sim-
ple, i.e., it satisfies that for every m ≥ 1 there exists a n > m such that the
matrix Pm,n has no zero entries. And conversely, if a simple proper Bratteli
diagram B is given, then (XB , TB) is a minimal Cantor system.

3 Invariant measures of Bratteli-Vershik systems

In this section we explore the invariant measures of a Bratteli-Vershik system in
three different ways. The first approach is to describe them using the underlying
Bratteli diagram. The second approach is to express them as the joint distri-
butions of a stochastic process associated to the Bratteli diagram, and can be
seen as an intermediate step towards the third approach, which is geometrical
and will be used to prove our results.
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3.1 Reading invariant measures from the Bratteli diagram

Consider a Bratteli-Vershik system (XB , TB) given by a proper diagram B =
(V,E,�), and an invariant probability measure µ for the system. For v ∈ Vn,
let α = (e1, e2, . . . , en) be the unique maximal path starting at v0 ∈ V0 and
ending in v, and let Cn(v) be the cylinder [α] of all infinite paths starting
with α. Let µ̂n be the column vector (µ̂n(v) : v ∈ Vn) where µ̂n(v) = µ(Cn(v)).

The image of every cylinder [β], where β is a path starting at v0 ∈ V0 and
ending at v ∈ Vn, after a finite number of iterations of TB is equal to Cn(v).
Therefore each of such cylinders has measure µ̂n(v) due to the TB-invariance
of µ.

The cylinder Cn(v) is the disjoint union of all cylinders [αe] for e an edge
joining v ∈ Vn with some w ∈ Vn+1. Recalling that the (v, w) entry of the
counting matrix Mn+1 gives the number of edges joining v ∈ Vn and w ∈ Vn+1,
the additivity of the measure µ gives

µ̂n = Mn+1µ̂n+1, (3)

and inductively
µ̂m = Pm,nµ̂n for n ≥ m ≥ 1. (4)

For v ∈ Vn, let µn(v) be the µ-probability that an infinite path in XB goes
through v. Then µn(v) = hn(v)µ̂n(v) and∑

v∈Vn

µn(v) = 1. (5)

In other words, one has

hnµ̂n = 1 for n ≥ 1. (6)

Conversely, any sequence of non-negative column vectors (µ̂n(v) : v ∈ Vn)
satisfying (3) and (6) defines an invariant probability measure for the Bratteli-
Vershik system (XB , TB) ([BKMS10, Theorem 2.9]).

3.2 Stochastic formulation

The set of invariant measures of a Bratteli-Vershik system can equivalently be
thought as the set of joint distributions of a stochastic process with prescribed
transition probabilities. We explain this equivalence, in particular the corre-
spondence between a Bratteli diagram and a sequence of stochastic matrices
with rational coefficients representing transition probabilities. More precisely,
given a Bratteli diagram, we define a stochastic process with values on the set
of vertices of a diagram.

Here, for each n, the cardinality of the finite set Vn will be denoted by kn.
We consider a stochastic process S consisting of random variables Xn ∈ Vn with
fixed backwards transition probabilities Pr[Xn = u|Xn+1 = v] and let An+1 be
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the kn×kn+1-matrix whose entry (u, v) ∈ Vn×Vn+1 is given by the correspond-
ing transition probability:

An+1(u, v) = Pr[Xn = u|Xn+1 = v].

We remark that the matrix An+1 is left stochastic, i.e., its coefficients are
all in [0, 1] and each column sums to 1. Note that it is not necessarily a square
matrix.

Let ∆k be the set of (column) probability vectors in Rk. A left stochastic k×
l-matrix A maps ∆l into ∆k.

A joint distribution π for the process S is a probability measure over the
space of sequences {(un)n∈N : ∀n, un ∈ Vn} that respects the transition proba-
bilities. More precisely, if we write πn(u) = π[Xn = u] for u ∈ Vn, and

pn = (πn(u))u∈Vn ∈ ∆kn ,

then π respects the transition probabilities if and only if

pn = An+1pn+1.

Such a joint distribution π can be identified with the sequence of (column)
probability vectors (pn)n∈N.

The collection of all joint probability distributions is therefore given by

∆S =

{
(p1, p2, . . .) ∈

∏
n

∆kn : ∀n, pn = An+1pn+1

}
,

which is the inverse limit lim←−An+1 : ∆kn+1 → ∆kn , where we have identified the
matrices with the functions defined by them. In particular, since the sets ∆ki

are compact, the projection of ∆S on ∆ki is given by

Pr(∆S , ki) =
⋂
n≥i

Ai ◦ · · · ◦An(∆kn). (7)

Given fixed transition matrices (An)n≥1, the collection ∆S of all possible
joint probability distributions of the process S forms a Choquet simplex and,
conversely, every Choquet simplex can be realized in this way, up to affine
homeomorphism ([LL71]).

3.2.1 Equivalence with Bratteli diagrams

For the case of stochastic processes as described in the previous section for
which the transition matrices are rational numbers, there is a correspondence
with Bratelli-Vershik systems where the joint probability distributions of the
stochastic system correspond to the invariant measures of the Bratelli-Vershik
system in an explicit manner that we now describe.

Let us start by showing how to construct a stochastic system from a given
Bratteli-Vershik system B = (XB , TB) with underlying Bratteli diagram (V,E).
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Let hn be the height vectors of B and Mn be the counting matrices. Let Hn be
the diagonal matrix whose diagonal coefficients are given by:

Hn(u, u) = hn(u) for u ∈ Vn.

The equality hn+1 = hnMn+1 (1) can be reformulated by saying that the
matrices An+1 = HnMn+1H

−1
n+1 are stochastic. In order to proceed with the

construction in the other direction, we need the following Lemma.

Lemma 3.1. Let A = (A(u, v))u,v with u ∈ Vn and v ∈ Vn+1 be a stochastic
rational matrix and let (h(u))u∈Vn

be a row vector with positive integer entries.
Then there exists a matrix M with natural coefficients such that if h′ denotes
the vector hM then

A(u, v) =
h(u)M(u, v)

h′(v)
.

Proof. Let v be fixed. Let p(u, v), q(v) be natural numbers such that

A(u, v)

h(u)
=
p(u, v)

q(v)
for all u ∈ Vn.

We now let M(u, v) = p(u, v) and obtain

h′(v) =
∑
u

h(u)M(u, v) =
∑
u

A(u, v)q(v) = q(v).

Then it is straightforward to check that

A(u, v) =
h(u)M(u, v)

h′(v)
,

as wanted. Observe that one could take M so that h′ is constant, by choosing
the same q(v) for all v.

The conclusion of the Lemma can be reformulated asA = HMH ′−1, whereH
and H ′ are the diagonal matrices with coefficients given by h and h′ respectively.
Now, let S be a given stochastic process with states (Vn)n and stochastic back-
wards transition matrices (An)n. We inductively define matrices Mn and row
vectors (hn(u))u∈Vn such that

• Mn has the same dimensions as An and its entries are all non-negative
integers

• hn(u) are positive integers for all n and u, and satisfy

hn+1 = hnMn+1 and Mn+1 = HnAn+1H
−1
n+1.

The definition is as follows. Start with h1 = 1. Then inductively apply Lemma
3.1 to An+1 and hn to get Mn+1 and hn+1 = hnMn+1. The matrices Mn
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uniquely determine the set of edges E between vertices of V such that the
counting matrices of the corresponding Bratteli diagram are precisely Mn.

Now assume that the Bratteli diagram have a proper order and consider the
Bratteli-Vershik system (XB , TB) associated with this order. The connection
between an invariant measure µ of the Bratteli-Vershik system (XB , TB) and
the corresponding joint probability measure π of S is given by

µn(u) = πn(u) ∀u ∈ Vn n ≥ 0. (8)

Remark 3.1. Observe that if the counting matrices of a Bratteli diagram are all
positive then the diagram admits a proper order.

3.3 Geometrical interpretation

Stochastic matrices can be seen as geometrical transformations, which will help
relating simplices, which are geometrical objects, to sets of invariant measures
in Bratteli-Vershik, which can be formulated using stochastic matrices as pre-
viously discussed.

Let ∆k be the set of probability vectors in Rk. A stochastic k × l-matrix A
maps ∆l into ∆k. The image of ∆l under A is a convex polytope contained
in ∆k, with at most l vertices. The following lemma states that each such
polytope can be obtained.

Lemma 3.2. Let k, l ∈ N. For every convex polytope P ⊆ ∆k with rational
coefficients and at most l vertices, there exists a stochastic matrix A such that
the image of ∆l under A is exactly P . Moreover, A can be computed from the
finite description of P .

Proof. Let (pi)i≤l be points whose convex hull is P . Put pi at column i of A.

Note that if the coordinates of P are rational then the coefficients of A are
rational.

4 Computable analysis

In this section, we recall notions from computable analysis on metric spaces.
All the results presented here are well known. For a detailed modern exposition
we refer to [BH21]. In the following, we will make use of the word algorithm to
mean a computer program written in any standard programming language or,
more formally, a Turing Machine [Tur36]. Algorithms are assumed to be only
capable of manipulating integers. By identifying countable sets with integers in
a constructive way, we can let algorithms work on these countable sets as well.
For example, algorithms can manipulate rational numbers by identifying each
p/q with some integer n in such a way that both p and q can be computed from
n, and vice-versa. We fix such a numbering from now on.
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4.1 Computable metric spaces

Computable analysis is about making algorithms able to process infinite ob-
jects, such as real numbers or infinite sequences. A convenient unifying way to
formalize this idea is to see these objects as points of a metric space with an
extra computable structure.

Definition 4.1. A computable metric space is a triple (X, d,S), where
(X, d) is a separable metric space and S = {si : i ≥ 0} a countable dense subset
of X, such that there exists an algorithm which, upon input (i, j, n) ∈ N3,
outputs r ∈ Q such that

|d(si, sj)− r| ≤ 2−n.

We say that the distances d(si, sj) are uniformly computable.

For r > 0 a rational number and x an element of X, we denote by B(x, r) =
{z ∈ X : d(z, x) < r} the ball with center x and radius r. The balls centered
on elements of S with rational radii are called basic balls. A computable
enumeration of the basic balls Bn = B(s(n), r(n)) can be obtained by taking for
instance a bi-computable bijection ϕ : N → N × Q and letting s(n) = sϕ1(n)

and r(n) = ϕ2(n), where ϕ(n) = (ϕ1(n), ϕ2(n)). We fix such a computable
enumeration from now on. For any subset I (finite or infinite) of N, we define

UI =
⋃
n∈I

Bn.

An open set V ⊆ X is effectively open if V = UI for some computably
enumerable (c.e.) set I ⊆ N. That is, there is an algorithm running forever and
progressively listing I, in an arbitrary order. A point x ∈ X is computable if
the set {n ∈ N : x ∈ Bn} is c.e.

Example 1. The following are two important examples.

• For a finite alphabet A and 0 one of its elements, the Cantor space AN with
its usual metric d(x, y) = 2−min{n:xn 6=yn} has a natural computable metric
space structure using a standard enumeration of the dense countable set
S = {w0∞ : w ∈ A∗}, where A∗ denotes the set of all finite words one can
make with the symbols of A. In this case, the basic balls are the cylinders.

• The compact interval [0, 1], with the Euclidean metric d(x, y) = |x − y|
and S = Q∩ [0, 1] is also a computable metric space. The basic balls here
are the open intervals with rational endpoints, intersected with [0, 1].

Let (X, d) and (X ′, d′) be computable metric spaces. Let (B′m)m∈N denote
the canonical enumeration of the basic balls of X ′. A function f : X → X ′ is
computable if there exists an algorithm which, given as input some integer m,
enumerates a set Im such that

f−1(B′m) = UIm ,
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i.e. if the preimages f−1(B′m) are uniformly effective open sets.
It follows that computable functions are continuous. It is perhaps more in-

tuitively familiar, and provably equivalent, to think of a computable function as
one for which there is an algorithm which, provided with arbitrarily good ap-
proximations of x, outputs arbitrarily good approximations of f(x). In symbolic
spaces, this can easily be made precise:

Example 2. In Cantor space AN, a function f : AN → AN is computable if
and only if there exists some non decreasing computable function ϕ : N → N
together with an algorithm which, provided with the ϕ(n) first symbols of the
sequence x, computes the nth first symbols of the sequence f(x).

4.2 Computability of compact sets

There are mainly two notions of computability for compact subsets of a com-
putable metric space X.

A compact set K ⊆ X is said to be semicomputable if the inclusion

K ⊆ UI ,

where I is some finite subset of N, is semi-decidable. That is, if there is an
algorithm which, given I as input, halts if and only if the inclusion above is
verified.

A compact set K ⊆ X is said to be computable if it is semicomputable
and contains a dense computable sequence.

When the compact set is the space X itself, we will say that X is effectively
compact if it is semicomputable, as a subset of X (we use this alternative
terminology to avoid the misleading expression “semicomputable computable
metric space”).

Example 3. The Cantor space and the compact interval are easily seen to be
effectively compact.

We will make use of the following fact, which is a computable version of the
fact that in a compact Hausdorff space, a subset is compact if and only if it is
closed. For a proof see for instance in [BP03].

Proposition 4.1. Let (X, d,S) be an effectively compact computable metric
space. A compact subset K ⊆ X is semicomputable if and only if its complement
is effectively open.

Example 4. If X is an effectively compact computable metric space, then the set
MX of probability measures is also an effectively compact computable metric
space. Moreover, if T : X → X is a computable map, then the set of invariant
measures MT is upper computable, and therefore effectively compact as well
(see [Gác08, HR09]).

If f : X → X ′ is a computable function between computable metric spaces,
then the image of a semicomputable set is semicomputable, and the image of a
computable set is computable.
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4.3 Computable Bratteli-Vershik systems

Let B = (V,E) be a Bratteli diagram such that kn = |Vn| and Mn are com-
putable functions of n. We assume w.l.o.g. that Vn = {1, . . . , |Vn|}. Note that
in this case, XB is an effectively compact computable metric space.

Proposition 4.2. If an ordered Bratteli diagram B has a unique minimal
path x−, then the Vershik map TB : XB → XB is a computable function.

Proof. Let n ∈ N. By compactness, there exists p ∈ N such that every path
whose prefix of length p is minimal starts with the first n symbols of x− (other-
wise for each p there is a path that is minimal up to p far away from x−, but by
compactness they accumulate to a minimal path that must be different from x−,
contradicting the uniqueness of the minimal path). Such a p can be computed
from n: look for p such that all the minimal paths of length p share the same
prefix of length n. Let p(n) be the corresponding computable function. The
function p(n) is actually a modulus of continuity of the dynamics. Indeed, if x
is maximal up to p(n), then f(x) is minimal up to p(n), so that f(x) and x−

have the same prefix of length n by construction of p(n).
The path x− is therefore computable: to compute the n first bits, compute

some minimal path of length p(n), and output its n first bits.
We can assume w.l.o.g. that p(n) ≥ n. To compute the first n symbols

of f(x) given x, decide whether the prefix of x of length p(n) is maximal. If it
is, then output the first n symbols of x−. In the other case, simply apply the
transformation using the first non-maximal position.

5 Realization results

Let us start with a few geometric Lemmas.

Lemma 5.1. Let U ⊆ ∆n ⊆ Rn be an open convex set in Rn and S ⊆ U be a
simplex with ` ≤ n vertices. Then there exists a simplex S′ ⊆ U with n vertices,
all of them rational, which contains S in its interior.

Proof. First assume ` = n. Take a vertex p of S and consider the n − 1 hy-
perplanes {H1(p), . . . ,Hn−1(p)} where each one contains exactly n− 1 vertices
of S, including the vertex p (i.e., each Hi(p) is a hyperplane in Rn containing
an (n − 1)-dimensional face of S and p). Each Hi(p) divides ∆n in two open
regions, let us call them Ri(p) and R̃i(p), and let us say that Ri(p)∩S 6= ∅ (and
thus R̃i(p) ∩ S = ∅). Under the hypotheses of the lemma, the set U ∩ R̃1(p) ∩
· · ·∩R̃n−1(p) ⊆ ∆n is non-empty and open in Rn, and therefore it has a rational
point rp ∈ ∆n.

Let {p1, . . . pn} be the vertices of S. The previous procedure gives rational
elements {rp1 , . . . , rpn}, which we can choose linearly independent, such that any

group of n−1 of them belongs to some R̃i(pj), with 1 ≤ i ≤ n−1 and 1 ≤ j ≤ n.
Defining S′ as the convex hull of {rp1 , . . . , rpn}, the above implies that S is
contained in the interior of S′, and the convexity of U implies S′ ⊆ U .
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The case ` < n can be reduced to the previous one in the following way:
Consider the set {p1, . . . , p`} of vertices of S. It is possible to chose n − `
points {p`+1, . . . , pn} such that all of them belong to U and the combined
set {p1, . . . , pn} is linearly independent (in particular, the new points do not
belong to S). Let S̃ be the convex hull of this last set of n points. The lin-
ear independence implies that S̃ is a simplex of n vertices, so we can apply
the previous case to it and get a simplex of n rational vertices S′ ⊆ U such
that S ⊆ S̃ ⊆ Int (S′).

Remark 5.1. As an `-polytope with finitely many vertices is a finite union of
simplices of ` vertices, the statement of Lemma 5.1 is also true for `-polytopes
with ` ≤ n, i.e. given a finite convex `-polytope P (` ≤ n) contained in some
convex open U in the interior of ∆n, there is a finite n-polytope P ′ with rational
vertices also contained in U and that contains P in its interior. Moreover, if P
is an n-polytope with k vertices (obviously k ≥ n), the n-polytope P ′ can be
chosen having also k vertices.

Lemma 5.2. Let S be a simplex of ` ≤ n vertices contained in the interior
of ∆n ⊆ Rn. If S is semicomputable then there exists a decreasing computable
sequence of rational simplices (Sk)k contained in ∆n such that each Sk has n
vertices and

⋂
k Sk = S.

Proof. Let E be a computable enumeration of all simplices of dimension n with
rational vertices contained in ∆n. The effective compactness of S allows us
to have a semi-decidable procedure for knowing whether an element in E con-
tains S in its interior (the procedure halts only if the input is an element in E
containing S in its interior).

With this, we can make an algorithm generating a sequence (Sk)k of elements
in E each one containing S in its interior. By Lemma 5.1, this algorithm can be
made such that the sequence (Sk)k is decreasing and intersects in S.

Lemma 5.3. Let S ⊆ ∆n ⊆ Rn be a semicomputable convex set. There exists
a decreasing computable sequence of rational convex polytopes Pi ⊆ ∆n such
that S =

⋂
i Pi.

Proof. First observe that one can enumerate all the rational convex polytopes
that contain P in their interior, as S is semicomputable.

For every open set U containing P , we show that there exists a rational
convex polytope containing P in its interior and contained in U . For each
point x ∈ ∆n \ U there exists a hyperplane Hx separating P from x, which
by density of the rational numbers can be assumed to be defined by an equa-
tion with rational coefficients. Let Rp be the open half-space delimited by Hx

containing x, and therefore disjoint from P . The union
⋃
x ∈ ∆n \ URx cov-

ers ∆n \ U which is compact, hence is already covered by a finite union. The
complement of that finite union is a polytope with rational coordinates (these
coordinates are solutions of linear systems with rational coefficients).

Enumerate all the finite unions of open balls covering P and take their finite
intersections to obtain a decreasing sequence of open sets Ui. In each open
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set Ui+1, one can compute by exhaustive search a rational convex polytope Pi+1

contained in the interior of Pi ∩ Ui+1 and containing S in its interior.

The following proposition is the key to construct the Bratteli-Vershik systems
exhibiting a statistics with prescribed geometry.

Proposition 5.1. Let k ∈ N and let S ⊆ ∆k ⊆ Rk be a semicomputable convex
set. Let (Pn)n∈N be a decreasing sequence of rational convex polytopes in ∆k

such that S =
⋂
n Pn. Then one can compute finite sets Vn and stochastic |Vn|×

|Vn+1|-matrices An such that |V1| = k and the set

{(π[X1 = u])u∈V1 : π is a joint distribution of the process}

is exactly S.

Proof. Let |V1| = k1 := k and let |Vn+1| = kn+1 be the number of vertices of Pn.
We inductively build a sequence An so that

A1 . . . An−1An(∆kn+1
) = Pn.

As P1 has k2 vertices, one can take A1 : ∆k2 → ∆k1 such that

A1(∆k2) = P1,

using Lemma 3.2. Let n ≥ 2 and assume that

A1 . . . An−1(∆kn) = Pn−1.

As Pn ⊆ Pn−1, there exists a rational convex polytope Q ⊆ ∆kn such that

A1 . . . An−1(Q) = Pn.

As Pn has kn+1 vertices, one can take Q with kn+1 vertices as well. By Lemma
3.2, there exists An so that An(∆kn+1) = Q. As a result, on has that

A1 . . . An−1An(∆kn+1
) = Pn.

Therefore, applying (7), the first projection of the set of joint distributions
of the process is ⋂

n

A1 . . . An−1An(∆kn+1) =
⋂
n

Pn = S.

We are now in position to state the first main result of this section. It solves
the problem of realisation of semicomputable simplices for the finite dimensional
case.

Theorem 5.1. Let S be a semicomputable simplex of ` ≤ n vertices contained
in ∆n. Then there exists a computable minimal Bratteli-Vershik system (X,T )
such that its set of invariant measures MT (X) is computably affine homeomor-
phic to S. Moreover, the following hold:
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• The Bratteli diagram B defining X satisfies that for every integer k ≥ 1
the number of vertices of depth k is equal to n, and the stochastic matrices
associated to B are invertible of size n,

• If V1 denote the set of vertices of depth 1 in B then

S =
{

(µ1(u))u∈V1
: µ invariant for T

}
.

Proof. By scaling by a computable factor α < 1 if necessary, we may assume
that S is contained in the interior of ∆n. By Lemma 5.2 we can compute
a decreasing sequence of rational simplices (Sk) contained in ∆n whose inter-
section equals S and such that each Sk has n vertices. Proposition 5.1 gives
corresponding sets Vk and matrices Ak, which in turn can be converted into a
computable Bratteli-Vershik system (XB , TB) by Remark 3.1 and Lemma 3.1.
By Proposition 5.1 combined with (8) we have that

S =
{

(µ1(u))u∈V1
: µ invariant for TB

}
.

Moreover, since all the Ak are square of size n and of full rank, they are
actually invertible matrices, which implies that S is in fact computably affine
homeomorphic to the whole inverse limit.

The next result says that, when S is not necessarily a simplex but just a
semicomputable convex set of finite dimension, then it can still be realised as a
projection of the set of invariant measures.

Theorem 5.2. Let n ∈ N and S ⊆ ∆n be a semicomputable convex set. Then
there exists a computable minimal Bratteli-Vershik system (X,T ) with |V1| = n
such that

S = {(µ1(u))u∈V1
: µ invariant}.

Proof. By Lemma 5.3, there exists a computable decreasing sequence of rational
convex polytopes Pn such that S =

⋂
n Pn. Proposition 5.1 gives sets Vn and

stochastic rational matrices An. They can be converted into a Bratteli diagram
by Lemma 3.1.

6 Applications

In this section we give two applications of the main results: a computable
dynamical system with exactly two ergodic measures, both of which are non-
computable, and a reformulation of the main result using subshifts.

6.1 Finiteness of ergodic measures does not imply com-
putability

One can apply Theorem 5.1 to obtain for instance a computable Bratteli-Vershik
system with exactly two ergodic measures, none of which is computable. Indeed,
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up to computably affine homeomorphisms, any semicomputable interval can
be realized as the set of invariant measures of a computable Bratteli-Vershik
system. We workout explicitly the particular case of a symmetric interval.

Theorem 6.1. There exists a computable dynamical system with exactly two
ergodic measures, none of which is computable.

...
...

a b

Figure 1: A Bratteli diagram inducing a Bratteli-Vershik system with two non-
computable ergodic measures

Proof. We build a Bratteli diagram with Vn = {0, 1} for all n (but we con-
sider them as different copies). Let β ∈ (0, 1) be upper semicomputable but
not computable and βn ∈ (0, 1) be a computable sequence of rationals such
that

∏
n βn = β (start with a computable sequence bn ↘ β with b1 = 1 and

take βn = bn+1/bn). Let

An =

(
1+βn

2
1−βn

2
1−βn

2
1+βn

2

)
.

Note that An is stochastic. In particular one has that

An

(
1+x
2

1−x
2

)
=

(
1+βnx

2
1−βnx

2

)
.

Let βn = β1 . . . βn. Then one can express A1A2 . . . An as

A1 . . . An =

(
1+βn

2
1−βn

2
1−βn

2
1+βn

2

)
.

Let p, q ∈ N be such that 1+βn

2 = p
q and define positive numbers Xn = p

and Yn = q − p. Finally, define the counting matrices by

Mn =

(
Xn Yn
Yn Xn

)
,
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which completely describe the sought Bratteli-Vershik system.
Figure 6.1 shows the Bratteli diagram. From a vertex at depth n, there

are Xn edges to the vertex below it and Yn edges to the facing vertex at
level n + 1. Typically, βn is very close to 1, so Xn is much larger than Yn.
The quantity µ(a), where µ ranges over all the invariant measures, takes all
values in the interval [ 1−β2 , 1+β2 ]. The extremal values are obtained for the two
ergodic measures of the system. As β is not computable, those measures are
not computable either.

6.2 Minimal Subshifts with prescribed set of invariant
measures

Subshifts are an important class of Cantor systems. If A is a finite alphabet,
then X ⊆ AZ is computable if the set of cylinders intersecting X is computable.

Theorem 6.2. Let n ∈ N and S ⊆ ∆n be a semicomputable simplex. There
are a finite alphabet A and a computable minimal subshift X ⊆ AZ such that S
is computably affine isomorphic to the simplex of invariant measures of (X,σ).
Moreover, if S is not a singleton then there is an invertible rational stochastic
matrix A such that the image of the set

{(µ[a)])a∈A : µ invariant measure of (X,σ)}

by A is equal to S.

Proof. Let S be a semicomputable simplex, which we assume not to be a single-
ton. By Theorem 5.1, there is a computable Bratteli-Vershik system (XB , TB)
which is minimal and such that S is computable affine homeomorphic to the
simplex of invariant measures of (XB , TB). Moreover, for every integer k ≥ 1
the set of vertices of depth k in the Bratteli diagram B defining XB is equal
to n. Together with [DM08, Theorem 1] this implies that (XB , TB) is expansive
or equicontinuous. But equicontinuity and minimality implies unique ergodicity
which contradicts the fact that S is not a singleton. Hence, (XB , TB) must be
expansive. This means that there exists ε > 0 such that for all x and y in XB ,
there is n in Z for which

distXB
(TnB(x), TnB(y)) > ε.

Let us fix some k ≥ 1 such that 2−k < ε. For all x, y ∈ XB , there exists n such
that TnB(x) and TnB(y) differ at a position smaller than k.

Let A be the finite partition of XB into cylinders of length k. Let h : XB →
AZ associate to each x ∈ XB the sequence (an)n∈Z such that TnB(x) ∈ an for
each n ∈ Z. As TB is computable, so is h. By expansiveness of TB and by choice
of k, h is injective. As a result, h is a computable homeomorphism between XB

and X := h(XB) ⊆ AZ, X is a computable subshift and h is a conjugacy
between (XB , TB) and (X,σ).
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The invariant measures ν of (XB , TB) are in one-to-one correspondance with
the invariant measures µ of (X,σ) by the simple equation, for u ∈ V1:

ν(u) =
∑

a starts with u

µ[a]. (9)

This equality can be expressed in matrix form, defining a V1×A-matrix A whose
entry (u, a) is 1 if a starts with u, 0 otherwise.
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