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Simultaneous Information and Energy Transmission
with Finite Constellations

Sadaf ul Zuhra, Samir M. Perlaza, and Eitan Altman

Abstract—In this paper, the fundamental limits on the rates at
which information and energy can be simultaneously transmitted
over an additive white Gaussian noise channel are studied under
the following assumptions: (a) the channel is memoryless; (b) the
number of channel input symbols (constellation size) and block
length are finite; and (c) the decoding error probability (DEP)
and the energy outage probability (EOP) are bounded away from
zero. In particular, it is shown that the limits on the maximum
information and energy transmission rates; and the minimum
DEP and EOP, are essentially set by the type induced by the
code used to perform the transmission. That is, the empirical
frequency with which each channel input symbol appears in
the codewords. Using this observation, guidelines for optimal
constellation design for simultaneous energy and information
transmission are presented.

I. INTRODUCTION

Nikola Tesla suggested that radio frequency signals can be
used to simultaneously transmit both information and energy
in 1914 [1]. About two centuries later, simultaneous infor-
mation and energy transmission (SIET), also known as si-
multaneous wireless information and power transfer (SWIPT)
is one of the technologies that might be implemented in 6G
communication systems in the near future, c.f., [2] and [3].
SIET implies a fundamental trade-off between the amount of
energy and information that can be simultaneously transmitted
by a signal. This has been the subject of intense research,
cf., [4]-[7] and [8]. In [4], a capacity-energy function is
defined in order to determine the fundamental limit on the
information transmission rate subject to the fact that the
average energy at the channel output is not smaller than a
given threshold. Therein, the underlying assumption is that
the communication duration in channel uses is infinitely long.
This guarantees that the decoding error probability (DEP)
and the energy outage probability (EOP) can be made ar-
bitrarily close to zero, and thus, the focus is only on the
information transmission rate and the energy transmission rate.
This analysis has been extended to multi-user channels. In
this case, the notion of information-energy capacity region
generalizes to the set of all information and energy rate
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tuples that can be simultaneously achieved in the asymptotic
block length regime [5]. For instance, the information-energy
capacity region of the Gaussian multiple access channel is
characterized in [9], whereas the information-energy capacity
region of the Gaussian interference channel is approximated
in [10].

A first attempt to study the fundamental limits of SIET under
the assumption of finite transmission duration with finite
constellation sizes is presented in [6]. Therein, the study is
restricted to discrete memoryless channels and it is shown that
finite transmission duration implies DEPs and EOPs that are
bounded away from zero.

This work contributes in this direction and considers the
problem of SIET in additive white Gaussian noise channels
considering finite transmission duration and finite constellation
sizes. The main results in this work highlight the intuition
that codes that uniformly use all channel input symbols are
associated with high information rates, whereas, codes that
exclusively use the channel input symbols that carry the largest
amount of energy are associated with high energy rates. More
specifically, a characterization of the maximum information
and energy rates and minimum DEP and EOP that can be
simultaneously achieved is formulated in terms of the type
the code induces on the set of channel input symbols. In
this work, a type is understood in the sense of the empirical
frequency with which each channel input symbol appears in
the codewords [11].

II. SYSTEM MODEL

Consider a communication system formed by a transmitter,
an information receiver (IR), and an energy harvester (EH).
The objective of the transmitter is to simultaneously send
information to the IR at a rate of R bits per second; and
energy to the EH at a rate of B Joules per second over an
additive white Gaussian noise (AWGN) channel. That is, given
a channel input = (71, 22,...,2,)" € C", with n € IN, the
outputs of the channel are the random vectors

Y=x + Ny, and (1a)
Z=x + N, (1b)

where n is the duration of the transmission in channel
uses; and the vectors Y = (Y7,Ys,...,Y,)T € C" and
Z = (Z1,Zs,...,Z,)7 € Cm™ are the inputs of the IR
and the EH, respectively. The components of the random
vectors N1 = (Ny1,N12,...,N1,)7 € C* and Ny =
(N271,N272,...,N27n)T € C" are independent and identi-
cally distributed. More specifically, for all (i,j) € {1,2} x
{1,2,...,n}, N; j is a complex circularly symmetric Gaussian
random variable Whoie 2real and imaginary parts have zero

means and variances 50°.



That is, for all y = (y1,¥2,...,¥n) € C", for all z =
(21,22, .,2n)7 € C", and for all © = (21, 22,...,2,)" €
C™, it holds that the joint probability density function
of the channel outputs (Y, Z) satisfies fyz x(y,zlx) =

Jy|x (y|x) fz x (z|z), where

fY|X(y|$):H fy1x (yelat) and 2
t=1

fZ\X(Z|m):H fz1x (2] we), 3)
t=1

and for all t € {1,2,...,n},

fyx (Yelwe) =
% exp ( (R(yt) — 8?(=’lﬁt))2;‘2 (S(ye) — S(wt))g) (4a)
fZ|X(Zt‘$t) =
%ﬂexp ( (R(2t) — (xt))Q;(%(Zt) - 3(3«":&))2) . (4b)

Within this framework, two tasks must be accomplished:
information transmission and energy transmission.

A. Information Transmission

Assume that the information transmission takes place using a
modulation scheme that uses L symbols. That is, there is a
set

P N C N CO) el (5)

that contains all possible channel input symbols, and L £ |X|.
Let M be the number of message indices to be transmitted
within n channel uses. That is, M < 27les2L] Tg reliably
transmit a message index, the transmitter uses an (n, M )-code
defined as follows.

Definition 1. (n, M)-code: An (n, M )-code for the random

transformation in (1) is a system:

{(u(1),D1), (u(2),D2), ..., (w(M), D)}, (6)
where, for all (i,j) € {1,2,...,M}?i # j,
u(i) = (u1(2), Uz(l) yun(i)) € X", (7a)
DinNDj = ¢, (7b)
M
U D; CC", and (7¢)
i) < P aa)

where P is the peak-power constraint. Assume that the trans-
mitter uses the (n, M )-code

% = {(u(1),D1), (w(2), D2),.... (w(M), Dar)},  (8)
that satisfies (7). The information rate of any (n, M)-code is
given by o 17

R= 22— ©
n

in bits per channel use. To transmit the message index ¢,
with ¢ € {1,2,..., M}, the transmitter uses the codeword
w(i) = (u1(i),u2(i),...,un(?)). That is, at channel use ¢,

with ¢ € {1,2,...,n}, the transmitter inputs the symbol u; (%)
into the channel. At the end of n channel uses, the IR observes
a realization of the random vector Y = (Y1,Ys,...,Y,)"
in (la). The IR decides that message index j, with j €
{1,2,..., M}, was transmitted, if the event Y € D, takes
place, with D; in (8). That is, the set D; € C" is the region
of correct detection for message index j. Therefore, the DEP
associated with the transmission of message index ¢ is

WO = [ frxluindy.a0)

and the average DEP is

(1)

Using this notation, Definition 1 can be refined as fol-
lows.

Definition 2 ((n, M, €)-codes). An (n, M)-code for the ran-
dom transformation in (1), denoted by €, is said to be an
(n, M, €)-code if

(%) < e. (12)

B. Energy Transmission

Let g : C — [0, 400] be a positive function such that given a
channel output z € C, the value g(z) is the energy harvested
from such channel output. The energy transmission task must
ensure that a minimum average energy B is harvested at the
EH at the end of n channel uses. Let g : C* — [0, +00] be
a positive function such that given n channel outputs z =
(21,22,...,2,), the average energy is

n

9(z)= = > gl),

t=1

13)

in energy units per channel use. Assume that the transmitter
uses the code % in (8). Then, the EOP associated with the
transmission of message index i, with i € {1,2,...,M},
is

0:(¢, B)=Pr[g(Z) < B|X = u(i)], (14)
where the probability is with respect to the probability density
function fz x in (3); and the average EOP is given by

B2l 20%3

This leads to the following refinement of Definition 2.

5)

Definition 3 ((n, M, €, B, §)-code). An (n, M, €)-code for the
random transformation in (1), denoted by €, is said to be an
(n, M, e, B,d)-code if

0(¢,B) < o. (16)



III. MAIN RESULTS

The results in this section are presented in terms of the
types induced by the codewords of a given code. Given an
(n, M, e, B,d)-code denoted by € of the form in (8), the
type induced by the codeword w(%), with ¢ € {1,2,..., M},
is a probability mass function (pmf) whose support is X
in (5). Such pmf is denoted by P,(; and for all ¢/ €
{1,2,...,L},

1 n
Py iy (z9) & n Y L i=ao1, (a7
t=1

where z(¥) is an element of X in (5). The type induced by all
the codewords in % is also a pmf on the set X" in (5). Such
pmf is denoted by Py and for all £ € {1,2,..., L},

M
1
Py(a®) £ 2 Puy (a). (18)
=1

Using this notation, the main results are essentially upper
bounds on the information rate R in (9) and energy rate
B in (14); as well as, lower bounds on the average DEP
e and average EOP ¢ for all possible (n, M, e, B, §)-codes.
These bounds are provided assuming that the L channel input
symbols in X and the block length n are finite.

A. Energy Transmission Rate and Average EOP

The following lemma introduces an upper bound on the energy
transmission rate that holds for all possible (n, M, e, B,d)-
codes.

Lemma 1. Given an (n, M, ¢, B,0)-code denoted by € for the
random transformation in (1) of the form in (8), the energy
transmission rate B satisfies,

L
B < %_5 ;P%(x“))ﬂi lg (9 +W)], a9

where Py is defined in (18) and the expectation is with respect

to W, which is a complex circularly symmetric Gaussian

random variable whose real and imaginary parts have zero
2

means and variances %O’ .

Proof: The proof of Lemma 1 is presented in [12]. &

An observation from Lemma 1 is that the limit on the energy
rate B does not depend on the individual types Py (1), Py(2)s

.. Pu( M) but on the type induced by all codewords, i.e., Py.
The inequality in (19) implies the following corollary.

Corollary 1. Given an (n,M, e, B,d)-code denoted by €
for the random transformation in (1) of the form in (8), the
average EOP 0 satisfies,

+
1 L
5> (1 -5 > Pe(a)E [g(m“> + W]) . (0

=1

where Py is defined in (18) and the expectation is with respect
to W, which is a complex circularly symmetric Gaussian
random variable whose real and imaginary parts have zero

means and variances %0’2.

B. Average Decoding Error Probability

The analysis of the information transmission rate and the
average DEP of a given code % of the form in (8) depends
on the choice of the decoding sets Dy, Ds, ..., Djy;. Without
any loss of generality, assume that for all + € {1,2,..., M},

the decoding set D; is written in the form
Di = Di,l X Di,2 X ... X Di,nv (21)

where for all ¢t € {1,2,..
of C.

.,n}, the set D;, is a subset

The following lemma introduces a lower bound on the average
DEP that holds for all possible (n, M, €, B, §)-codes.

Lemma 2. Given an (n,M,e, B,)-code € for the random
transformation in (1) of the form in (8), the average DEP ¢
satisfies,

i=1
L .
+nlog2/g fy|X(y|x(]))dy>,
i=17E

where, Py is the type defined in (17); the function Q) is a
pmf on X in (5) such that for all i € {1,2,...,L},

e, fyix(yla)dy

M
1
e>1 — H ZQXP <_ nH<Pu(z)) - nD(Pu(z)HQ)

(22)

Q (V) = — (23)
( ) 2521 fgj fyix (yle))dy
and for all £ € {1,2,... L}, the set & is
& = Din o, (24)

where (i*,t*) satisfies

min

i) 2 ar
@8 & (el 2 M x (1.2,

/ Fyix (ylz®)dy.
-} Jp,,

(25)
Proof: The proof of Lemma 2 is presented in [12]. ®

A class of codes that is of particular interest in this study is that
of homogeneous codes, which are defined hereunder.

Definition 4 (Homogeneous Codes). An (n, M, e, B,d)-code
denoted by € for the random transformation in (1) of the form
in (8) is said to be homogeneous if for all i € {1,2,..., M}
and for all ¢ € {1,2,..., L}, it holds that

Pyuiy(z9) = Py (a™), (26)
and for all (i,t) € {1,2,...,M} x {1,2,...,n} for which
ug(i) = 29, for some £ € {1,2,... L}, it holds that,

Dit = &, (27)

where, Py ;) and Py are the types defined in (17) and (18),
respectively; the sets D, ; are defined in (21); and the sets &,
are defined in (25).

Homogeneous codes are essentially (n, M, €, B, §)-codes that
satisfy two conditions. First, a given channel input symbol is
used the same number of times in all codewords; and second,
every channel input symbol is decoded with the same decoding



set independently of the codeword and/or the position in the
codeword. Lemma 2 simplifies for the case of homogeneous
codes (Defintion 4) as follows.

Corollary 2. Given a homogeneous (n, M, e, B, §)-code de-
noted by € for the random transformation in (1) of the form
in (8), the DEP ¢ satisfies that

e>1 — exp ( —nH(Py) — nD(Pgl||Q)

L
+n10g2/5 fY\x(yliv(j))dy>7
i=17E

where, Py is the type defined in (18); the pmf Q is defined
in (23) and for all j € {1,2,...,L}, the sets &; are defined
in (25).

(28)

Note that the right-hand side of (28) is minimized when the
following condition is met,

Py = Q. (29)

This observation leads to the following corollary.

Corollary 3. Given a homogeneous (n, M, e, B, §)-code de-
noted by € for the random transformation in (1) of the form
in (8), such that (29) is satisfied, the DEP ¢ satisfies that

L
ex1—exp [-nH(Q) +nlog| > / Frix(ylaD)dy) | , (30)
i=17&;

where the pmf Q is defined in (23) and for all j €
{1,2,..., L}, the sets &; are defined in (25).

Note that the equality in (29) reveals the optimal choice of Py
with respect to the average DEP, which is using the channel
input symbols in X with a probability that is proportional to
the probability of correct decoding.

C. Information Transmission Rate

A first upper bound on the information rate is obtained by
upper bounding the number of codewords that a code might
possess given the particular types Py (1), Pu(2)s - - - Pu(n) OF
the average type Py in (18). The following lemma introduces
such a bound for the case of a homogeneous code.

Lemma 3. Given a homogeneous (n,M,e, B,d)-code de-
noted by € for the random transformation in (1) of the form
in (8), the information transmission rate R in (9) is such that

1 n!
R < —log <log, L
no (Hf-l(nPﬂx“)))!) :
where, Py is the type defined in (18).

€29

Proof: The proof of Lemma 3 is presented in [12]. W

Lemma 3 can be written in terms of the entropy of the type
Py as shown by the following corollary.

Corollary 4. Given a homogeneous (n, M, e, B,6)-code de-
noted by € for the random transformation in (1) of the form
in (8), the information transmission rate R in (9) is such that

< 11 & 1
R<H (Pg) + — E*Z;W
i <1og (Var) = > log 27rpcg<xw>>>
=1

_logn (L— 1)
n 2 ’

where, Py is the type defined in (18).

(32)

Proof: The proof of Corollary 4 is presented in [12]. B

Note that all terms in (32), except the entropy H (Py), vanish
with the block length n. This implies that the information rate
is essentially constrained by the entropy of the channel input
symbols. In particular, note that H (Py) < logy L

D. Information and Energy Trade-Off
The results presented above lead to the following result.

Theorem 1. Given a homogeneous (n, M, e, B,6)-code de-
noted by € for the random transformation in (1) of the form
in (8), the following holds

L
1 (1 1
<HP)+—[~-S o
R<H(Pe)+ 25 (12 212P<g(93(l))+1>

+% (log( ) Z log \/ 27 Py a:(”))>

(122,
L
Bélié > Py (x (e)) [ (x(e) —|—W>]; and  (34)
e>1—exp( H(Py) —nD(Pg||Q)
(35)

+nlog2/g fY\x(ylw(”)dy)
i=17&

where, Py is the type defined in (18); the pmf Q) is defined
in (23); for all j € {1,2,...,L}, the sets &; are defined
in (25); and the expectation in (34) is with respect to W,
which is a complex circularly symmetric Gaussian random
variable whose real and imaginary parts have zero means and
variances %02.

Proof. The proof of Theorem 1 follows from Corollary 4,
Lemma 1; and Corollary 2. O

Theorem 1 quantifies the trade-off between all parameters of a
homogeneous (n, M, €, B, §)-code for the random transforma-
tion in (1). Let such a code be denoted by & of the form in (8).
Hence, both the upper bound on the information rate in (33)
and the upper bound on the energy rate in (34) depend on the
type P. The information rate is essentially upper bounded by
the entropy of Py. Hence, codes whose codewords are such



Information Rate

’ ‘ ’ Esnergy Ra?e ’ ’ moz
Fig. 1: Upper bounds on the information rate in (33) and
energy rate in (34) for a homogeneous code built upon a 16-
QAM constellation as a function of the EOP §.

that every channel input symbol is used the same number of
times are less constrained in terms of information rate. This is
the case in which Py is a uniform distribution. Alternatively,
using a uniform type Py might dramatically constrain the
energy transmission rate. For instance, if the constellation is
such that for at least one pair (xq,z2) € X2, it holds that
E[g(z1 + W)] < E[g(z2 + W)] where the random variable
W is defined in Lemma 1, then using the symbol z; equally
often as x, certainly constraints the energy rate. Codes than
might potentially exhibit the largest energy rates are those in
which the symbols = that maximize I [¢(x + W)] are used
more often. Clearly, this deviates from the uniform distribution
and thus, constraints the information rate.

Another interesting trade-off appears between the DEP and
EOP. From Corollary 1, it follows that codes whose code-
words contain mainly channel input symbols x that maximize
E [g(xz + W)] are more reliable from the perspective of energy
transmission. Alternatively, from Corollary 3, it follows that
codes that are more reliable in terms of information transmis-
sion are those whose codewords contain more channel input
symbols with the smallest DEP. That is, when Py approaches
the pmf @ in (23).

IV. EXAMPLES

Consider a homogeneous (n, M, ¢, B, §)-code € (Definition 4)
for the random transformation in (1) of the form in (8)
built upon a 16-QAM constellation. More specifically, the
set of channel input symbols X in (5) is: X = {(5 +
i5), (=5 +15), (=5 —15), (5 —i5), (15 +15), (5 +i15), (-5 +
i15), (=15 + i5), (=15 — i5), (=5 — i15),(5 — i15), (15 —
i5), (15 + i15), (=15 + i15), (=15 — i15), (15 — i15)}. The
decoding sets Dy, Da, ..., Dig in (27) are those obtained from
the maximum-a-posteriori (MAP) estimator [13] given the type
Py in (18). The block-length is fixed at n = 80 channel uses
and the noise variance 02 = 2 in (4). The energy harvested
at the EH is calculated taking into account the non-linearities
at the receiver described in [14]. In particular, given a type
Py, the expression 3.5, Py (z)E [g (¢ + W)] in (34)

Energy Rate

2 25 3 35 4 DE;.’E 5 55 6 6.5 \10757
Fig. 2: Upper bound on the energy rate in (34) for a homoge-

neous code built upon a 16-QAM constellation as a function
of the lower bound on the DEP in (35).

is obtained by using [14, Proposition 1], which is denoted
by Pje therein. The choice of parameters while using [14,
Proposition 1] is ko = k4 = 1 and |h| = |h| = 1.

In Figure 1, given a type Py, the upper bound on the
information transmission rate and the upper bound on the
energy transmission rate in (33) and (34), respectively, are
depicted. Each point in the curves corresponds to a different
type Py. Therein, it becomes evident that smaller EOPs
imply smaller information and energy transmission rates.
The maximum information rate achievable with a 16-QAM
constellation is four bits per channel use. Nonetheless, when
codewords are forced to exhibit the same type (homogeneous
code), the information transmission rate does not exceed 3.51
bits per channel use. This maximum holds when the energy
transmission rate is smaller than 2 x 10* energy units, which
corresponds to the maximum energy that might be delivered
by codes whose type Py approaches the uniform distribution
on X. Beyond this value, increasing the energy transmission
rate implies deviating from the uniform distribution, which
penalises the information transmission rate. The maximum
energy rate implies types Py that concentrate on the symbols
(15+i15), (—15+i15), (—15—i15), (15—i15). A type Py that
approaches the uniform distribution over these four channel
inputs induces a lower bound on the information transmission
rate of 1.9 bits per channel use. A type Py that concentrates on
one of these channel input symbols induces a zero information
rate.

Figure 2 illustrates the upper bound on the energy transmission
rate in (34) as a function of the lower bound on the DEP in (35)
when the EOP is kept constant at § = 10~ and n = 80. More
specifically, each point on the curve in Figure 2 for a given
value of the DEP is associated with a type Py. This type is
used to determine the upper bound on the energy transmission
rate, which leads to the curve in Figure 2. Higher DEPs require
types Py with less constraints, which increases the bound on
the energy rate.
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